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We present a Bayesian parameter-estimation pipeline to measure the properties of inspiralling stellar-
mass black hole binaries with LISA. Our strategy (i) is based on the coherent analysis of the three noise-
orthogonal LISA data streams, (ii) employs accurate and computationally efficient post-Newtonian
waveforms—accounting for both spin-precession and orbital eccentricity—and (iii) relies on a nested
sampling algorithm for the computation of model evidences and posterior probability density functions of
the full 17 parameters describing a binary. We demonstrate the performance of this approach by analyzing
the LISA Data Challenge (LDC-1) dataset, consisting of 66 quasicircular, spin-aligned binaries with
signal-to-noise ratios ranging from 3 to 14 and times to merger ranging from 3000 to 2 years. We recover
22 binaries with signal-to-noise ratio higher than 8. Their chirp masses are typically measured to better
than 0.02 M at 90% confidence, while the sky-location accuracy ranges from 1 to 100 square degrees.
The mass ratio and the spin parameters can only be constrained for sources that merge during the mission
lifetime. In addition, we report on the successful recovery of an eccentric, spin-precessing source at signal-
to-noise ratio 15 for which we can measure an eccentricity of 3 x 1073 and the time to merger to within

~1 hour.
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I. INTRODUCTION

The Laser Interferometer Space Antenna (LISA) [1] is a
gravitational-wave (GW) observatory targeted at the dis-
covery and precise study of compact binary systems
ranging from white dwarfs of masses ~0.1-1 M to black
holes with masses up to ~107 M. Cosmological phenom-
ena with characteristic timescale between ~1 hr and
~10 sec might also be detectable.

One of the sources of great interest are stellar-
mass binary black holes (hereafter SmBBHs, also
referred to as stellar-origin binary black holes,
SOBBHSs') in the mass range ~10-100 M, which pop-
ulate LISA’s sensitivity window at frequencies
f Z 10 mHz. These systems are now routinely observed
merging at ~100 Hz by the ground-based laser interfer-
ometers LIGO and Virgo [2,3]. LISA is expected
to observe ~1-10 SmBBHs during the whole mission
[4-7], an estimate that crucially depends on the upper-
mass cutoff of SmBBHs, the detection strategy, as well as
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'We prefer to use SmBBHs instead of SOBBHs to acknowl-
edge that the problem of detecting and characterizing these
sources is independent of the (astro)physics that determines their
formation.
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the LISA performance at high frequencies. Each of these
systems will contain valuable information in terms of both
astrophysical formation channels [8—11] and fundamental
physics constraints [12—15]. The subset of sources that
merge on a timescale of O(10) yr will be even more
unique, allowing for its multiband characterization using
GWs from both space and the ground [16], as well as
advanced planning of electromagnetic follow-up cam-
paigns [4,17].

Because of the long duration and complex morphology
of their signals, detecting and characterizing the physics of
SmBBHs with LISA is a highly nontrivial challenge.
Previous work has been carried to study parameter esti-
mation for circular precessing systems [18]. In this context,
we tackle for the first time the effects of orbital eccentricity
coupled with spin precession.

The importance of SmBBHs for the LISA science case is
well recognized. To this end, a set of LISA data challenges
(LDCs) are in progress under the auspices of the LISA
consortium as part of the core preparation activities for the
mission adoption (see lisa-ldc.lal.in2p3.fr). The first set of
these challenges (LDC-1) contains mock datasets popu-
lated with SmBBHs. The analyzed systems from LDC-1
are illustrated in Fig. 1. Most of the sources appear as quasi-
monocromatic. However, a few of them merge within the
observing time (which in LDC-1 was set to 2.5 yr), thus

© 2021 American Physical Society
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FIG. 1. Characteristic strain of the injected challenge dataset

sources. For low-frequency, quasimonochromatic sources, the
characteristic strain is modulated by the LISA orbit throughout the
mission. Markers denote the sources’ initial frequencies, continu-
ous lines denote their spectral characteristic strain amplitude.
Binaries merging within the dataset duration of 2.5 yr are marked
by squares, while diamonds and circles indicate binaries coalesc-
ing in 2.5-10 and over 10 years, respectively. More details on the
source properties are outlined in Sec. II. Lines and markers are
colored according to the signal-to-noise ratios (SNRs); unresolved
sources with SNR < 8 are grayed. Note that characteristic strain
amplitudes were constructed using the low-frequency approxi-
mation of the LISA response [19]. The solid black line denotes the
LISA characteristic noise spectral amplitude [20,21].

allowing a finer characterization of their parameters
through the chirping morphology.

Here we report on the results of the analysis of all
SmBBHs in LDC-1 using the generic Bayesian codebase
we are developing, hereafter referred to as BALROG. While
the LDC-1 sources were injected assuming quasicircular
binaries with aligned spins, we also present preliminary
results on the more general problem of analyzing systems
with orbital eccentricity and spin precession. Overall, this
paper quantifies how well SmBBHs can be characterized
with LISA once they have been detected.

This paper is organized as follows. In Sec. II, we describe
our data analysis strategy and outline its technical imple-
mentation. In Sec. III, we present the challenge dataset we
analyzed and our inference results. In Sec. IV, we provide
our conclusions and pointers to future work. Throughout
the paper we use G = ¢ = 1.

II. ANALYSIS APPROACH

A. Inspiralling stellar-mass black-hole binaries

SmBBHEs in the early inspiral region probed by LISA are
long-lived sources radiating for most or all of the mission

duration, depending on their masses and orbital period at
the start of the mission. In fact, for a binary with component
masses m; and m, at redshift z, the leading Newtonian
order time to coalescence is [22,23]

. v\ ! f -8/3 Mz -5/3
“4'1<1/_4> <20mHz> <SOM) e (D)

where M, = (1 + z)(m; + m,) is the redshifted total mass,
v =mm,/(m; + m,)?* is the symmetric mass ratio, and f
is the GW frequency. During this period the (leading
Newtonian order) number of wave cycles to merger is

v\ ! f -5/3 M -5/3
~d1x 1082 z .
N dx (1/4) <ZOmHz> <50M>

Consequently, if the source merges in a few years, i.e.,

unless f Tohs < f, most of the wave cycles are accumulated
in the LISA band. These cycles need to be matched by the
analysis, in sharp contrast with the current LIGO-Virgo
observations, for which only a few or tens of cycles are
in band.

The signal will also have complex features induced by
spin-precession and the effects of eccentricity. This adds
complexity to the waveform and to the structure of the
likelihood function, and increases the dimensionality of the
parameter space.

If the black-hole spins are misaligned with the orbital
angular momentum, this will induce a precession of the
orbital plane around the axis of the total angular momentum
characterized by a number of spin-precession cycles before
merger [24,25]
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where Sy = (m —m,)/(m; + m,) is the dimensionless
mass difference.

Eccentricity may also be non-negligible in the LISA
band, and an important parameter to measure as it is a tracer
of the environment in which these binaries reside and the
formation channel(s) of these systems. The number of
periastron precession cycles before merger is [22,26]

~ U (R D L F
N e 6.4 x 10 <1/4) (20mHz> (50M®> .4

Note that these estimates are valid in the low-eccentricity limit.

It is therefore clear that to accurately reconstruct the
physics of SmBBHs, one needs to deal with the full
complexity of the 17 dimensions parameter space that
describes GWs radiated by a binary system in general
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relativity. The morphology of these SmBBH signals is
very different from both those currently observed by
LIGO and Virgo as well as the supermassive BBH merger
signals expected in LISA. In fact, these signals have
more in common with the extreme-mass-ratio inspiral
(EMRYI) signals also expected in LISA which also contain
10°-10° wave cycles in band and can exhibit strong
relativistic precession effects. The data analysis challenges
presented by this source type are well-known [27-29]. In
addition, EMRI present a severe modeling challenge, see
e.g., [30-32].

B. Statistical inference

In this paper we are not concerned with the (significant)
challenge of actually searching for SmBBHs [7], but we
restrict ourselves to the problem of measuring the source
parameters once candidates have been initially identified
through a first search stage. We will therefore assume that a
preceding pipeline provides an initial, possibly poor guess
of the source parameters on which we can deploy our
Bayesian parameter-estimation approach.

Our analysis is performed using the three noise-orthogo-
nal time-delay-interferometry (TDI) outputs that are gen-
erated by combining the readouts of the LISA phase-meters
[33]. This stage suppresses by a factor ~108 the laser noise
leaving the data stream only affected by the secondary
noise sources and GWs. The details of this complex
procedure are under active investigation and development,
see e.g., Refs. [34-37].

We employ a coherent analysis of the full LISA TDI
outputs, d = {d;;k =A,E,T}, by means of Bayesian
inference. The likelihood, £(d|@), of the data d given
the parameters @ of the source is [38]

In£(d|§) = =) (di = 7,(6) |2d" “MO | const, (5)
k

where h, is the TDI output k produced by the GW h(t; ),
or, equivalently, in the Fourier domain, /(f;#). The inner-

product is defined as
[t 4 A0E(f) + @ (f)b(S)
=2 [ ar T ,

where a(f) is the Fourier transform of the time series a(?),
Si(f) is the noise power spectral density of the kth data
stream, and the extrema [f|oy. fhign] corresponds to the
frequency range spanned by a GW with parameters 6 over
the duration of the observation.

Once a prior p(@) is specified, we compute the joint
posterior probability density function (PDF) on the param-
eters of the source

(6)

p(0|d) < L(d|0)p(9) (7)

through stochastic sampling. BALROG is designed to work
with different sampler flavors and implementations. For the
analysis presented here we use a nested sampling algorithm
based on CPNest [39].

We model the gravitational waveforms 4(z;0) in their
adiabatic inspiral regime through a post-Newtonian (PN)
expansion, using two different waveform models. One of
them is a new implementation under active development
[25] which includes both spin precession and orbital
eccentricity. Improving upon previous work [40], the
new formulation is substantially more efficient in terms
of computational requirements, making the analysis pre-
sented here possible. We also use a 3.5PN TaylorF2 wave-
form (see e.g., [41,42]) restricted to aligned spins and
quasicircular orbits when analyzing the LDC-1 dataset, in
agreement with the signals injected in it. The full set of
waveforms we use are computed at sufficiently high PN
order to ensure that no systematic effect is introduced in the
analysis [43]. We describe the TDI outputs from such a
model as in Ref. [44], which allows us to fully reproduce
the waveforms used in LDC-1. Each source is described by
17 (11) parameters in the precessing and eccentric (spin-
aligned and circular) case.

C. Implementation

The noise-orthogonal TDI outputs d on which the LISA
GW analysis is based need to be computed from inter-
mediate TDI data products, e.g., the TDI Michelson
observables X, Y, and Z [45,46]. Note that the noise-
orthogonal data channels A, E, and T first introduced
in the literature [33] were constructed from the Sagnac
variables a, f, and y and are therefore slightly different
from the ones we are using here. Here for concreteness and
to consistently interface with the data currently generated
within the LDCs, we start from X, Y, and Z. This step will
need to be revised in the future as the interplay between the
raw phase-meter data and the actual GW analysis becomes
clearer.

In order to improve our computational efficiency, we use
arigid adiabatic approximation (RAA) of the TDI variables
[47], that is approximately related to the 1.5-generation
variables injected into the datasets as

Xl.S-g(f) ~ (1 — e ) Xpaa (/). (8)

where L = 2.5 x 10° m is the mean LISA armlength, and
similarly for the other two TDI variables Y and Z. We note
that SmBBH sources accumulate most of their SNR at the
high frequency end of the LISA bandwidth (f 2 5 mHz,
where fL 2 1; see Fig. 1). Therefore, a long-wavelength
approximation to the detector response is not appropriate.
We note that the RAA is not faithful to the full TDI
response at very high frequencies. Since we recover source
parameters from full TDI signals with RAA signals, this
study also serves as a test of the RAA for SmBBH signals.
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In order to compute inner products [cf. Eq. (6)] involving
a discrete time series, we use a hybrid method based on
Clenshaw-Curtis quadrature. First, the time series repre-
senting the data (having a cadence of 5 s in the LDC-1
case) is related through a discrete Fourier transform to a
frequency series from f;, = 0 to fi.x = 0.1 Hz, with a
resolution of Af = 1/T ~ 1.27 x 1078 Hz. This defines
a finite set of data points in the Fourier domain fPFT with
Fmin < P < frax. We transform the frequency interval
into a log-frequency interval, and split the latter into ten
subintervals of equal length. In each of them, we compute a
21-point Clenshaw-Curtis quadrature rule, resulting overall
in a set of N =201 distinct frequencies f$C with corre-
sponding weights wSC. For each of these points, we then
find the closest frequency in the discrete set fPFT to form
the set f. In order to construct the associated weights wi,
we first note that each frequency f¢C satisfies either
F9C < fls 9S> s or I < < £ T the first
case, we associate the weight w$C with wll; in the second
case we associate the weight w$C with wil_|; and in the
third case we distribute the weight w¢C linearly (in log)
between wjl and wjl, | according to the respective distance
to f€C of their corresponding frequencies. Finally, some
frequencies in the set /! might be duplicates, in which case
we combine them and their weights for minor gains in
computational efficiency. This results in a set of Ny <N
hybrid frequencies and weights allowing us to approximate
the integral as

[Maratn = Y wpatrt, (9)

a k=0

We verified that the loss of accuracy in the integral
evaluation due to the modification of the quadrature rule
does not impact the result significantly. With this method,
we drastically reduce the number of waveform evaluations
necessary to evaluate each log-likelihood by selecting a few
relevant datapoints in the discrete Fourier transform of the
data. Note that this algorithm needs only to be used once at
the beginning of the run, and that the computational
efficiency of the resulting run is independent of the length
of the time series, and weakly dependent on its cadence. We
also stress that the choice of 10 subintervals with a 21-point
Clenshaw-Curtis quadrature rule applied to them is some-
what arbitrary. We found that it yielded fast parameter
estimation with good reliability in the case at hand, but it
can certainly be optimized depending on the particular
source analyzed.

D. Sampling parameters

An appropriate choice of the sampling parameters is
crucial to complete the inference. In order to remove the
influence of uncertain cosmological effects from the

analysis, in what follows we express all mass parameters
in the detector frame (i.e., we use redshifted masses), unless
stated otherwise. We choose to use the following set of 11
parameters to describe the circular, spin-aligned SmBBHs:

(i) For the two mass parameters, we use the chirp mass
M, and the dimensionless mass difference oy =
(my —my)/(my + my).

(i) The two amplitude parameters A; and Ay are related
to the luminosity distance D; and the inclination
1by A; = (1 +cost)/\/2D; and A = (1 —cos1)/
v/2D; . They are the square roots of the amplitudes
of the left- (right-)handed components of a GW.

(iii) The two phase parameters y; and yp are related to
the initial orbital phase ¢, and the polarization phase
w by w, = ¢y +wand ywr = g — . These are the
initial phases of the left- (right-)handed components
of a GW.

(iv) The spins are described by the parameters y; , and
Xa2.¢» corresponding to the dimensionless spin mag-
nitudes of the two binary components.

(v) The initial orbital frequency of the source f9,
related to the initial GW frequency by f = 2f9.

(vi) The sine of the ecliptic latitude sin » and the ecliptic
longitude [, as sky location parameters.

For the case of eccentric sources with precessing spins, one
needs to modify and extend the sampled set of parameters.
In particular, we choose the following:

(i) We parametrize eccentric orbits with the square
eccentricity at f = 10 mHz e?, and the initial argu-
ment of periastron ¢,.

(ii) Precessing sources require six spin parameters; we
choose the dimensionless spin magnitudes y;, and
the spin orientations in an ecliptic frame, which we
describe by their sine latitudes sinb{, and longi-
tudes % ,.

(iii) For these runs, we also use the approximate time to
merger t;, defined in Eq. (16) instead of the initial
orbital frequency f3.

We use flat priors for all the above parameters. Assuming
that some information on the source will be provided by the
preceding search stage, we restrict the prior range for (at
least some of) the parameters around the injected values,
which is essential to keep the computational burden at a
manageable level (cf. Secs. III B and III D).

This specific choice of parameters greatly simplifies the
likelihood structure, thus facilitating the sampling process.
We use the chirp mass M, because this is the mass
parameter entering the frequency evolution at lowest PN
order and is thus better constrained than any other mass
parameter. For the second mass parameter, our choice of du
has a key advantage over the more traditional alternatives of
the symmetric mass ratio v or the mass ratio ¢: the Jacobian
of the transformation into the (m,, m,) space is symmetric
and regular in the m; = m, limit, avoiding potential issues
related to this reparametrization. As shown in Fig. 2, the
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FIG. 2. Two-dimensional posteriors for LDC-1 source 15
(SNR 12) using different parameters. Quantities related to the
circular (linear) polarizations are indicated in blue (red). The
amplitudes A; and Ay (top left) are related to D; and cos: (top
right). The phases y; and y (bottom left) are related to ¢ and y
(bottom right). The posteriors have been weighted in each plot so
that the parameters shown in it are flat distributed. Quantities on
the left (blue) are significantly less correlated than those on the
right (red).

amplitude parameters A; and Ay are weakly correlated, in
contrast with the more common choices of luminosity
distance D; and inclination cos:. Furthermore, a flat
distribution in A; and Ay corresponds to a flat distribution
in cos, which we expect from an isotropic distribution of
source locations and orbital angular momenta. Similarly, in
the interest of avoiding strongly correlated quantities, we
opted for the phase parameters y; and yy instead of ¢
and .

Figure 2 shows a comparison of the two-dimensional
posteriors for an illustrative LDC-1 run (source 15), which
has signal-to-noise ratio (SNR) 12. We contrast the param-
eter spaces described by (A;, Ag) and (D, , cost) as well as
that described by (w;,wg) and (¢, y). The posterior
distributions of parameters related to the circular polariza-
tion of the GW are significantly less correlated compared to
those involving linear polarization. Moreover, we only
sample half of the (¢g,w) plane, thus removing the
multimodality arising from the following symmetries of
gravitational radiation: (¢y — ¢¢ + nx), (y — y + nn),
(o = o+ /2,y > w+x/2), n€Z. Note that the
source we chose for illustrative purposes offers an unbiased
measurement of the phases y; z, while we observed
significant biases in the recovery of those two parameters
for most sources. However, we did not observe such biases
when analyzing data containing a single source, and we
thus argue that this effect arises from the confusion between

overlapping sources and is independent of the chosen
parametrization. This illustrative source is thus represen-
tative of the single source injection results, and most
relevant to this discussion.

III. RESULTS

As an initial test of the analysis approach described in the
previous section, we have applied it to the data sets released
for LDC-1. The data sets are briefly described in Sec. III A.
Details of prior choices and parameter estimation results are
presented in Sec. III B. As LDC-1 had limited scope and
contained only BHs on circular orbits with aligned spins,
we also present in Sec. III D a proof-of-concept analysis on
a generic precessing and eccentric system.

A. LISA data challenge

The first round of the LISA Data Challenges (LDC-1,
lisa-ldc.lal.in2p3.fr) consisted of several datasets, each of
which was dedicated to a specific source class: massive
black hole binaries, extreme-mass ratio inspirals, galactic
binaries, SmBBHSs, and stochastic backgrounds.

The LDC-1 SmBBH data consists of two sets, each
containing the same 66 SmBBH injections, one noise-free
and the other including a realization of the expected LISA
Gaussian stationary noise. In this work, we focused on the
noiseless dataset, as our initial goal is to test the perfor-
mance of the Bayesian analysis scheme to accurately
recover the source parameters. We are currently developing
functionalities to jointly estimate the unknown level of
noise that affect the source measurements, which we will
report about in the future. Each LDC-1 dataset consists of
the 1.5-generation TDI observables X, Y, and Z [45,46]
with a cadence of 5 seconds and a duration of 2.5 years. By
linearly combining X, Y, and Z, we construct the data, d,
for the GW analysis, consisting of the three noise-orthogo-
nal TDI observables A, E and T [33].

The parameters of the injected sources are released as
part of the dataset. Figure 1 provides a summary of the main
features of the signals that were injected. These sources all
have GW frequencies of ~1-10 mHz at the beginning of
the LISA mission. This set of sources covers the chirp
mass range 7-61 M, see Figs. 3 and 4. The source chirp
masses and initial frequencies determine the merger time
[see Eq. (1)]. Five sources inspiral and merge within
Tops = 2.5 yr, with chirp masses in the range 30-61 Mg
and initial frequencies between 16 and 20 mHz. Five more,
with chirp masses in the range 20-47 M, and frequencies
between 12 and 22 mHz merge within 5 years. Six
other, with chirp masses in the range 13-55 My and
frequencies between 8 and 21 mHz merge within 10 years.
The longest lived ones, with chirp masses in the range
7-55 M and frequencies between 1 and 11 mHz merge
within 3000 years. This set of sources covers a range of
SNRs which is governed primarily by the distance to the
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FIG. 3. Posterior samples of detector frame component masses

for the 22 recovered sources. Solid lines extend in the 90%
confidence interval of the symmetric mass ratio posterior. The
thickness of the curve is comparable to or greater than the
posterior distribution widths, indicating the very high accuracy of
the chirp-mass measurements. Injected values are marked by
stars. Lines and markers are colored according to the sources’
SNRs. All injected values lie within their posterior’s 90% contour
levels, except for source 16 (SNR = 10) whose true, high
dimensionless mass difference is within the 98% confidence
interval (cf. Sec. III C).

source, the inclination angle and the source sky position,
the latter of which is shown in Fig. 5. In total, 22 sources
yield an optimal (and coherent across the 3 TDI observ-
ables) SNR > 8.

B. Parameter estimation and results

Preliminarily, we analyzed the same noiseless dataset in
distinct runs, where we tuned the priors to a corresponding
target SmMBBH. We chose priors

(1) Flatin éu in [0, 0.9], corresponding to a mass ratio
between 1:1 and 1:19.

(i) Flat in A; and Ay in [0,A,.], where A . =
24/2/D; (twice the overall amplitude of an opti-
mally oriented source at the injected distance).

(iii) Flat in w; and yy in [0, z].

(iv) Flatin y;, and y,, in [-1,1].

(v) For M, fy, sin b, and [, we emulated the output of a
prior GW search by performing searches on single
source simulated data in steps. At each step, we
adjust the priors using the posteriors resulting from
the previous step to m + 40, where m is the median
of the posterior, and ¢ its standard deviation. In order
to improve the convergence of the method, when

computing m and ¢ we neglected posterior samples
with log-likelihood smaller than one obtained with
A, = Ag =0 (i.e., with log L < —SNR?/2). This
method required at most three steps for each target
before convergence. Note that this was not possible
for all systems, particularly those with low SNR,
which we flagged as not detected.
The method we used to determine the search priors
produced a set of single-injection runs, where the same
waveforms were used for injection and recovery. We found
it a useful set of analyses to compare to our main results.

This set of sources also covers a range of SNRs which is
governed primarily by the distance to the source, the
viewing inclination angle and the source sky position in
addition to the chirp mass. With our parameter-estimation
pipeline, we were able to obtain good quality posterior
distributions, and hence measurements of the source
parameters for the 22 sources with SNR > 8. Eight sources
with SNRs in the range 5.7-7.9 offered good quality
posteriors as well, but we choose to use a fixed SNR
threshold and exclude them from the analysis.

For each of the 22 sources that we selected, we computed
the 3-dimensional volume within which LISA is able to
localize it. Because these sources are generally long-lived,
and are at the high-frequency end of the LISA bandwidth,
relatively good (by the standards of GW astronomy) sky
position measurements with uncertainty regions spanning
AQ =1 to 100 square degrees are obtained. However,
because these sources have relatively low SNRs in the
range 8-14 there is a comparatively large fractional
uncertainty in the distances spanning 30%—-150%. These
results are summarized in Figs. 5 and 6.

Of the intrinsic source parameters, by far the best
measured is the chirp mass; for the loudest (quietest) of
the recovered sources with SNR 14 (8) we find that we are
able to measure the chirp mass to a fractional accuracy
better than 0.5% (2%). Our parameter-estimation pipeline
sampled directly in the chirp mass M, and the dimen-
sionless mass difference oy as explained in Sec. II D. The
resulting posteriors are shown in Fig. 7. The more
astrophysically interesting component masses m; and
m, for the individual BHs can be obtained from M,
and du; see Fig. 3. Notably, we find fractional uncertain-
ties on chirp masses—measured in the frame at rest with
the Hubble flow—to be comparable or smaller
(AMI/ M <2 x 1072) to the uncertainties arising from
source proper motion redshifts (vpe./c < 1072). Similarly,
the choice of cosmology yields uncertainties in redshift up
to 1072 for the most distant source recovered at 500 Mpc,
over a broad range of cosmological parameters [49,50].

Of the other intrinsic parameters, the most interesting are
arguably the component spins. While y, , and y, , cannot
be individually measured, it is helpful to identify intrinsic
parameters entering the PN frequency evolution series at
different orders [23,38,51]. As mentioned above, the
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FIG. 4. Marginal posteriors, represented through kernel density estimators for five selected parameters. From left to right, we show the
primary component mass, the secondary component mass (both measured in the source frame), the redshifted chirp mass, the
dimensionless mass difference, and the 1.5 PN spin parameter reported in Eq. (10). Source posteriors are sorted and colored by their SNRs;
their index in the LDC-1 injections catalog is reported to the right. Stars mark sources that merge within the LDC-1 dataset duration
(2.5 yr). Posteriors are reweighted to an effective prior uniform in the column’s parameter, except for the spin parameter . The redshifted
chirp mass, appearing in the leading-order PN term of the frequency evolution, is much better constrained than any of the other parameters.
Parameters entering at higher PN order like du and f can only be constrained for systems that merge within the mission lifetime.
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FIG. 5. Posteriors on the sky position of the recovered sources in ecliptic coordinates using a Mollweide projection. Stars denote the true
locations of the injected sources. All true locations are enclosed within the 90% confidence intervals of their posterior. The solid black line
shows the galactic plane. Note that sources close to the ecliptic have an approximate symmetry involving the ecliptic latitude b — —b (see
e.g., [48]), resulting in elongated posteriors in that region, and even a bimodal posterior as seen in the source close to 180° longitude.
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FIG. 6. Marginalized posterior uncertainties on the distance and
sky location of the 22 recovered sources. We show the 90%
confidence intervals of the two—dimensional sky location poste-
riors and the uncertainties on the distance relative to its true
injected value. All sources above SNR > 8 are resolved with
angular resolution better than 100 deg”. At SNR above 11 the
localization improves by an order of magnitude and the distance
is measured with 70% accuracy or better. Markers label the
source time to coalescence as shown in legend and described
previously in Fig. 1.
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FIG.7. 90% marginalized posterior contours in the chirp mass-
dimensionless mass difference plane for all 22 observed sources.
The colors of the contours are set by the SNR of the correspond-
ing source. All contours are offset so that the injected value of the
corresponding source lies at the origin.

parameter entering the series at leading order is M., the
parameter entering at 1PN is oy, while spins first enter at
1.5PN via the combination

2 T5u;
p= Z; <u[ + ﬁ)um,f’ (10)

where i # j, and u; = m;/(m, + m,) are the dimensionless
individual masses. We normalized this parameter so that
|A| < 1 for arbitrary mass ratios, implying || < 94/113 for
equal-mass systems.

The marginal posterior distributions of these three
parameters are shown in Fig. 4, together with those of
the individual masses m; and m,. While the chirp mass is
measured extremely well for all sources, u and f can be
measured with some confidence only for SmBBHs that are
merging within the observation window. This is because
those sources are the only ones with a sufficient frequency
evolution such that the subdominant terms in the PN
expansion become observable.

Overall, comparing runs performed on the LDC-1 data
with ones performed on single-source injections, we find
that parameters are recovered with similar precision. Biases
in the LDC-1 runs are comparable to those expected from
random noise fluctuations. The exception to that are the two
phase parameters y; and yk. These were recovered with-
out any significant bias in the single-source runs, but with
large biases comparable to the prior range in the LDC-1
runs in almost all cases. These biases did propagate to both
parameters when converted to the (¢, ) plane.

We summarize in Table I of the appendix the injected
parameters of the 22 sources we analyzed, and in Table II
their recovered values.

C. Challenging systems

Let us now discuss those few systems which showed
posteriors that were found to be particularly challenging to
analyze. All the SmBBH injections and recoveries done
in LDC-1 were performed using noiseless injections.
Therefore, in the absence of noise fluctuations, we might
expect the likelihood (posterior) to be peaked at (near) the
true (i.e., injected) source parameters. However, this is not
guaranteed to be the case because (i) we are using different
waveforms for recovery than the ones that were injected,
and (ii) some sources are overlapping in the LDC-1 data
and could therefore be confused.

In particular, we highlight four systems.

(i) For source number 5 (SNR = 11.36), we obtain a
frequency posterior that is peaked significantly away
from the injected values.

(i1)) Sources number 20 (SNR=8.68), and 36 (SNR =
9.93) resulted in a 2-dimensional posterior on
the chirp mass and mass difference parameters (or
equivalently on the component masses) that only
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FIG. 8. Marginalized posterior distributions in the masses plane

for source number 16. The two-dimensional posterior for
(M., 8u) (red-shaded, lower left plot) shows support in the
region containing the true injected value (dashed red line).
However, the correlation structure in these parameters together
with the fact that oy is not measurable generate a strong bias in
M. when marginalized over dy, as shown in the upper left and
lower right histograms. The corresponding plot in the single-
source injection run showed a similar pattern. By reparameteriz-
ing the masses plane with (M, 6u) (blue shaded, upper right
plot), we observe a milder correlation, hence a smaller bias on the
posterior marginal distribution for M, compared to M..

include the injected values on the boundary of their
~99.8% confidence interval.

(iii) For source number 16 (SNR = 10.14) the margin-
alized, 1-dimensional posterior on M. includes the
injected value only in its 99.4% confidence interval.

We note that for the first two bullet points listed above,
the issues described are not present in the single-injection
run results used for comparison. These differences could
possibly be due to the difference in the employed wave-
forms, the signal overlap in LDC-1, sampling issues, or a
combination of these. Work toward analyzing jointly the
overlapping sources [52] and characterizing performances
of different samplers is ongoing.

On the other hand, the bias in M, observed for source
16 was also present in the single-injection result. In the
following we argue that it’s a genuine effect of the
signal parametrization. Figure 8 shows the marginalized
posteriors in the (M., du) plane for source number 16
(SNR = 10.14, 7 = 7.9 yr), together with a reparametri-
zation of it. While the true parameters still lie in the main
confidence region of the two-dimensional posterior, the
chirp mass posterior only includes the injected value in the
tail of the distribution. Notably, its injected mass ratio of

g~ 1/11.3 (6u ~0.84) is the most asymmetric among all
detected sources. The flat posterior in du that we observe
in Fig. 8 suggests that this parameter is not measurable.
The flatness of this posterior together with the shape
of the confidence region implies a bias in the marginalized
posterior for M, for highly asymmetric mass ratios.
The shape of the two-dimensional posterior can be
explained by an examination of the PN GW phase
series [23]:

_ (wM.f)
D=0, T
(ZMf)?3 (2435 556u° -
X 1+21/5(1—5M2)2/5 250 o4 +O(f723).

(11)

As op increases, the resulting change in the number of
accumulated cycles can be compensated by an increase in
M. This behavior is all the more pronounced that the
system is observed closer to merger, as the strength of
the 1PN term gets more comparable to the OPN one. To
reduce the correlation in the (M., du) plane, we can
define a new parameter M, (M., 8u, fo. Tops), such that
the number of accumulated cycles during the observation
is independent of oy up to some given PN order. Note that
the likelihood is not exclusively determined by the
number of accumulated cycles of phase, hence one should
not expect M, and Su to be completely uncorrelated. At
1PN order, we get

Mo m Lo (5M,)'/4[974(1 — A) — 23164%]
¢ ¢ 168 x 21/54
3/8 __3/8\2

% 578 Tsf/s) } (12)

Stg — 87y "1y’ " 4 3¢
A= (1-6u7)", (13)

5(”Mcf0)_5/3
= el 14
o 2561fy (14)
-5/3

7; = max |7y — Tobym (15)

2567 fmax |

where f, = 2f3™ is the initial GW frequency, and f . iS
the higher limit of the observation frequency band. As
shown in Fig. 8, the 2-dimensional posterior in the masses
plane yields a milder correlation, and hence a smaller bias
in the marginalized, 1-dimensional posterior for M.

D. Eccentric precessing system

We also ran as a proof-of-concept a Bayesian parameter
estimation run on a fully general eccentric precessing
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system. We chose a 95 — 55 M, binary system, with spin
magnitudes y; = 0.7 and y, = 0.73 respectively, initial
spin misalignment angles 8, = 179° and 8, = 135° respec-
tively, eccentricity at 10 mHz of e;, = 3.1 x 1073, and
SNR 15. These values were inspired by the most massive
event detected by LIGO/Virgo to date, GW190521 [53].
This particular source accumulated A/ ~ 1.89 x 10° cycles
of orbital phase, NV g, ~ 892 cycles of spin precession, and
N eee ® 4060 cycles of periastron precession.

For this run, we used the same sampling parameters as
for the LDC-1 runs with a few modifications. We used

different spin parameters, we added eccentricity parame-
ters, and we replaced the initial orbital frequency with the
approximate merger time parameter [22]

SMC(”Mch)_8/3

t + b
O3 /1=, (8 +7¢%)

where t is the time at the start of data gathering. Note that,
for simplicity, this relation is obtained from the leading PN
order frequency evolution equation, assuming a constant
eccentricity. It is more accurate for circular systems, and

ty =

(16)
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FIG. 9. Posterior distributions on a selection of parameters of the eccentric precessing system. Priors are uniform for (upper right
panel) the ecliptic longitude /, the sine of ecliptic latitude sin b, the amplitude parameters A; and Ag. Consequently, the luminosity
distance prior is « 1/D?, and shown as solid black line. Equally, uniform priors are used for (lower left panel) the merger time 7, the
chirp mass M., the square eccentricity e, the dimensionless mass difference Sy, the dimensionless spin magnitudes, and the spin unit
vectors on the sphere. The resulting prior is shown for the spin parameter /5 as a solid black line. The merger time can be measured within
approximately an hour, and the eccentricity and spin parameter can be well distinguished from zero. The source is localized in the sky

within 8 deg”.
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becomes gradually less so as the initial eccentricity
increases.

We note that since spin-induced precession causes cos:
and y to evolve with time, we use their initial values to
define the parameters A;, Ag, ¥, and yg. Additionally, we
set the priors on y; and yy as [0, 27] since the addition of
eccentricity breaks the waveform symmetry from (¢ —
¢o + nx) to (pg — ¢o +2nn), n € Z.

Of note, we report on the measurability of a few
chosen parameters, shown in Fig. 9. The merger time f,
could be recovered with accuracy ~2 hours, a figure
comparable to the corresponding merging circular sources.
The chirp mass could be recovered with accuracy of
~0.004 M. The eccentricity at 10 mHz could be recov-
ered in the range 2.7 x 1073 < ¢,y < 4.9 x 103 at 90%
confidence, and was clearly distinguishable from zero. The
injected dimensionless mass difference was recovered
within the 24% confidence interval. The (initial) spin
parameter f could be recovered with 90% confidence in
the range —0.41 < f < —0.14, including the injected value
of By = —0.37, (with = 0 excluded at more than 99.9%
confidence). The source is located on the sky at 90%
confidence level within 8 deg?. The recovered values were
mostly consistent with the injected ones. More work is
ongoing to assess the robustness of the parameter estima-
tion pipeline across the full parameter space.

One interesting additional information to gather from
these results is to determine whether the effects of spin-
precession are measurable for such systems. In order to do
this, we looked at the average precession parameter y,
[54,55], and found that the posterior did not differ signifi-
cantly from the prior, suggesting that precession effects
might not be measurable for SmBBHs with LISA, thus
strengthening the case for multiband GW astronomy.

These Bayesian results obtained for a fully precessing
eccentric binary show promise for an extension of the
present work, investigating the full 17-dimensional param-
eter space of SmBBHs more extensively.

E. Computational performances

Parameter estimation runs were carried out on the high
performance computing infrastructure provided by the
Birmingham BlueBEAR cluster, with each run using 8
Intel Xeon (2.50 GHz) sibling cores on a single computing
node. The total CPU time for each run on the LDC-1
dataset was distributed with a median of 5 hours for the 22
sources with SNR > 8.

The three runs with sources coalescing within the
dataset duration where the most computationally demand-
ing with CPU times of 36, 20, and 45 hours for sources
number 20, 36, and 47 respectively. All runs had small
memory footprint throughout, with usage peaks below 1.6
Gigabytes.

The run with eccentricity and spin precession was sub-
stantially more expensive (~3000 CPUh), approximately

100 times more than its merging spin-aligned circular
counterparts. This is due to a combination of factors
including the increased dimensionality of the parameter
space, the additional structure of the likelihood, and the
increased complexity of the waveforms.

IV. CONCLUSIONS

In this paper we presented a fully Bayesian parameter-
estimation routine for the observation of SmBBHs with
LISA. As part of the LISA data challenge LDC-1, we
employed our codebase BALROG for the accurate estimation
of 66 circular, spin-aligned SmBBHs’ parameters. We
confidently recovered all 22 sources with SNR > 8. Our
results show that LISA will be able to localize SmBBHs
over the sky within a few tens of squared degrees, and
constrain their detector-frame chirp mass down to
+0.01 M. Additionally, for sources merging within the
mission lifetime, the chirping morphology of the signals
allows us to measure parameters entering at higher order in
the post-Netwonian expansion, namely the dimensionless
mass difference oy, and the spin combination f.

On the technical side, we presented a novel choice of the
sampling parameters that substantially reduce the correla-
tions in the high-dimensional likelihood, thus vastly
increasing the resulting computational efficiency. In par-
ticular, this relies on decomposing the signal into circular
polarizations. We also presented an algorithm that drasti-
cally reduces the number of waveform evaluations needed
to estimate likelihoods, by adapting a nonuniform quad-
rature rule to work with uniformly sampled data. This
allowed us to successfully perform full Bayesian parameter
estimation studies for individual spin-aligned, circular
SmBBH sources undergoing O(10°) wave cycles that
required just a few CPU hours to complete. Focusing on
a selected number of sources that exhibit mild biases in the
recovered parameters, we characterized the effect of bina-
ries cross-contamination, waveform differences, and inher-
ent likelihood structures which make SmBBHs parameters
challenging to sample.

Finally, we presented a proof-of-concept analysis where
we tackle the full SmBBH parameter-estimation problem,
which includes eccentricity and spin precession. We
recover the parameters of a specific, but generic, source
in the resulting 17-dimensional parameter space. We report
a measurable eccentricity at 10 mHz of a few 1072 together
with a merger time determination within a time window of
<1 hour. We also report the immeasurability of spin-
induced precession effects, suggesting that individual
component spins cannot be recovered. This suggests that
joint space and ground based detector GW observations
might be crucial to fully characterize SmBBHs. More work
is necessary to fully explore potential challenges for this
type of sources. This analysis brings us closer to LISA’s
goal of efficiently and accurately reconstructing the
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parameters of SmBBHSs, which constitute an unmatched
tool to discriminate their formation history and evolution.
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APPENDIX: LDC-1 INJECTED AND
RECOVERED PARAMETERS

In this Appendix, we provide the parameters of our
LDC-1 analysis in tabular format. In particular, in Table I
we list the parameters of all the injected SmBBHs, while in
Table IT we present the results of our parameter-estimation
recovery.

Properties of the LDC-1 injected sources. Rows are ordered by increasing source SNR and labeled by the injection ID in the

LDC-1 dataset. Sources merging within the mission lifetime (here set to 2.5 yr) are marked with stars. For a description of the

parameters see Sec. Il D.

SNR 7 [yr]  fo [mHz] [ [rad] sinb D; [Mpc] cos1 mi[Mg]  mMg] M. [Mg] Su p 1D
8.26 45.7 8.6020 1.40 —0.46 55.1 0.39 432 12.8 19.756 0.54 0.30 1
8.40 27.5 6.1377 4.85 -0.09 147.8 -0.28 57.4 48.7 46.016 0.08 -0.18 14
8.69 2.3 19.7430 5.12 —0.38 193.7 0.52 61.2 22.8 31.808 046 0.00 20«
8.70 84.3 6.3652 0.48 0.35 68.0 0.62 453 15.1 22.158 0.50 -0.07 60
9.04 89.5 3.6289 3.58 0.07 237.2 0.99 61.7 59.0 52.539 0.02 0.13 28
9.07 40.2 5.1370 0.38 —0.68 238.7 0.84 62.2 50.4 48.659 0.10 0.18 3
9.21 108.5 3.7577 1.58 -0.45 180.8 -0.98 56.1 46.1 44.244 0.10 0.21 53
9.48 51.7 7.3862 5.05 -0.70 87.8 0.88 30.0 24.2 23418 0.11 0.13 26
9.81 8.5 8.5140 6.06 0.35 4934 -0.96 65.8 60.8 55.072 0.04 0.00 30
9.92 23.9 6.6834 5.10 —-0.54 183.1 0.69 53.6 47.0 43.669 0.07 -0.14 2
9.93 2.3 20.4730 3.30 0.56 263.1 -0.98 353 33.3 29.853 0.03 -0.03 36%
10.00 11.6 8.8876 4.09 —-0.04 247.3 -0.73 57.4 42.0 42.599 0.16 0.13 18
10.14 7.9  21.0170 3.21 -0.12 77.4 -0.97 59.0 52 13.521 0.84 —0.04 16
10.15 1.8 17.8620 5.16 0.25 390.5 -0.91 51.5 46.9 42.763 0.05 -0.19 47«
10.48 5.7 11.1590 1.23 0.03 285.0 —0.66 62.0 44.1 45.386 0.17  0.01 34
10.71 30.3 5.5147 0.44 0.69 151.3 -0.47 59.6 58.7 51.511 0.01 -0.08 32
11.36 144 9.0172 2.35 0.25 79.9 0.05 61.0 29.8 36.680 0.34 -0.07 5
11.96 8.0 11.1150 5.09 0.47 176.4 0.65 57.4 32.7 37.418 0.27  0.40 31
12.00 534 6.6569 5.88 -0.94 66.3 -0.74 47.8 21.0 27.128 039 0.16 15
12.07 11.6 9.3873 0.53 0.42 191.7 0.76 53.6 38.0 39.212 0.17 -0.15 9
13.77 106.6 4.5605 4.90 -0.35 33.9 -0.16 39.0 36.4 32.804 0.03 -0.44 64
13.90 93.3 3.7494 0.19 0.82 106.6 -0.84 60.1 51.9 48.620 0.07 -0.00 58
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