
SCUOLA DI DOTTORATO
UNIVERSITÀ DEGLI STUDI DI MILANO-BICOCCA

Dipartimento di / Department of

                                                                           Fisica                                                                                                 

Dottorato di Ricerca in / PhD program            Fisica                                                       Ciclo / Cycle   XXXIV      

Curriculum in (se presente / if it is)     Plasma Physics and Biophysics                                                            

TITOLO TESI / THESIS TITLE

Development of Nuclear Radiation Based
Tomography Methods for Runaway Electrons and

Fast Ions in Fusion Plasmas

Cognome / Surname                 Panontin                                Nome / Name           Enrico                                            

Matricola / Registration number                        761719                                                  

Tutore / Tutor:              Dott. Marco Tardocchi                                                                                                 

Supervisor:       Prof. Massimo Nocente                                                                                          
(se presente / if there is one)

Co-supervisor:               Dott. Andrea Dal Molin                                                                                          
(se presente / if there is one)

Coordinatore / Coordinator:                Prof. Marta Calvi                                               

ANNO ACCADEMICO / ACADEMIC YEAR       2020/2021      
             





UNIVERSITY OF MILANO-BICOCCA

DEPARTMENT OF PHYSICS "G. OCCHIALINI"

PHD PROGRAM IN PHYSICS AND ASTRONOMY – CYCLE XXXIII
PLASMA PHYSICS CURRICULUM

DEVELOPMENT OF NUCLEAR RADIATION BASED

TOMOGRAPHY METHODS FOR RUNAWAY

ELECTRONS AND FAST IONS IN FUSION PLASMAS

Candidate:
Enrico Panontin

Registration Number:
761719

Tutor:
Dr. Marco Tardocchi

Supervisor:
Prof. Massimo Nocente

Co-supervisor:
Dr. Andrea Dal Molin

Coordinator of the PhD Board of Professors for the Physics Department:
Prof. Marta Calvi

ACADEMIC YEAR 2020/2021

http://www.unimib.it
https://www.fisica.unimib.it/en
https://www.fisica.unimib.it/en/teaching/phdcourse
https://u.garr.it/enricopanontin
http://www.unimib.it/marco-tardocchi
https://www.unimib.it/massimo-nocente
https://it.linkedin.com/in/andrea-dal-molin-8a29a71a1
http://www.unimib.it/marco-tardocchi




iii

UNIVERSITY OF MILANO-BICOCCA

Summary

Department of Physics "G. Occhialini"

Doctor of Philosophy

DEVELOPMENT OF NUCLEAR RADIATION BASED

TOMOGRAPHY METHODS FOR RUNAWAY ELECTRONS AND

FAST IONS IN FUSION PLASMAS

by Enrico Panontin

Fast particles, both electrons and ions, play an important role for the success of the

next generation of large tokamak devices, such as ITER, that will prove the feasi-

bility of magnetically confined thermonuclear fusion as an energy source. Ions ac-

celerated by external heating or born in fusion reactions can reach energies in the

MeV range. Their primary role is to sustain the plasma temperature and the fusion

reaction rate, thus significant efforts have been put into the development of efficient

heating schemes and in the improvement of their confinement. On the other hand,

during fast terminations of plasma pulses on tokamaks, electrons can accelerate to

relativistic velocities, entering the runaway regime. Runaway electrons have enough

energy to seriously damage the plasma facing components of large tokamaks, thus

mitigation techniques are under study in view of ITER operations.

This thesis focuses on the implementation of deconvolution techniques for the recon-

struction of the fast particles distributions from a measurement of their gamma/hard

X-ray emission in the MeV energy range. The problem was approached from two

different perspectives: the unfolding of the runaway electrons velocity-space distri-

bution from spectroscopic measurements of their bremsstrahlung emission, and the

tomographic reconstruction of the density distribution of both fast ions and runaway

electrons from the integrated measurement of their MeV range emission performed

with multiple detectors. These algorithms were implemented in an open source

Python library.

Four deconvolution algorithms were implemented for the unfolding of runaway

electrons energy distribution: singular value decomposition, maximum likelihood

- expectation maximization, Tikhonov regularization and Poissonian regularization.

HTTP://WWW.UNIMIB.IT
https://www.fisica.unimib.it/en
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The transfer matrix necessary for this inversion was calculated using the GENESIS

code for estimating the probability of bremsstrahlung emission and the MCNP code

for computing the detector response function. The detector response function was

calculated for all the hard X-rays diagnostics systems installed at the Joint European

Torus and ASDEX Upgrade tokamaks. The performance of the four methods was

then compared over both synthetic and experimental spectra, the latter being mea-

sured at ASDEX Upgrade. Maximum likelihood - expectation maximization was

found to be the most accurate in the reconstruction of both the runaway electrons

energy distribution and their average and maximum energies. The robustness of

the four methods against experimental limitations, such as low-energy cut and low

statistics, was also investigated.

In the path towards the generalization of these unfolding algorithms to the recon-

struction of the runaway electrons 2D velocity-space distribution, the transfer matri-

ces in energy and pitch were calculated for all the hard X-ray diagnostics installed at

JET. The weight-function formalism was adopted, which allows studying the sensi-

tivity of the detectors to different energy and pitch regions. The matrices showed a

sensitivity peak in the pitch axis which is determined by the angle between the line

of sight and the magnetic field.

Finally, the gamma camera upgrade installed at the Joint European Torus, with its

10 by 9 lines of sight that observe a poloidal section of the tokamak from two per-

pendicular projections, allows reconstructing the spatial distribution of fast parti-

cles. A tomographic algorithm that makes use of smoothing along the magnetic

field lines was implemented. This tomography was first applied to recent three-

ion radio frequency heating experiments in D-3He mixed plasmas, during which

the gamma camera detected the 16.4 MeV γ-rays from 3He(D, γ(16.4 MeV)5Li reac-

tions. The spatial distribution of the α-particles born in 3He(D, p)4He reactions was

reconstructed and the results were used to validate TRANSP simulations. This is

particular relevant in view of the reconstruction of fusion alpha particles produced

by the DT reaction in future burning plasmas experiments. The tomographic algo-

rithm was also applied to the reconstruction of the runaway electrons spatial profiles

during plasma disruptions.
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Chapter 1

Introduction

The environmental crisis that is prospecting in front of human kind, driven by the

ever growing energetic consumption of modern society, is by all means the greatest

issue we have to face in our near future. In order to stop, or at least slow down, the

ongoing climate change, it is essential to reduce our emissions of greenhouse gas via

a reorganization of the energetic chain production. The growth of electric devices,

such as electric means of transport, could give a significant drive in that direction

if combined with new, green energy sources. If we exclude nuclear fission, due to

both its intrinsic safety risks and the production of long lasting radioactive wastes,

at present no technology is ready to replace fossil fuels as the core source of energy

of the electricity grid.

Many lines of research are currently active in this field, such as the development

of battery-to-grid systems based on hydrogen for storing the energy produced by

renewable sources. Among the others, nuclear fusion is one of the best candidates

to fill this gap, thanks to its low carbon emissions and to abundant fuel supplies

that could satisfy the global energy demand for thousands of years. Moreover, in

contrast with nuclear fission power plants, the designs currently proposed for the

realization of commercial fusion reactors are intrinsically safe. For instance, those

devices that rely on magnetic confinement of the fuel operate at low pressures and

in these working conditions a chain reaction cannot take place. In this design, exter-

nal control over the fuel must be ensured at all time to keep the temperature high

enough for the fuel to remain in the plasma state and produce energy. If the den-

sity increases by accident or if the control of the plasma is lost, the temperature of

the fuel drops and the fusion reactions stop almost immediately. On the other hand,

those devices that rely on inertial confinement generate low yield plasma discharges.

Thus the maximum energy that can be released by a single pellet of fuel, in case the

of a complete consumption of the pellet, is minimum and cannot damage the reactor

components. Both the designs here cited are detailed in the remaining of the chapter,

with particular attention to magnetic confinement fusion.
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1.1 Thermonuclear fusion

The aim of nuclear fusion research is to exploit, for the commercial production of

energy, the same processes that take place in the core of the Sun, where light nuclei

are combined together to form heavier elements. If the initial nuclei have atomic

masses below A = 56, the total mass of the products will be lighter than the mass of

the reactants and the reaction will be exothermic. For heavier elements, the inverse

is true and energy can be released by splitting single atoms in smaller fragments,

that is by nuclear fission [1].

When compared to the core of the Sun, the lower pressures that can be reached in

a laboratory make the proton-proton cycle reactions non suitable for the design of

a commercial fusion reactor. The desirable reactions should minimize the Coulomb

repulsion between the reactants, that is low atomic number elements, and maximize

the cross section of the fusion reaction, that is isotopes with high A [1]. The best

candidates are those reactions involving deuterium (D) and tritium (T), which are

heavy hydrogen isotopes with A = 2 and A = 3:

D + D →
{

T + p + 4.0 MeV bp = 0.5
3He + n + 3.3 MeV bn = 0.5

(1.1)

D + T → 4He + n + 17.6 MeV (1.2)

D + 3He →
{

4He + p + 18.3 MeV
5Li + γ + 3.3 MeV bγ = 4.5× 10−5

. (1.3)

In equation (1.3) the less frequent gamma-ray branch [2] has been also reported be-

cause of its relevance for chapter 6, where it has been used for studying the gen-

eration of α-particles in D − 3He mixed plasmas. Among the listed reactions, the

deuterium tritium one is the most promising, since it has the highest cross section

σDT at low centre-of-mass energies (E < 200 keV), reaching its maximum at E = 65

keV [3].

The abundance of deuterium on earth (it is ≈ 0.02% of the hydrogen found in ocean

water) makes it the perfect fuel for a long-lasting energetic source. Tritium, on the

other hand, is a highly volatile element with a half-life of≈ 12.3 years. It is produced

on nuclear fission facilities as a radioactive product, but it can also be generated

on site irradiating with fusion-born neutrons a breeding blanket made of Lithium.

Lithium and neutrons generate tritium according to:

n + 6Li → t + 4He + 4.8 MeV (1.4)

n + 7Li → t + 4He + n− 2.5 MeV. (1.5)

By moderating the fusion-born neutrons, the breeding blanket performs two tasks:

transforming neutrons and Li into tritium that can be breeded into the reactor and
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converting the kinetic energy of the neutrons into thermal energy that can be fur-

ther converted into thermoelectric power. Unfortunately, 7Li is the most abundant

isotope on earth, thus part of the net energy production of the DT reactions must be

used either to sustain the n + 7Li reactions or to enrich the blanket with 6Li.

The best strategy to extract energy from DT reactions is to heat a deuterium-tritium

gas (50% each) so that a significant fraction of the particles population has a kinetic

energy around 65 keV. The rate of the fusion reactions in a D-T plasma can be calcu-

lated as:

R =
∫

V
nD nT

∫
vrelσDT(vrel) fD(x, vD) fT(x, vT) dvd dvT dx (1.6)

where nD and nT are the deuterium and tritium densities, vrel the relative velocity

between a D and a T particles, and fD and fT are the deuterium and tritium phase-

space distributions. The aim is to increase this reaction rate enough to produce more

power than what is required for operating the device in use. For this to happen,

the average temperature of the gas mixture must be of the order of 10 keV (approx-

imately a order of magnitude more than the estimated temperature in the Sun core,

which is about T = 1.3 keV), meaning that we are dealing with a hot ionized gas

named plasma [4]. This is a direct consequence of the lower densities of laboratory

plasmas when compared to the Sun core.

At present there are two leading lines of research for confining thermonuclear plas-

mas. The inertial confinement fusion (ICF) generates and confines a high-temperature

and high-density plasma by means of high-energy lasers. The role of these lasers is

to both compress and heat the pellet as uniformly as possible, in order to avoid the

generation of Rayleigh–Taylor instabilities. To this extent, two scheme are currently

under study: the direct drive, where lasers are pointed directly on the pellet, and the

indirect drive, where lasers are used to heat small cylinders of heavy metal that in

turn emit X-rays that heat the pellet. The second line of research for achieving com-

mercial fusion is the development of magnetic confinement fusion (MCF) devices,

that confine the plasma by means of magnetic fields. Here the plasma density is

lower than ICF, thus higher temperatures and confinement times must be obtained.

At present MCF is unanimously considered the most advanced line of research to-

wards energy production, with the Joint European Torus (JET) that obtained in 1997

the record for the highest ratio Q =
energy produced
energy consumed ≈ 0.67 during a discharge,

albeit in a transient phase. In 2021 JET also obtained the record for the highest to-

tal energy output during steady state operations ever achieved in a fusion reactor,

with a energy production of E = 59 MJ in a 5 s pulse. In the next few years the

MCF community aims at starting the operation on ITER, a new tokamak machine

having ≈ 10 times the volume of JET. ITER should work as the "proof of principle"
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for commercial fusion, proving that tokamaks are a mature technology able to sus-

tain a Q = 10 for about 10 minutes. The great difference in the device size, with

respect to its predecessors, poses a series of unknowns regarding ITER operations

that drive the research conducted on present devices. There are some phenomena

that do not represent a problem on present machines, which are now referred as

middle-size tokamaks, but are expected to become a criticality on ITER. An example

is the formation of relativistic particles during rapid and uncontrolled termination

of a plasma pulse, which will be discussed in further details in section 1.3.

To describe the confinement of a MCF machine, let’s consider a uniform magnetic

field B: it exerts a force on charged particles in motion, termed Lorentz force, per-

pendicular to their velocity and to the field itself. In this situation the particles are

confined in the two directions perpendicular to B, being free to move along the mag-

netic field lines. Some degree of confinement in the parallel direction can be achieved

already in linear configurations by varying the module of B along the field lines,

such as in mirror machines. However a much more effective approach is to close

the B-lines on themselves in a toroidal configuration. That is the main idea behind

tokamak machines [5], which at present are the most successful design for a fusion

reactor based on magnetic confinement. Assuming a purely toroidal magnetic field,

the magnetic field would be curved and non uniform, in particular B is more intense

close to the axis of the torus. This leads to drifts in the particle motion directed away

from the torus axis. In order to restore the confinement, a poloidal magnetic field

is necessary: such poloidal field twists the magnetic field lines, which become he-

licoidal, and average to zero the particles drift. In tokamaks the poloidal B-field is

mostly generated driving a toroidal plasma current, which is in turn inducted by an

increasing external current driven in the central solenoid. Since the central solenoid

cannot increase its current ad libitum, the tokamak is a pulsed machine. Moreover,

if the coils generating the toroidal magnetic field are not actively cooled, they suffer

from overheating and the operation time of the tokamak is further reduced.

The present thesis lies within the frame of MCF and has been partly conducted at

JET and ASDEX Upgrade (AUG), two tokamak machines where I participated onsite

to their experimental campaigns. During these missions, as part of the CNR-Bicocca

Milan Neutron and Gamma-ray group, I mostly operated the hard X-ray diagnostics

installed on those machines during plasma discharges. On AUG I also contributed

to the installation and the definition of the shielding along the line of sight of RE-

GARDS, a new hard X-ray diagnostics optimized for measuring the radiation emit-

ted by runaway electrons in the MeV energy range. The work here presented cov-

ers the analysis of the data collected during the aforementioned experimental cam-

paigns, in particular the tomography and unfolding of nuclear (mostly hard X-ray)

spectra emitted by runaway electrons and fast ions. The experimental framework,

on which the analysis technique introduced in the next chapters are build on, can be
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divided in two main lines: the study of runaway electrons formation and mitigation

in view of ITER operations (chapters 4, 5 and section 6.3) and the study of fast-ions

dynamics in experiments where radio frequency heating has been employed to sus-

tain the plasma (chapter 6).

1.2 Plasma heating

Plasma heating plays a key role both for starting a plasma discharge and, at least

in the first generations of fusion reactors, for sustaining the desired reaction rate

throughout the pulse. In this section, the auxiliary heating systems currently em-

ployed at JET and AUG are presented.

Ohmic heating

The first mechanism that heats the plasma at the beginning of a discharge, when

the temperature is low, is ohmic heating. The toroidal plasma current, responsible

for the generation of the poloidal magnetic field, dissipates part of its energy in the

plasma according to Joule’s first law:

P ∝ IR2 =
∫

V
ρJ2 dx (1.7)

where J is the plasma current density and ρ the plasma resistivity. Since the resis-

tivity decreases with the plasma temperature, according to ρ ∝ T−
3
2 [4], while the

power loss increases with the plasma temperature, this heating system is effective in

the initial ramp up, approximately up to few keV. For further heating the plasma up

to the 14 keV goal, other heating systems must be employed.

Neutral beam injection

Neutral beam injection (NBI), nomen omen, injects energetic particles into the plasma,

which transfer their energy to the background plasma through collisions. The in-

jected particles must be neutral so to elude the magnetic confinement and penetrate

as close to the plasma core as possible: their penetration length depends on the effi-

ciency with which the plasma is able to ionize them. Once ionized, the beam forms

a population of suprathermal particles with energies up to hundreds of keV that can

be accelerated further by ion cyclotron resonance heating in some scenarios. The NBI

direction can be normal or tangential, in the latter case the injected particles also con-

tribute to drive part of the toroidal plasma current, reducing the requirements on the

central solenoid and thus increasing the duration of a pulse.

On JET these neutrals are generated from positive ions accelerated in strong electric

fields up to 160 keV and then neutralized [6]. This system can produce routinely up

to 30 MW of power injected into the plasma. On ITER, in order to reach the plasma
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core, each particle must enter the plasma with an energy of ≈ 1 MeV, otherwise it

would be ionized right in the plasma edge [7]. At those energies, neutralization of

positive ions becomes poorly efficient and a new generation of NBI based on the

acceleration of negative ions is currently under development [8–10].

Ion cyclotron resonance heating

A particle moving in a magnetic field follows a helicoidal trajectory along the field

lines with a rotation frequency ωc = |q|B
m , named cyclotron frequency. It can effi-

ciently absorb the energy carried by an electromagnetic wave having frequency ω if

the following resonance condition holds:

ω = Nωc − k · v‖ (1.8)

with N ∈ N, k being the wave-number of the electromagnetic oscillation, v‖ being

the component of the particle velocity parallel to the magnetic field and k · v‖ repre-

senting the Doppler shift. In order to couple with the particles gyration, the wave

must further have an elliptic polarization and rotate according to the particle rota-

tion: the left-handed component (E+) couples with the ions, while the right-handed

one (E−) with the electrons. Since the magnetic field B radial profile is not uniform in

a tokamak, the choice of the wave frequency set both the species which will absorb

its energy and the position of the resonant layer.

The heating by means of an electromagnetic wave with left-handed polarization (i.e.

polarized in the ions direction of rotation) and having a multiple of the ion cyclotron

frequency is termed ion cyclotron resonance heating (ICRH). If the plasma is made of

a single ion species, the response of the resonant particles blocks the propagation of

the left-handed component of the fundamental harmonic (i.e. of those waves having

N = 1) and E+ ≈ 0 in the ion cyclotron layer [11]. For higher harmonics (N ≥ 2)

the fraction E+
E− of the left hand component that propagates to the resonant layer is

significantly higher than when N = 1, since [12]:

∣∣∣∣
E+

E−

∣∣∣∣
2

≈
(

N − 1
N + 1

)2

(1.9)

and plasma heating is still possible. In this case the energy is transferred most to

fast ions, thus harmonic heating should be used in combination with other heating

systems, such as NBI, that creates a supra-thermal population [12, 13].

The propagation of the fundamental harmonic is still possible in a plasma made of

two ion species having different Z
m ratio [11], where Z is the particle atomic number

and m is its mass. In this situation the fraction of left-handed component E+
E− is en-

hanced in proximity of the ion-ion hybrid layer. Depending on the concentration of

the second species, there can be two heating scheme. For high concentrations (e.g.
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n(3He) > 10 % in D plasmas) the external wave is converted into short wavelength

Bernstein waves at the ion-ion hybrid resonance layer, which in turn transfer their

energy to the plasma electrons [14]. This is called mode conversion scheme. If the

concentration of the second species is reduced to few percents of the main species,

than minority heating takes place. In this situation the minority cyclotron resonance

layer is close to the ion-ion hybrid layer and most of the wave energy is damped on

the minority species [11, 15]. On JET, D plasmas with hydrogen impurities are of-

ten heated using the deuterium second harmonic because its frequency corresponds

to the fundamental harmonic of the hydrogen, resulting in a more efficient plasma

heating.

A novel minority heating scheme, called three ion radio frequency heating scenario,

makes use of three ion species [12, 15]. The third species is injected with concen-

tration of few per mille or higher in a mixed plasma with two main species. The

latter two determine the wave propagation and if the charge-to-mass ratio of the

minority species is Z2
A2

< Zi
Ai

< Z1
A1

(with the subscripts 1 and 2 indicating the two

main species), then its cyclotron resonance layer lies in a region where the wave is

almost completely E+ polarized. Thanks to the favourable conditions near the mi-

nority resonance, this scheme is more efficient than traditional minority heating and

it can work even if the third species is present at impurity concentrations. An alter-

native scheme, where the third species can have same Z
A ratio as one of the two main

species, takes advantage of the Doppler shift in equation (1.8) [16, 17]. The injected

power then is absorbed by fast particles, typically injected by NBI in a two-stage

heating scheme, in proximity of the ion-ion hybrid layer. This is the case of the exper-

iments analysed in section 6.2, where DNBI are accelerated in a D3He mixed plasma

from tens of keV up to energies in the MeV range [17]. Apart from an efficient par-

ticles acceleration, these experiments also reported the generation of co-passing fast

deuterons and the intrinsic generation of a non-monotonic q-profile [17], suggesting

future use of this scheme for driving the plasma current and modifying the q-profile.

Ignition

In DT reactions, the fusion-born neutrons with 14 MeV of energy escape the mag-

netic confinement and are captured by the breeding blanket, producing tritium and

heat that will be converted into electricity. On the other hand, analogously to NBI,

the 3.5 MeV α-particles generated in this reactions remain confined in the plasma

core and transfer their energy to the plasma itself through collisions [18]. The alphas

transfer their energy mostly to electrons, which in turn will heat the ions. This pro-

cess takes place in few seconds (≈ 2 s), meaning that the energy confinement time of

a tokamak must be comparable with this interval of time in order to allow the alphas

effectively heating the plasma.
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α-particles heating is the mechanism through which fusion sustains itself. The power

released into the plasma by the DT fusion reactions via the α-particles can be calcu-

lated as:

Pα =
QDT

5
RDT (1.10)

where the energy released in the DT reaction QDT can be read from (1.2), the factor

5 at denominator comes from the conservation of the centre-of-mass energy of the

system and the reaction rate RDT can be calculated according to 1.6. If the plasma

could reach a state in which Pα > Ploss than there would be no need for external

heating: this is the so called ignition. In the near future, one of the main ITER goals

is to multiplicate the energy needed for operating the machine by a factor Q = 10, in

this scenario the power released into the plasma by fusion-born α-particles should be

Pα = 100 MW. For this reason lots of efforts have been made to study of α-particles

dynamics on present machines, such as JET, and to prove the actual feasibility of

alpha heating.

1.3 Runaway electrons

The motion of an electron in a plasma is subject to a friction force that is induced by

the sum of all the Coulomb collisions with the background particles in the plasma.

This dissipative force is always directed opposite to the particle velocity, while its

magnitude depends on the speed of the particle.

For low-energy particles, the friction force depends linearly on the electron speed v,

which means that, if the electron is subject to an external acceleration, it will acceler-

ate up to a velocity for which the friction force equals the external force (for a visual

description of the velocity dependence of the friction force, see figure 1 of [19]). This

is the so called resistive regime, in which the dragging force is able to control the

maximum velocity of the plasma particles. The resistive regime extends up to ap-

proximately the electron thermal speed, for which the friction force has a maximum.

For non relativistic particles moving faster than the thermal speed the friction force

decays as v−2 [19, 20], meaning that there exists a critical magnitude above which an

external force will be able to accelerate an electron up to relativistic energies with-

out any control from the plasma viscosity. This is the runaway regime. When the

electron becomes relativistic (i.e. v ≈ m0c2) the friction experienced by the particle

starts increasing again as its velocity approaces c, thanks to relativistic effects and to

radiative losses due to bramsstrahlung and synchrotron emissions [19, 21].

From classic electrodynamics, the friction force for electrons having speed vth < v <

m0c2 can be expressed as [20]:

F =
1

4πε0

e4ne ln Λ
mev2 (1.11)
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where ε0 is the vacuum permittivity, e the electron charge, ne the background elec-

tron density, ln Λ the Coulomb logarithm and me the electron mass. Consider an

external electric field applied to the plasma, such as the electric field associated with

the loop voltage E =
Vloop
2πR . Since the friction force has a minimum for ve = mec2, there

exists a critical field EC below which the external electric field is always balanced by

the friction force, regardless of the electron speed [20, 21]:

EC =
1

4πε0

e3ne ln Λ
mec2 ≈ 0.08n20 (1.12)

where n20 is the electron density in units of 1020 m3. Since the resistivity is maximum

for v = vth, there also exists a Dreicer field above which the external electric field is

able to accelerate all electrons in the plasma population to the runaway regime [20,

22, 23]:

ED =
1

4πε0

e3ne ln Λ
mev2

th
. (1.13)

For an electric field E such that EC < E < ED, there will be a certain electron velocity

vC for which the external force is equal to the plasma friction force. The plasma pop-

ulation, then, can be divided into two parts: those particles having v < vC remain

in the resistive regime, while those particles moving faster than the critical velocity

(v > vC) are accelerated to relativistic energies and are termed runaway electrons.

During tokamak operations, strong electric fields may arise in the initial and final

phases of a discharge. In particular during plasma disruptions, which are discussed

in more details in section 1.4, strong inductive fields can accelerate the high energy

tail of the electron population into the runaway regime. Coulomb collisions can

help this process as a slow electron might gain enough momentum to enter the run-

away regime as a result of a collision with another thermal electron. This generation

process is known as the primary production of runaway electrons and it is the most

relevant mechanism in middle size tokamaks [19, 24]. Once a seed of runaway elec-

trons has been created, an avalanche mechanism might establish in which thermal

electrons enter the runaway regime after a collision with a relativistic electron. This

is the secondary generation [24, 25] and it becomes more relevant as the size of the

tokamak increases. For ITER it is expected that the secondary production can expo-

nentially increase the runaway electron population during disruptions. This poses a

serious threat to ITER operations, since simulations predict that runaway electrons

might reach tens of MeV of energy and some MA of current, having enough power

to damage the ITER first wall. For this reason lots of efforts have been put into the

study of runaway electrons generation and suppression on present machines.

One possible way for studying the runaway electrons dynamics is by measuring

the radiation they emit. The present work, in particular, is centered on the study of

the bremsstrahlung emission during Coulomb collisions between runaway electrons
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and ions in the background plasma. In this process a photon is emitted with an

energy equal to the difference between the initial and final energy of the electron

(due to the difference in mass and energy the ion is considered to be fixed throughout

the collision). Since runaway electrons can reach energies in excess of 10 MeV on

AUG and JET, the emitted bremsstrahlung spectrum will be in the hard X-ray region

and its measurement rest on the detectors illustrated in chapter 2. An example of a

bremsstrahlung spectrum measured during a AUG pulse is shown in figure 4.8(a).

The final energy of the particle after the collision depends on the impact parameter b,

which is the distance between the unperturbed trajectory of the particle and the ion

position. This allows a statistical treatment of the bremsstrahlung interaction, which

results in the calculation of the probability, for a runaway electron of fixed energy,

of emitting a photon with a certain energy as a result of the collisions experienced in

a ion plasma [26, 27]. Analysis techniques for reconstructing the runaway electrons

distribution from HXR spectroscopic measurements using the semi-empirical cross-

section introduced in ref. [26, 27] are the topic of chapters 4 and 5, which are based

on the deconvolution methods presented in chapter 3.

1.4 Plasma disruptions

Under certain conditions, plasma discharges may encounter an abrupt and rapid

termination, called disruption, during which the plasma energy as well as the energy

stored in the external magnetic field are dissipated on the plasma facing components

of the tokamak [28]. These events represent a major threat to large machines, such

as ITER, structural integrity on two basis. On one hand the fast dissipation of the

plasma energy is expected to induce a non negligible erosion on ITER divertor that

will reduce its usable lifetime. On the other hand, the strong inductive electric fields

induced by these events can accelerate a significant fraction of plasma electrons to

relativistic energies. This so called runaway electron population has enough energy

to locally damage ITER first wall.

Disruptions are usually started by the growth of magnetohydrodynamic instabilities

that dissipate a large fraction of the plasma thermal energy [24, 28]. This first phase,

that is expected to last ≈ 100 µs in current middle size tokamaks and 1 ms on ITER,

is called thermal quench. The subsequent drop in temperature increases the plasma

resistivity, which in turn make the plasma current decrease. This is the second phase

of the disruption, named current quench, that can last ≈ 5 ms on middle size toka-

maks and≈ 35 ms on ITER. As a consequence of the current quench, strong toroidal

electric fields are induced. If these electric fields are strong enough, the force they

exerted on the plasma electrons exceeds the plasma friction force and a fraction of

the electron population is accelerated to relativistic energies. On ITER it is expected
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that these runaway electrons may reach tens of MeV of energy and drive up to 10

MA of current (approximately 70% of the pre-disruption plasma current).

Disruptions events on present machines are not common, thus, for studying the

runaway electron generation, dedicated scenarios have been developed to trigger

a disruption [29]. At AUG and JET, this is achieved by means of the injection of

massive quantities of a noble gas, typically Ar. This increases the plasma density

(and its resistivity) abruptly, forcing a fast reduction of the plasma current and the

insurgence of plasma instabilities that trigger the thermal and current quench.

As already said, due to the danger related to the occurrence of runaway electrons,

there is much interest in the study of effective means for mitigating their effects on

future machines. Various mitigation techniques have been proposed to prevent that

a runaway electron beam born during a disruption provokes critical damages to

ITER components [24, 29, 30]. A first approach on middle size tokamaks is to inject

high quantities of noble gases into the plasma, in the so called massive gas injection
(MGI) [29, 31, 32]. This has two main effects: first it increases the plasma density,

inducing a higher plasma resisivity that dissipates the runaway electrons beam via

Coulomb collisions, and second it increases the critical electric field EC reducing the

fraction of electron population that could lead to the primary production. If high-Z

noble gases are used, such as Ar, this technique also increases the runaway electron

radiation losses due to bremsstrahlung emission. A drawback is that noble gases

are hard to clean from the vessel after the termination of the disruption and might

remain at trace levels in subsequent pulses. On larger size tokamaks, such as ITER,

the MGI could hardly penetrate into the plasma core and a sudden increase in the

plasma density can be achieved using the shattered pellet injection (SPI) [30] instead.

SPI shoots a cryogenic pellet of noble gases whose fragments can penetrate deeper

into the plasma than MGI.

A second method for runaway electrons mitigation is to deteriorate the beam con-

finement by means of (resonant) magnetic perturbations (RMP) [24], which break

the closed flux surfaces for the time they are applied to the plasma. The early rup-

ture of the runaway electron confinement reduces the acceleration exerted by the

inductive fields on the particles, so that they may be less energetic when they will

impact on the machine vessel. Also, a shorter confinement time helps at reducing

the contribution of secondary production, limiting the avalanche multiplication of

runaway electrons in large machines. Finally, the third mitigation technique follows

the opposite approach: the confinement of the runaway electron beam is maintained

as long as possible and its energy is reduced via loop voltage control [24].

Lots of efforts have been put in place to assess the efficacy of the aforementioned
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mitigation techniques in view of ITER operations. In this context, the reconstruc-

tion of runaway electron phase-space distribution could give fundamental infor-

mation about the beam dynamics and how the mitigation techniques modify the

runaway electron population. In chapter 4, the reconstruction of the 1D energy dis-

tribution of runaway electrons from the bremsstrahlung HXR spectrum measured

during plasma disruption is discussed. In chapter 5, the transfer matrices neces-

sary for a 2D reconstruction of the velocity-space distribution of runaway electrons

are calculated for the first time for JET HXR diagnostics. In section 6.3 a novel re-

construction of the poloidal distribution of runaway electrons from the entire HXR

profile measured by the JET gamma-rays camera is presented. Finally, a technical

note: in both chapters 4 and 5, the quality of several images (especially the transfer

matrices and weight matrices plots) has been compressed to respect the maximum

file size set by the PhD school of my institution. A high definition version of those

plots is also available and can be asked to the author of this thesis.
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Part II

Analysis Methods for HXR
Detectors
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Chapter 2

Hard X-ray diagnostics system

Hard X-ray spectrometers are precious diagnostics for the study of fast particles in

thermonuclear plasmas. Detectors based on inorganic LaBr3 scintillator crystals,

doped with Ce, have been recently installed at JET and at AUG. Thanks to their

high resolution (from 3% to 5% at the 662 keV energy of the 137Cs characteristic

peak) and their high counting rate capabilities (in excess of 1 MCps), they are able

to perform spectroscopic measurements of both the characteristic gamma-ray lines

emitted by fast ions in nuclear fusions reactions and the bremsstrahlung radiation

emitted by runaway electrons. In the case of fast-ions the analysis of the spectral

lines measured by a single LOS gives information about the plasma composition,

telling which species and impurities are present in the plasma as well as the energy

reached by such particles (some reactions can reach significant reaction rates only if

one of the reactants has energy higher than a cut-off) [17, 33]. Also, if the intrinsic

line broadening (e.g. due to doppler broadening) is comparable or higher than the

diagnostics energy resolution, the velocity distribution of the reactants can be recon-

structed, by means of both forward models [17, 33] or unfolding techniques [34–37].

In the case of runaway electrons, the complex dynamics of relativistic particles in

plasmas as well as the fact that bremsstrahlung emission generates a continuum

spectrum complicate the implementation of forward models. For these particles,

their distribution functions can be reconstructed solving the inverse problem with

one of the methods introduced in chapter 3. As will be discussed in chapters 4 and 5,

a key element for this analysis is the detector response function (DRF), which is one

of the two factors that compose the transfer matrix used to perform the unfolding

of the spectrum. The DRF of all the LaBr3(Ce) spectrometers described in this chap-

ter has been calculated using the MCNP code [38], eneabling the unfolding of the

REs velocity space distribution function from their bremsstrahlung emission on both

AUG and JET. Each DRF takes into account both the transport of a hard X-ray from

the tokamak to the detector and the interaction between the photon and the scintil-

lator. As an example, the DRF of the spectrometer installed in the Bragg bunker at

ASDEX Upgrade is shown in figure 4.1(a). The DRF of the other detectors described

in this chapter are similar to figure 4.1(a); they differ from this example mainly in the
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crystal size and in the collimation of the line of sight. For instance REGARDS has a

cleaner LOS than the detector behind the Bragg spectrometer and should not suffer

from significant back scattering. The crystal dimension, on the other hand, affects

both the detector response to mono-energetic photon beams and the detector effi-

ciency: the lower the volume, the lower the detector efficiency. For examples the JET

spectrometers, having bigger size than the detector in the Bragg bunker, can stop the

photo-electrons more easily and thus the photo-peak is visible at higher energies.

Finally, if an array of detectors is installed along multiple lines of sight, a spatial

reconstruction of the fast-particles density can be conducted using dedicated tomo-

graphic techniques. This is the case of the gamma camera upgrade installed at JET,

which will be introduced in section 2.2.1. The tomography of the profiles measured

by this camera will be discussed in chapter 6 for both fast-ions and runaway electron.

In section 2.2.2, the other spectrometers that complete the JET hard X-ray diagnostics

system are presented; while section 2.1 is entirely dedicated to the two hard X-ray

radial spectrometers installed at AUG.

2.1 ASDEX Upgrade

ASDEX Upgrade is equipped with two radial hard X-ray spectrometers installed at

different toroidal positions [39, 40]. They have been developed prevalently for mea-

suring the bramsstrahlung emission in the hard X-ray energy region of the runaway

electrons, which on AUG can reach up to few tens of MeV of energy (see section 4.3).

From their measurements, the RE energy distribution can be inferred using the un-

folding techniques introduced in section 3 and studied in section 4.

2.1.1 The detector in the Bragg bunker

The first HXR detector installed at AUG took advantage of the experience developed

in the upgrade of the JET gamma camera, whose characteristics are discussed in sec-

tion 2.2.1. It mounts a crystal identical to the ones installed at the JET gamma camera

upgrade (GCU): a LaBr3 inorganic crystal doped Ce, having cylindrical shape with

25 mm× 17 mm (diameter × depth) dimensions, fast decay time of 16 ns and high

light yield of 63 photons/keV. A traditional photomultiplier tube (PMT) produced

by Hamamatsu (model RS6231) has been chosen as conversion and multiplication

stage. PMTs have a very linear response in energy, but are also highly sensitive to

external magnetic fields due to the relatively long distance that the electrons have

to travel in vacuum during the multiplication stage before being collected by the

PMT anode. The PMT is shielded against the tokamak magnetic by means of soft-

iron, that ensures less than 1% drift of the PMT gain during plasma discharges [39].

The digital acquisition system (DAQ) is based on the same architecture exploited on

JET, the Advanced Telecommunication Computing Architecture (ATCA) [41], and
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FIGURE 2.1: Sketch of the LOS and collimation of the detector placed
in the Bragg bunker at AUG. Reproduced from [39] with the permis-

sion of AIP Publishing and the author.

can acquire 14 bit samples at 400 MHz. In this implementation the DAQ only works

in segmented mode and saves only those events that generate an electric signal whose

maximum amplitude exceeds a threshold set by the user. For each event a time series

of 128 samples, termed waveform, is saved.

The detector exhibits an energy resolution of 4% at the 137Cs characteristic peak

(Eγ = 662 keV), a dynamic range up to 30 MeV and counting rate capabilities in ex-

cess of 1 MCps. During plasma disruptions with production of runaway electrons,

the detector has been able to sustain counting rates up to 10 MCps which could be

analysed by mean of dedicated off-line pile-up restoration algorithms [39]. The ra-

dial line of sight (LOS) is sketched in figure 2.1: the diagnostics is placed inside the

Bragg bunker, behind the Bragg spectrometer. It benefits from the collimation of the

Bragg spectrometer that consists of a 1m thick layer of polyethylene followed by a 20

cm thick concrete wall. Further shielding against the backscattering of the photons

inside the Bragg bunker is ensured by 10 cm of lead. This geometry has been im-

plemented in the detector response function (DRF) shown in figure 4.1 and used in

section 4 to unfold the RE energy distribution from the HXR spectrum measured by

this detector during plasma disruptions. An example of such a spectrum is shown

in figure 4.8(a) for the AUG pulse #34084.

2.1.2 REGARDS

The runaway electron gamma-ray detection system (REGARDS) is a portable HXR

detector developed specifically for measuring the bremsstrahlung emission of run-

away electrons on multiple tokamaks participating to the middle size tokamas (MST)

program. It has already performed measurements both at AUG and at COMPASS

tokamaks and in the future it is supposed to operate also at TCV [40]. The detector
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FIGURE 2.2: Sketch of the collimation of the REGARDS detector LOS
at AUG. All components of REGARDS are here shown schematically.

Reproduced from [40] with the permission of the author.

is based on a LaBr3 : Ce cylindric scintillator with dimensions 25 mm× 25 mm (di-

ameter × depth) coupled to a traditional photomultiplier tube, model R9420 from

Hamamatsu. The PMT is shielded from the influence of the external magnetic field

by a inner tube composed by µ-metal that surrounds the PMT alone and by a outer

cylinder made of soft-iron that surrounds both PMT and the scintillator [40]. The

DAQ, produced by National Instruments, works in continuous mode, i.e. it receive

an external trigger and then start acquiring samples at a rate of 400 MHz for 10 s.

After the discharge, data are tranfered from the Ram memory to the hard disk of

the PD. The time trace of the entire plasma pulse is then analysed off-line using the

DeGaSum code [42].

REGARDS reaches an energy resolution of 3% at the 137Cs characteristic peak (Eγ =

662 keV), counting rate capability in excess of 1 MCps and a dynamic range up to

40 MeV [40]. Differently from the detector in the Bragg bunker, this detector should

be positioned distant from the machine, in a position with a limited flux incident

on the scintillator. At AUG it is positioned outside of the torus hall on a collimated

radial line of sight shared the a neutron liquid scintillator. A sketch of this set-up

is reported in figure 2.2. When REGARDS in on line, the LOS is further shielded

using either a block 3.0 mm thick of lead or a cylindrical collimator 10 cm long,

with a central hole of 1 cm of diameter. The collimator has been designed using

MCNP code [38] to reduce by roughly an order of magnitude the flux of photons

that reaches the detector with respect to the lead attenuator. At the same time the

spectrum that reaches the detector is less perturbed by the collimator than by the

attenuator.
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The diagnostics is also equipped with a pulser that sends to the PMT photocathode

a LED pulse at 10 MHz [40]. The shape of the pulse has been designed so that it

resembles the signal induced in the detector by a 12.5 MeV photon that interacts

through photo-absorption with the scintillator. This system is used to monitor dur-

ing the acquisition the shift in the PMT gain due to both the magnetic field of the

tokamak and the high counting rates experienced during runaway electrons exper-

iments. The LED waveform is different from the one produced by gamma-rays, so

it can be discerned during the off-line analysis of the data set. The time evolution

of the energy of the LED pulses through the discharge gives an estimate of the time

evolution of the PMT gain. The analysis of the pulses measured at AUG shows that,

at fluxes in excess of 1 MCps, REGARDS has experienced a gain shift below 3% [40].

2.2 Joint European Torus

JET is equipped with a set of hard X-ray spectrometers deployed on multiple lines

of sight. They can be divided in three groups: the gamma camera upgrade (GCU),

which is discussed in details in section 2.2.1, a set of gamma-ray spectrometers hav-

ing vertical line of sight (V-GRS) and a spectrometer having a tangential line of sight

(T-GRS). The latter two are discussed in the present section and differ from the GCU

principally for a bigger volume of the scintillator crystals used, which in turn en-

sures them an enhanced energy resolution and detection efficiency.

2.2.1 The Gamma Camera Upgrade

JET is equipped with a neutron/gamma camera that share the same LOS system

and observe a poloidal section of the tokamak. They are composed by 19 detectors

each divided in two projections: a horizontal array with 10 LOS and a vertical ar-

ray with 9 LOS. Each detector observes the plasma through a collimation system

that can assume two openings: 21 mm and 11 mm, with the exception of the ver-

tical channels observing the high-field side (channels 11 to 14) that have a smaller

aperture. The detectors of the gamma camera are normally positioned out of sight in

order to ensure the cleanest LOS possible to the neutron-camera. They can be moved

between the collimator and the neutron camera detectors with a remote mechanical

control. When the gamma camera is on the line of sight, the flux of particles imping-

ing on the neutron camera is globally reduced by about 20%. The gamma camera

is also equipped with water attenuators that can reduce by 2 order of magnitudes

the flux of 2.5 MeV neutrons and by a factor 15 the flux of the 14 MeV neutrons.

These attenuators, however, have not been used during the experiments discussed

in section 6.2.

The detectors of the gamma camera have been recently upgraded in prevision of the

current DT campaign [43]. The goal of the upgrade was to install a custom made
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ing of the gamma camera channels is also reported.

solution able to sustain the high neutron fluxes (up to few 1017 n/s [44]) expected

during DT operations, while improving the diagnostics counting rate capability (up

to 1 MCps) and energy resolution (few % in the [1, 5] MeV range) [44, 45]. Cylindrical

crystals made of LaBr3 doped with Ce, with dimensions 25.4 mm× 16.9 mm have

been used. These scintillators ensure an energy resolution of 3% or lower at 4.44

MeV. Since the new system had to fit into the support of the old camera, compact

silicon photomultiplier (SiPM) with dimensions 12 mm × 12 mm × 2 mm (width,

height, thickness) have been selected for the conversion and multiplication stage of

the detector [46]. Apart from their dimensions another advantage of SiPMs is their

insensivity to external magnetic field. They can perform measurements without

magnetic shielding even in the presence of magnetic fields of 100 Gauss or higher,

making them excellent solutions for detectors installed closed to the tokamak ves-

sel [40]. On the other hand, SiPMs have a strong temperature dependent gain, which

is corrected real time with a dedicated read-out board [46], and they are non-linear
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in energy, requiring an exponential calibration (see figure 2.3). Finally, their gain

shifts when the detector is subject to high fluxes and as a result the same signal is

measured at an energy lower than usual when high count rates are registered. Even

if it is not installed on the JET gamma camera, it is worth mentioning that on more

recent detectors developed by the Milano neutron and gamma group, an optic fiber

has been installed to convey a LED pulse with constant low rate (≈ 10 MHz) on the

SiPM. The gain shift related to high-fluxes can thus be corrected looking at the shift

in the energy of the LED signal. The low rates employed and the different shapes of

gamma and LED signals, make this solution non perturbative on the detector mea-

surement [40].

Each SiPM is connected to a CR differentiator circuit that shapes the time length of

the electronic signal generated by the SiPM to a full width half maximum (FWHM)

of about 41 ns [46]. The detectors then feed into a digital acquisition system (DAQ)

able to process samples of 16 bits at a rate of 200 MSamples/s and to store up to

680 MB of data during a single plasma pulse [41]. The DAQ architecture, named

Advanced Telecommunications Computing Architecture (ATCA), allows three op-

eration modes. Let’s first consider standard plasma shots in which the expected

fraction of pile-up events is low and the duration of the discharge does not saturate

the DAQ memory. In these pulses the DAQ works in segmented mode, saving only

those events that generate an electric signal whose maximum amplitude exceeds a

threshold set by the user. For each event, a waveform composed by 128 samples is

stored in the DAQ temporary memory. This mode allows to perform measurements

with a counting rate capability in excess of 1 MCps [46, 47] and it has been used

in every experiment analysed in the next chapters. If high fluxes are expected on

the detectors for a short interval of time (up to about 1 s), the GCU can be operated

in continuous mode. A trigger is sent to the DAQ, which starts acquiring samples

continuously and no events are lost due to the detector dead time. The measured

waveform of the whole experiment is then analysed offline: it is first separated into

the waveforms of single events and then converted in the pulse height spectrum.

This mode might come in handy in experiments such as runaway disruption as it

simplify the pile-up restoration of the recorded waveforms and it minimizes loss of

data due to the detector dead time. On the other hand it requires to know exactly at

what time the burst of events will be generated to trigger the start of the acquisition

and it is associated with the risk of losing data in the final part of the disruption due

to memory saturation. Finally, if a low flux is expected on the detector, but the length

of the experiment is long enough to saturate the memory where the waveforms are

temporary saved, the processed mode should be employed. The DAQ is equipped

with an FPGA able to perform a real-time analysis of the measured waveforms and

store only the pulse height and the time stamp of each event [48]. This last mode

reduces the memory necessary for saving the entire plasma discharge, but does not
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FIGURE 2.4: (a) Calibration spectrum emitted by the Am-Be source
and measured by channel 4 of the gamma camera upgrade. The char-
acteristic peaks are also reported, from high to low energy: single
and double escape (S.E. and D.E.) peaks due to the 7.63 MeV prompt
gamma-rays emitted by the 56Fe neutron capture; photo-peak, single
and double escape of the α-Be 4.44 MeV peak; the 0.511 MeV and
0.847 MeV peaks corresponding to respectively the 27Al and 55Mn
neutron activation. (b) Fit of the peaks shown in figure (a) per-
formed with both the exponential and quadratic calibration functions
for channel 4 of the GCU. The gray band shows the 95% confidence
band for each fit. When non visible, the error on the peaks position is
smaller than the marker size. Reproduced from [49] with the permis-

sion of AIP Publishing and the author.

allow to correct the measured spectrum for pile-up events.

The GCU collimator system incorporates 137Cs, 133Ba, and 22Na radioactive sources

which can be brought on the detectors LOS by mean of a remote mechanical control

system. Also the 138La present in the detector crystal emits two characteristic lines

at 798 keV and 1436 keV with a branching ratio of 34% and 66% respectively, with a

total count rate of 20 Cps for every square inch of detector (low enough not to per-

turb the measurements during plasma discharges) [40]. These sources can be used in

between pulses to calibrate each channel of the camera up to 1.5 MeV. In this energy

range, the SiPMs have an approximately linear response. Due to the non-linearity

of the SiPMs at higher energies, this procedure results in an imprecise calibration

already at 4− 5 MeV, which is of interest for measuring the 4.44 MeV gamma-ray

emitted in 9Be(α, n)12C∗ reactions. A more precise calibration is performed more

rarely using an 241Am− Be source, which emits both neutrons and gamma-rays up

to an energy of 7.6 MeV [49]. The response of GCU channel 4 to this source is shown

in figure 2.4(a). From low to high energy: the spectrum shows the 0.511 MeV and

0.847 MeV peaks corresponding to respectively the 27Al and 55Mn neutron activa-

tion. The photo-peak, single and double escapes (S.E. and D.E.) peaks of the 4.44

MeV gamma-rays emitted in the α − 9Be reactions has been detected. Single and

double escapes peaks of the 7.63 MeV gamma-rays emitted after neutron capture in
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56Fe are also visible.

In principle SiPMs have an exponential energy calibration formula:

E(ch) = −A
B

log
(

1− ch
A

)
+

C
B

(2.1)

with E energy in MeV of the measured signal, ch ADC channel associated to the

energy of the signal, A, B and C parameters of the fit. This formula can be used to

calibrate the detectors up to approximately 10 MeV. In fact, as shown in figure 2.4(b),

this calibration diverges at about 7000 ADC energy channels. In the experiments dis-

cussed in section 6.2, 16.4 MeV gamma-rays are emitted in 3He(D, γ(16.4 MeV))5Li

reactions and the events measured by GCU channel 4 reach energies as high as 10000

ADC channels. When a spectrum that extends much higher than 10 MeV is expected,

a second-degree polynomial can be used as calibration function with the 241Am−Be

source. The calibration at energies above 10 MeV, then, can be extrapolated from the

quadratic fit. This quadratic calibration is shown in figure 2.4(b) and will be fully

discussed in section 6.2.

2.2.2 The hard X-ray spectrometers

The T-GRS has a line of sight that intersect two times the plasma center with an an-

gle of 50◦ with respect to the toroidal axis. Considering a standard JET magnetic

equilibrium, this tangential LOS is positioned 30 cm below the magnetic axis [17].

T-GRS has been recently upgraded from a Bismuth Germanate (BGO) detector to a

7.62 cm× 15.2 cm (width× depth) cylindrical LaBr3 scintillator, coupled to a R10233

PMT from Hamamatsu [17]. The upgrade resulted in an improved energy resolution

(3.5% at the 662 keV 137Cs characteristic peak, 3 times lower than the previous de-

tector) and a factor of ten times improvement in the counting rate capability (which

now can reach few MCps), at similar total detection efficiency (93% for the new

LaBr3 crystal) [17]. A new attenuator system based on a block of 66 cm of LiH has

also been installed. A second block of 30 cm can be inserted on the detector LOS

to ensure a total attenuation factor of 275 for 14 MeV neutrons and 900 for 2.5 MeV

ones, ensuring the capability of performing spectroscopic measurements also during

DT operations, when rates 1018 neutrons per second are expected [17, 43]. During

the upgrade, a LED control similar to the one described in section 2.1 for the RE-

GARDS detector has been installed [17, 40]. This LED signal is used to monitor the

drifts in the PMT gain due to the influence of the high counts rates sustained by the

diagnostics. As in the case of the vertical LaBr3 discussed below, the digital acqui-

sition system is based on the ATCA architecture, that ensures an acquisition rate of

400 MSamples/s, with a sample size of 14 bit [41]. However, during the high power

DT campaign, it was necessary to install a portable DAQ capable of sustaining the

operation in continuous mode for the entire duration of the JET discharge.
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The V-GRS system, on the other hand, is composed by two different lines of sight,

with three spectrometers: two LaBr3 (KM6S1 and KM6S2), both of size 7.62 cm×
15.2 cm (width × height), and one high purity germanium HpGe (KM6G). KM6G

and KM6S1 share the same LOS and can be used alternately, depending on the exper-

imental conditions. The HpGe is slower and has a lower detection efficiency above

10 MeV when compared to the LaBr3 detectors. For instance the total efficiency of

the HpGe is approximately 70% or lower in that energy range [17]. On the other

hand, the HpGe has a very high resolution: 0.26% at the 137Cs characteristic peak at

662 keV. The LaBr3 spectrometers, on the other hand, have a resolution between 3.2

and 3.5% at 662 keV [17, 50]. This makes the HpGe suitable for highly resolved mea-

surements up to 5 MeV in pulses with modest rates and a stable plasma dynamics.

This is the case of the three-ions scheme experiments introduced in section 1.2 and

analysed with a tomographic inversion in section 6.2. In such experiments, however,

the HpGe was not able to detect the 16.5 MeV gamma-rays emitted in D-3He fusion

reactions [17]. Thus, during plasma discharges where high energies (above 5 MeV)

and high-rates are expected, LaBr3 is usually chosen. This is in particular the case of

disruptions with formation of an RE beam, where the RE bremsstrahlung emission

reaches rates in excess of 1 MCps and high energies [40].
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Deconvolution algorithms

In both runaway electrons (RE) and fast ions experiments, the plasma emits radia-

tion in the hard X-ray (HXR) energy region of the spectrum: either through brems-

strahlung collisions between a RE and an ion or through fusion reactions between

ions in the case of fast ions. The experimental HXR spectrum, measured with the

diagnostics described in chapter 2, contains information about the phase-space dis-

tribution function of the emitting species. There exists two approaches to unlock

such information. In the so called forward model the distribution function is simu-

lated from first principle, then it is validated using synthetic diagnostics to generate

expected signals which are finally compared with experimental data. On the con-

trary, the backward model reconstruct the particles distribution function from the ex-

perimental data by mean of dedicated algorithms that can invert the equation that

links the plasma emission to the particles distribution. Since this equation is usually

a convolution, the inversion is also termed deconvolution. The main advantage of the

backward model is that first principle simulations are slower to perform, while the

inversion of experimental data can be performed routinely. Deconvolutions, then,

can be used as a first analysis tool to orient the theoretical analysis. Moreover, in the

case of REs, first principle simulations are not able to reconstruct the experimental

data with sufficient accuracy at present. The inverse approach can help improving

simulations as it decouples the description of the physical system from the one of

the diagnostics, allowing to directly compare the output of simulations with distri-

bution functions reconstructed from experimental data.

On those machines where an array of detectors arranged in a grid is present, the

deconvolution of the total number of counts measured by each channels can recon-

struct the spatial distribution of fast particles and the inversion is called tomography.

For instance this is the case of the Gamma Camera Upgrade (GCU) at JET, whose

tomographic inversion will be covered in chapter 6. On the other hand, as discussed

in more details in chapter 4, the cross sections of the listed processes depends on the

velocity of the emitting particles, thus the signal measured by a single spectrometer

can also be inverted in the velocity space. In this case the inversion takes the name

of unfolding.
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For the sake of clarity, the rest of the present chapter will make use of the unfold-

ing of RE 1D energy distribution as an example to introduce the inverse problem

and four algorithms for solving it. Consider the discretized experimental data S:

this vector contains the energetic HXR spectrum emitted by REs in bremsstrahlung

collisions as measured by a single spectrometer (multiple spectrometers can also be

inverted simultaneously following the prescriptions contained in [34]). The emitting

particle distribution F, which in this case is the 1D energy distribution, is related to

S through the linear equation:

S = W · F + ne (3.1)

where W is the transfer matrix that contains the probability for a particle in a certain

position and with a certain velocity to generate a signal measured in a specific di-

agnostic with a specific energy, while ne is the experimental noise introduced by the

specific set-up used for measuring S. In the case of the unfolding of runaway elec-

trons energy distribution, W contains the emission probability of a HXR photon via

bremsstrahlung collisions, its propagation to the detector and its interaction with the

detector. The latter is called Detector Response Function (DRF) (see figs. 4.1 to 4.3).

We can assume that ne is a random variable with zero mean, thus retrieving the emit-

ting particle distribution from (3.1) becomes equivalent to the problem of inverting

W. Even when W cannot be inverted, e.g. when it is a rectangular matrix, one can

still try a direct approach using the matrix WT W, which is symmetric and positive

semidefinite and thus admits an inverse. The solution then reads:

F = (WT W)−1WTS (3.2)

and the problem becomes equivalent to solve the following equation:

WT · S = (WT ·W) · F.

As will become more clear in section 3.1, the computational complexity of this prob-

lem is extremely high. Instead of attempting a direct calculation of (WT W)−1, it is

more reliable to use a regularization algorithm to invert equation (3.1) either explic-

itly or implicitly.

Regardless to the inversion method adopted, the experimental noise will degrade

the reconstruction giving birth to nonphysical artifacts. The origin of ne can be

many-fold, such as the electronic noise generated by the digital acquisition chain of

the diagnostic, the statistical uncertainty of the physical processes used to perform

a measurement (e.g. the electron avalanche of a photonmultiplier tube) or even the

computational noise related to the specific architecture of the electronic devices used
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for data analysis (e.g. due to the finite precision of computers’ variables and calcu-

lations). Since the modelling of such processes is extremely challenging, they are

usually not included in W. On the other hand, the fact that all these sources of noise

have zero mean suggests that we can reduce their effect on the final reconstruction

adopting a suitable smoothing operator. The details are discussed in the next sections,

however each smoothing procedure is roughly similar to performing a sliding win-

dow average over the neighborhood of each point.

Four inversion methods with dedicated smoothing operators are presented in the re-

maining of the chapter. They have been implemented in a Python library dedicated

to the analysis of the hard X-ray spectra measured at JET and ASDEX Upgrade. The

performance of such algorithms when reconstructing the runaway electrons 1D en-

ergy distribution is also compared in chapter 4.

3.1 Singular Value Decomposition

Singular Value Decomposition (SVD) is a linear algebra technique that generalizes

the Eigenvalue Decomposition (EVD) to the case of rectangular matrices [51]. Among

its many applications, it was also proposed as a regularization method for prob-

lem (3.1) [52–54]. The theoretical justification behind this decomposition method is

straightforward [52] and it is based on the EVD of WT W, which ensures the unique-

ness of the decomposition.

Given an arbitrary rectangular matrix W with dimensions m× n, the matrix WTW
is a symmetric, n× n, positive semidefinite matrix. Thus the Spectral Theorem holds

and WTW can be decomposed as:

WTW = V D VT

where V and D are squared n × n matrices containing respectively the eigenvec-

tors {v1, . . . , vn} and eigenvalues {λ1, . . . , λn} of WTW. {v1, . . . , vn} compose an

orthonormal basis of Rn, while ui =
W vi√

λi
represent a orthogonal basis in Rm, in fact:

ui · uj =
1√

λi
√

λj
(W vi)

T · (W vj) =
1√

λi
√

λj
vT

i (WTW vj) =
1√

λi
√

λj
vT

i λjvj = δij.

The action of W on the eigenspace V can be written in vector form as: W V = U Σ,

where Σ is a m× n diagonal matrix that contains on its diagonal the so called singular
values of W: σi =

√
λi. Finally, the singular value decomposition states that m× n

matrix W can be decomposed as:

W = U Σ VT, (3.3)



30 Chapter 3. Deconvolution algorithms

0 5 10 15 20 25 30
E [MeV]

0.6

0.4

0.2

0.0

0.2

0.4

0.6

sin
gu

la
r v

ec
to

r

1 = 1.40e-03
V1
U1

0 5 10 15 20 25 30
E [MeV]

0.6

0.4

0.2

0.0

0.2

0.4

0.6

sin
gu

la
r v

ec
to

r

70 = 3.65e-08
V70
U70

0 5 10 15 20 25 30
E [MeV]

0.6

0.4

0.2

0.0

0.2

0.4

0.6

sin
gu

la
r v

ec
to

r

140 = 2.63e-09
V140
U140

0 5 10 15 20 25 30
E [MeV]

0.6

0.4

0.2

0.0

0.2

0.4

0.6

sin
gu

la
r v

ec
to

r

210 = 1.96e-10
V210
U210

0 5 10 15 20 25 30
E [MeV]

0.6

0.4

0.2

0.0

0.2

0.4

0.6

sin
gu

la
r v

ec
to

r

274 = 1.75e-13
V274
U274

0 5 10 15 20 25 30
E [MeV]

0.6

0.4

0.2

0.0

0.2

0.4

0.6

sin
gu

la
r v

ec
to

r

290 = 1.17e-19
V290
U290

FIGURE 3.1: Left (ui) and right (vi) singular vectors for different val-
ues of i. For each pair of vectors, the corresponding singular value
σi is reported in the graph legend. i = 274 corresponds to the last

singular value considered for the inversion shown in figure 4.8(b).

the decomposition is based on two abstract basis of Rm and Rn named left (U) and
right (V) singular vectors. Some examples of vectors composing such basis are shown

in figure 3.1. Equation (3.3) gives a global constraint over the dimensions of the

matrix generated by the product U Σ VT, however the dimension of each matrices

cannot be univocally determined.

Coming back to the inversion problem, SVD decomposes any matrix in terms of two

orthogonal matrices U and V and a diagonal one Σ, which can be easily inverted to
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FIGURE 3.2: Comparison of three figure of merits for the truncation of
SVD generalized inverse: the singular values σi, the sum of all entries
of the outer product u vT and its maximum. All figures are normal-

ized to their maximum value.

find the so called generalized inverse:

W+ = V Σ−1 UT (3.4)

where Σ−1 is a diagonal n× m matrix with entries σ−1
i = 1

σi
. Equation (3.1) can be

inverted using this generalized inverse (3.4): F ≈ W+S. This explicit approach will

be used in chapter 4 to retrieve the runaway electrons 1D energy distribution F. It

is worth noting that, if the singular values are all greater or equal to 0, the singular

vectors can have negative entries (see figure 3.1). This implies that the reconstruction

F might also have unphysical negative entries and the current SVD implementation

cannot guarantee the positivity of the SVD reconstruction.

This deconvolution method suffers from two types of noise which degrade the re-

construction and require some kind of regularization: experimental and computa-

tional noise. The latter is generated by the fact that computers save real numbers ad

rational numbers of finite precision, thus any calculation is affected by the so called

rounding error. The computational noise contained in W propagates to U, V and Σ

and for each entry the signal to noise ratio will decrease with the absolute value

of the entry itself. A possible strategy to limit the propagation of such noise to the

reconstructed F is to cut small singular values and their corresponding singular vec-

tors, i.e. to truncate the reconstruction of W in equation (3.3). The decomposition of

W then reads:

W = U Σ VT =
m

∑
i=0

σiui vT
i =

k

∑
i=0

σiui vT
i . (3.5)

with k < m (also assume that m ≤ n, which is desirable condition when dealing with

the inversion problem) and ui vT
i is the outer product of u and v. It has been proved
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FIGURE 3.3: SVD L-Curve calculated for AUG shot #34084. The or-
ange point represents the cutoff applied to the reconstruction. The

final reconstruction is reported in figure 4.8(b).

that, under certain hypothesis on W, this cut is equivalent to apply the Tikhonov

smoothing operator [55, 56] (see section 3.2 for a full description of Tikhonov reg-

ularization) and it can be used also to limit the effect of experimental noise on the

reconstruction F.

One might wonder if the singular values σi truly depict the relevance of each term

σiui vT
i and if the smoothing operator might be improved by applying the cut-off to

other quantities. For example it would seem more appropriate to consider all the

addend or simply the outer product ui vT
i instead of σi, but actually figure 3.2 shows

that all these figures of merit of the relevance of σiui vT
i behave similarly and can be

equivalently used to chose the best truncation for the smoothing operator.

Another important application of SVD is the estimate of the condition number of a

matrix [57]:

κ(W) = ‖W‖‖W−1‖ = σ1

σk

where σ1 is the highest singular value of W and σk is the lowest one different from

zero. A high condition number (κ � 1) tells that the problem (3.1) is ill-posed, i.e.

small variations in S generates substantials variations in F. Conversely the ill-posed

condition states that there exist different plausible solutions Fs to the problem (3.1)

and that the best solution among them must be chosen using a suitable smoothing

operator. In order to determine the condition number of a matrix we must estimate

its smaller singular value. This operation is not trivial as in fact rounding errors

affect also singular values equal to zero, changing their value to arbitrary small

numbers. Fortunately the rank, or equivalently the smaller singular value, can be
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assessed by studying the L-Curve of the SVD [53].

If we consider the matrix that describes the Bremsstrahlung emission of REs (see

figure 4.3 for a visual representation of W and figure 3.3 for its L-Curve), it has di-

mension 300× 300, rank estimated as ≈ 274 and condition number of the order of

κ(W) ≈ 1011, which means we are dealing with an ill-posed problem. This analy-

sis also suggests us that the inversion of WTW in (3.2) would return extremely poor

results, as in fact κ(WTW) = κ(W)2. We can also expect that implicit inversion meth-

ods will probably give better results than SVD when applied to the reconstruction

of the REs 1D energy distribution.

3.2 Tikhonov regularization

Tikhonov regularization [58, 59] is the most famous inversion method of the Reg-

ularized Least Squares family. Due to its intuitiveness and flexibility, its proper-

ties have been widely studied and it has rapidly become the golden standard for

method comparison: see e.g. [53, 55, 56], where the use of SVD as a regularization

method has been justified by proving its equivalence to Tikhonov, or [60], where

the performance of various methods have been compared. Its applications in fusion

plasmas range from the tomography of the radiation profiles acquired with detector

cameras [60–62], to the 2D reconstruction of the velocity-space distribution of fast

ions [34, 35, 63–70].

Tikhonov regularization minimizes the distance between the reconstruction and the

experimental data S, calculated as the Euclidean l2 norm, to find the best solution F̂
to the linear system (3.1):

F̂ = arg min
[
‖W · F− S‖2

2 + α‖L · F‖2
2
]

(3.6)

where L is the regularization matrix, α ≥ 0 is the regularization parameter and ‖ · ‖2

is the Euclidean 2-norm.

L implements the smoothing of the solution F̂ and its shape is chosen according to

the problem that must be inverted. The most general regularization matrices imple-

ment the n-th order derivative of F and they define the nth-order Tikhonov Regular-

ization. The 0th-order matrix is the identity I and simply penalizes high modules

in the final reconstruction F̂. On the other hand, the 1th-order matrix penalizes the

first derivative of F̂, calculated on the closest bin of the vector, and actually force

the minimizer to look for smoother solutions. When applied to the reconstructions

presented in chapter 4, the 1st order better reconstruct synthetic spectra, especially

in the high-energy tail, thus 0th order will not be considered in the present work.

More exotic matrices can also be implemented, e.g. in chapter 6 L will calculate the

first derivative of a 2D image along the magnetic flux surfaces.
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The smoothing parameter α defines the relative importance of the smoothing op-

erator ‖L · F‖2
2 over the minimization of the squared residuals ‖W · F − S‖2

2, which

implement the physics of the inverse problem (3.1). In other words, α defines the

intensity of the smoothing in the reconstruction. If α is set to a high value, i.e. if

the minimizer over-smooths the reconstruction, the solution will badly reconstruct

the experimental data and the χ2 of the reconstruction will not be satisfactory. On

the other extent, if α is too close to 0, i.e. if the minimizer over-fits the data, the

minimizer will try fitting the experimental noise included in S and this will generate

un-physical structures in F̂, which in turn will increase its euclidean norm. The level

of smoothing, i.e. the value of α, can be set using empirical methods (e.g. [55, 71])

that make a trade-off between oversmoothing and overfitting. In the present work,

the L-Curve method [53, 71] has been used, which makes α range from 0 to ∞ and

plots ‖F̂‖2(α) versus ‖W · F− S‖2
2(α) on a log-log scale: this plot has a characteristic

L shape and α is set to a adequate value around the point of maximum curvature of

the curve.

Additional physical conditions on F̂, such as monotonicity or non-negativity, can be

added to the minimization process of equation (3.6). For instance probability density

functions are positive definite, thus in our applications we can look for F̂ ≥ 0. This

constraint can be easily included in minimization process if (3.6) is reshaped as a

least-square problem:

F̂ = arg min
nnls

∥∥∥∥∥

[
W
L

]
· F−

[
S
0

]∥∥∥∥∥

2

2

(3.7)

where the block-matrix notation has been used to define a new transfer matrix W̃ =[
W
L

]
that incorporates also the smoothing operator. In this shape, the problem can

be solved using the Non-Negative Least Square (nnls) algorithm [72] that assures the

non-negativity of the solution.

3.3 Poissonian regularization

Tikhonov regularization started a family of regularization methods that only differ

in the first term of (3.6): in fact each inversion problem has an appropriate statistics

that better resembles the physics of the process described by W in (3.1). Tikhonov

regularization, in particular, uses the Pearson χ2 as a statistics, with the further as-

sumption that all errors on the single bins of S are equal to 1. This holds only when

the statistics of each Si is gaussian, with σ = 1 and if the number of counts in each

bin is high enough (as a rule of thumb Si > 5 ∀i).
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The bremsstrahlung emission analysed in chapter 4, on the other hand, has a Poisso-

nian statistics in each bin and measurements always exhibit a high-energy tail with

few counts (< 5), which contains most of the information about the high energy

part of the runaway electrons (RE) 1D energy distribution function. When applied

to this problem, Tikhonov regularization underestimates the importance of high en-

ergy counts and often fails at reconstructing the maximum energy of the RE beam

(see chapter 4 for further details).

A natural modification to Tikhonov regularization is the negative Poisson log likeli-

hood derived in [73, 74] especially for counting problem such as the one mentioned

above. The square of the residuals is replaced by:

l(W · F|S) =
m

∑
i=1

([W · F]i + β)−
m

∑
i=1

(Si log([W · F]i + β)) (3.8)

where 0 < β� 1 is a small positive parameter that prevents the log likelihood from

diverging when [W · F]i = 0, and at the same time it must be small enough for not

perturbing the data. The regularization method then reads:

F̂ = arg min
[

l(W · F|S) + α‖L · F‖2
2
]

(3.9)

and once again L has been set to be of the 1st-order.

3.4 Maximum Likelihood using Expectation Maximization

Maximum Likelihood using Expectation Maximization (ML-EM) is an iterative meth-

od proposed, independently, by Richardson [75] and Lucy [76]. It was first derived

as a rectification method applied to degraded images or astrophysical measurements

affected by observational errors. Thanks to its versatility, it is now extremely popular

for performing spatial tomography reconstructions from emission signals, especially

for the human Positron Emission Tomography (PET) [77–79].

The method is derived from the Bayesian statistics: consider F(x) dx to be the prob-

ability density function of the quantity that we would like to measure, e.g. the 1D

energy distribution of runaway electrons in a plasma, so that x = ERE. S(y) dy is

the probability density functions describing the unbinned measured data, e.g. the

measured energy of the Bremsstrahlung photons emitted by the runaway electrons,

in this case y = Emeasured. W(y, x) is the conditional probability introduced in (3.1)

and here expressed as a continuous function. Then equation (3.1) can be written as

an integral equation of the first kind:

S(y) =
∫ ∞

−∞
W(y, x)F(x) dx (3.10)
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with kernel W(y, x). Bayes theorem states that the probability of measuring a signal

in (y, y + dy) given a source in (x, x + dx) can be equivalently written as:

P = [S(y) y]
[
W−1(x, y) dx

]
= [F(x) dx] [W(y, x) dy] (3.11)

where W−1(x, y) is the inverse of W(y, x). Bayes integrated over y gives the inverse

equation of (3.10):

F(x) =

∫ ∞
−∞ W−1(x, y)S(y) dy∫ ∞
−∞ W(y, x) dy

(3.12)

and, by substituting (3.10) into Bayes theorem, W−1(x, y) can be written in terms of

W(y, x) and F(x):

W−1(x, y) =
F(x)W(y, x)∫ ∞

−∞ W(y, x) dy
∫ ∞
−∞ F(x)W(y, x) dx

, (3.13)

in discrete form:

W−1
ij =

Fi Wji

∑n
h=1 Whi ∑n

k=1 Fk Wjk
. (3.14)

The idea behind ML-EM is to use an estimate of F to compute W−1 using (3.13), and

then substitute W−1 into (3.12) to iteratively update the estimate of F. Falling back

to the discrete problem and substituting (3.13) into (3.12), the method is illustrated

by a single formula:

Fp+1
i =

Fp
i

∑n
h=1 Whi

m

∑
j=1

[
Wji

Sj

∑n
k=1 WjkFp

k

]
(3.15)

where p is the iteration number. At each step the estimate F is increased or decreased

on average if Sj

∑n
k=1 Wjk Fp

k
lower or greater than 1 and the method converges when:

Sj

∑n
k=1 Wjk Fp

k

n→∞−−−→ 1. In this perspective, Whi
∑n

h=1 Whi
works very similarly to the weight

functions of chapter 5 and it can be seen as an estimate of the probability that a

count in Sj (and so the discrepancy between Sj and its reconstruction) is generated

by Fi.

The first guess F0 can be set at will and three different initializations, which are

plotted in figure 3.4, will be used in the next chapters:

F0 = 1 Uniform first guess (3.16)

F0 =
S

‖WT · S‖
First guess proposed in [42] (3.17)

F0
i =

m

∑
j=1

(
Wji

∑k Wjk

)
· Sj (3.18)

the last one in particular has been derived from the constant initialization using
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FIGURE 3.4: Plot of the initialization options for the first iteration of
the ML-EM reconstruction of AUG discharge #34084 inverted in fig-
ure 4.8(b). Figure (a) is the uniform first guess introduced in equation
(3.16); figure (b) is the first guess introduced in equation (3.17); figure

(c) is the first guess introduced in equation (3.18).

Bayesian inference. In all the applications faced so far, all initializations converge to

the same reconstruction: this suggests (but does not guarantee) that for our problem

ML-EM converges regardless to the first guess and that the first guess only deter-

mines the number of iterations required for convergence. In the case of the 1D re-

construction of the REs’ energy distribution, after roughly one iteration both (3.16)

and (3.17) retrieve the shape of (3.18): this is negligible when the number of itera-

tions is of the order of 102 or greater, such as in chapter 4, but it might represent a

useful speedup in the case of the spatial tomography (chapter 6), where the number

of iterations is usually less than 20.

The smoothing operator of ML-EM is three-fold. First of all, a full convergence (i.e.

all ratios Sj

∑n
k=1 Wjk Fp

k
= 1) is not desirable as it would lead to an over-fitting of the exper-

imental noise [76]. An early stop helps preventing the formation of artefacts in the

reconstructed distribution. Different methods for deciding the maximum number of

iterations have been proposed in literature [42, 76, 80, 81]. Usually they minimize
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FIGURE 3.5: χ2(W · F, S) calculated over a validation sub-sample Sc
drawn from the experimental spectrum S shown in figure 4.8(a) and

over the experimental spectrum itself Sr = S− Svalidation.

a statistics such as the Pearson χ2(S, W · F) or the Lp norm. Another approach is

to stop the reconstruction when a single iteration does not update the solution sig-

nificantly, e.g. by setting a threshold under which the reconstruction is stopped on

the correlation between two iterations, defined in equation (5) of [80], or on the dif-

ference of the residuals between iterations ‖S−W · Fp−1‖ − ‖S−W · Fp‖ < ε [42].

However Lucy [76] pointed out that these statistics often have a monotonic decreas-

ing behaviour, in which case they fail at detecting at which iteration the method

starts over-fitting the solution. When the statistics of S is high enough, the exper-

imental data has been divided in two different data-set: one with higher statistics,

Sr, which is used for reconstructing F, and one with lower statistics, Sc, which is

used to evaluate the goodness of the reconstruction as χ2(Sc, W · F). Since the two

data-set are statistically independent, so will be their experimental noise and the

overfitting will cause the χ2 to start increasing after a certain number of iterations as

in figure 3.5.

Since the noise on different bins in the measured spectra is not correlated and it

has zero mean, the average over closest points can help reducing its propagation

through the reconstruction. Every nsmoothing iteration, then, a sliding window aver-

age is performed on the reconstruction. The user can set the intensity of this smooth-

ing by selecting an appropriate nsmoothing, i.e. the frequency at which the reconstruc-

tion is smoothed, and the width of the window, i.e. the number of bins over which

the average is calculated. Usually this is equivalent to apply to the reconstruction

a moving filter L which recalls Tikhonov L operator or the filter used in convolu-

tional neural networks, e.g. for 1D reconstructions where the mean is calculated

over the closest pixels the filter would be L = [1, 1, 1]. For most applications this

is enough to smooth the reconstruction, however the procedure described so far is

intrinsically limited and it has proven to be unsatisfactory in certain synthetic tests
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(see section 4.2). If a stronger smoothing is required, the convergence of the algo-

rithm can be slowed down by mean of a parameter λ ∈ (0, 1] ⊆ R [82], which works

as follows. At each iteration Fp+1 is calculated as a weighted average of Fp and Fp+1

itself:

Fp+1
i = λ

Fp
i

∑n
h=1 Whi

m

∑
j=1

[
Wji

Sj

∑n
k=1 WjkFp

k

]
+ (1− λ)Fp

i (3.19)

in this way niter required to reconstruct a certain solution will be increased by roughly
1

1−λ with respect to (3.15). Similarly the instensity of the smoothing operator will in-

crease by the same fraction. λ and nsmoothing combined together can be seen as a

rational version of the real parameter α used to select the intensity of the smoothing

operator in Tikhonov reconstruction (see section 3.2).

Equations (3.15) and (3.19) preserves the normalization of W · F, as in fact, inverting

the order of the sums and using simple algebra, it can be proven that:

m

∑
i=1

(
n

∑
j=1

WijF
p
i

)
=

m

∑
i=1

Si ∀p.

If ∑n
h=1 Whi = 1 ML-EM also preserves the normalization of ‖F‖ = ‖S‖, but it is not

the case of the application considered in this work. On the other hand, the smooth-

ing average does not preserves the normalization of the reconstruction, which must

be recovered after every application of the smoothing operator. Since every W calcu-

lated in this work has Wij ≥ 0, the positivity of the first guess is naturally preserved

by the algorithm.

It is worth citing one last property of ML-EM: the reconstruction F is the one that

maximizes the likelihood of S̃ = W · F defined as L = ∑m
i=1 S̃i ln(Si): nomen omen.

In summary, the method works as follows:

1. the reconstruction is initialized according to (3.16), (3.17) or (3.18)

2. the smoothing intensity is set choosing appropriate:

• niter ∈ [1, ∞) ⊆N

• nsmoothing ∈ [1, ∞) ⊆N

• smoothing filter L

• λ ∈ (0, 1] ⊆ R

3. the reconstruction is updated according to (3.19) for niter iterations

4. every nsmoothing iterations the moving filter is applied to the reconstruction,

which is then renormalized so that ∑m
i=1

(
∑n

j=1 WijFi

)
= ∑m

i=1 Si.
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3.5 Confidence bands

The interval of confidence of the reconstruction of F can be estimated propagating

the errors on both the measurements and, optionally, the simulated quantities (i.e.

δS ≈ √S and δW) using standard (analytic) error propagation techniques. Among

the methods considered in the present work, this approach however can be used

only with SVD and ML-EM, i.e. inversion algorithms that make use of an explicit

formula for reconstructing F = F(S, W).

A more general approach has been implemented, which make use of a Monte Carlo

error analysis technique [83] that propagates random perturbations in S through the

deconvolution process. Given the experimental data S, the number of counts in each

bin of the spectrum is used to estimate the mean of the underling Poissonian distri-

bution. N random variations of S, denoted by S̃r, are generated and deconvolved.

If N is high enough, say N ≥ 100, the single bins of the reconstructions F̃r follow a

Gaussian distribution around the true reconstruction F and their standard deviation

can be used to estimate its error band δF.

This Monte Carlo error analysis can also be applied to all the statistics s(F) that can

be extracted from F (see chapter 4). In this case each bin Fi is supposed to follow

a Gaussian distribution with sigmai = δFi: the desired statistics sr = s(F̃r) is cal-

culated from N distributions F̃r randomly generated around the true distribution F
and the error is again calculated as a standard deviation δs(F) = σ(sr).

As discussed in chapter 4, this method works nicely with SVD and ML-EM, which

show a linear relation between F and S: the mean of the perturbed reconstructions

F̃i lies on the true inversion F and the confidence band is smooth. The same holds

for the evaluation of the error on the statistics estimation. The two regularization

approaches of sections 3.2 and 3.3 on the other hand show wider confidence bands

which suggests that the minimizer might bump into a local minimum when recon-

structing a perturbation.

3.6 Cumulative statistics

In the case of REs the reconstructed energy distribution can be used to estimate dif-

ferent plasma parameters such as the plasma current Ip driven by REs during dis-

ruptions, i.e. the RE beam average energy 〈E〉, and the maximum energy of the beam

Emax. These quantities has been calculated according to:

〈ERE〉 = ∑
i

FiERE,i (3.20)

Emax
X = Ê, such that:

∫ Ê

0
F(E) dE = X. (3.21)
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FIGURE 3.6: Comparison of the mean 〈E〉 and maximum E90 energy
of the HXR measured spectrum and the RE beam for different syn-
thetic RE distributions. Three synthetic RE distribution have been
used: the gaussian distribution (4.7), the exponential distribution (4.8)
and the maxwellian distribution (4.9). In each case the HXR spec-
trum has been calculated using the forward model W shown in fig-

ure 4.3(a).

In (3.21), X is the percentile at which the maximum energy is calculated and is usu-

ally set to X = 90, 99 or 99.9%. As said, the plasma current during plasma disrup-

tions is driven solely by REs and can be computed from the mean energy as:

Ip = Ae−nREµRE (3.22)

where A is the beam cross section, e− is the electron unitary charge, nRE the RE

volume density and µRE the REs mean velocity which can be calculated as:

µRE =
∫ ∞

0
v f (v)dv =

∫ ∞

0
v(E) f (v(E))

dv
dE

dE ==
∫ ∞

0
v(E) f (E)dE. (3.23)

Here the same approximation used in section 4.1 has been used, i.e. all RE are con-

sidered having pitch pRE = 1, thus vRE ‖ µRE ‖ n̂(A). Moreover, since ERE =

(γ(vRE)− 1)mc2 is the kinetic energy of the RE, (3.23) becomes:

µRE =
∫ ∞

0

c
E + mc2

√
E2 + 2mc2E f (E) dE (3.24)

The calculations conducted so far are based on the fact that vRE is a deterministic

function of E = ERE. On the other hand EHXR(ERE) depends on probabilistic pro-

cesses and an analysis such as the one above is not possible in this case. However

there is a relationship between the RE beam cumulative statistics and the HXR mea-

sured spectrum ones, which is worth noting. Let’s consider the HXR mean measured
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energy:

〈Emeasured〉 =
∫ ∞

0
EmeasuredS(Emeasured) dEmeasured

=
∫ ∞

0
Emeasured

∫ ∞

0
W(Emeasured, ERE)F(ERE) dERE dEmeasured (3.25)

〈Emeasured〉 is proportional to 〈ERE〉 if and only if:

0 = 〈Emeasured〉 − C 〈ERE〉
0 =

∫ ∞

0

∫ ∞

0
EmeasuredW(Emeasured, ERE) dEmeasuredF(ERE) dERE − C

∫ ∞

0
EREF(ERE) dERE

0 =
∫ ∞

0

(∫ ∞

0
EmeasuredW(Emeasured, ERE) dEmeasured − CERE

)
F(ERE) dERE (3.26)

with C as constant of proportionality. If ∃! C such that:

∫ ∞

0
EmeasuredW(Emeasured, ERE) dEmeasured = CERE ∀ERE,

than (3.26) would hold ∀F. Unfortunately this is not the case, as in fact figure 3.6

proves that different F have different constant of proportionality C. However the

following statement still holds:

∀F, ∃! C = C(F) such that: the equality (3.26) is true.

From a practical point of view this statement implies that 〈ERE〉 can be calculated

directly from 〈Emeasured〉 knowing the constant of proportionality C(F) in two situa-

tions: if two experiments generate the same energy distribution F and if the energy

distribution F is preserved in two distinct time intervals of the same experiment.

Inversely, having 〈ERE〉 = 1
C 〈Emeasured〉 with the same constant C in two different

experiments is a necessary (but not sufficient) condition that F is the same in both

experiments. With some more algebra, it can be shown that the same statement

holds for 〈Emeasured〉 and µRE, thus if Ip(t) can be reconstructed from 〈Emeasured〉 (t)
using the same constant C over all the disruption, this is a good indication that F(t)
has a constant shape throughout the experiment.

Figure 3.6 shows the relation between RE and HXR mean and maximum E90
max en-

ergy. Three synthetic RE distribution have been used: the gaussian distribution

(4.7), the exponential distribution (4.8) and the maxwellian distribution (4.9). For

each family of distribution functions, the initial parameters where changed so that

Emax and 〈E〉 could span all the dynamic range of the detector [0, 30] MeV. The HXR

spectrum where synthetically generated using the forward model calculated for the

detector installed in the Bragg Bunker at AUG, whose transfer matrix W is shown

in figure 4.3. The same graph can be reproduced also for E99
max and E99.9

max and in all
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the four estimates here considered a proportionality between the HXR and the RE

statistics have been detected. In the case of the maximum energy of the exponen-

tial distribution, the graph loses its linearity only when the RE maximum energy

is approaching the the end of the detector dynamic range, which in figure 3.6 is 30

MeV.

The analysis conducted in [40] shows that for many discharges of JET and AUG, the

constant of proportionality between both RE and HXR statistics is the same. This

might indicate that that kind of experiments, where the plasma disruption is gener-

ated with a MGI, always generates the same RE beam with similar energy distribu-

tion F. A more specific analysis should be performed in order to exclude that this is

instead the result of an over-smoothing of the experimental data. For JET discharges,

where the GCU data are availableand complete, this can be done by reconstructing

Ip directly from 〈Emeasured〉.
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Part III

Data Analysis
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Chapter 4

Reconstruction of the 1D energy
distribution

Spectroscopic measurements of the bremsstrahlung emission from REs have been

made possible by the installation of new detectors such as the ones introduced in

chapter 2, which were developed specifically for fast (counting rates up to 1 MCps),

high resolution (energy resolution < 5 % at the 137Cs gamma-ray peak, Eγ = 661

keV) measurements in high magnetic fields (B ≈ 1 T). As outlined in chapter 1, the

bremsstrahlung spectrum is an indirect measurement of the 1D energy distribution

of the runaway electron beam, which can be unfolded from the experimental data

by means of the inversion approach presented in chapter 3.

This analysis of the HXR spectra has been applied to RE experiments conducted at

JET and ASDEX Upgrade [39, 40, 42, 81] allowing the reconstruction of important

beam parameters, such as the average and maximum energy as well as the plasma

current driven by the RE. However the deconvolution process is a delicate operation,

due to its ill-posed condition, and each algorithm performs differently depending on

the physical problem analyzed, i.e. the shape of W. This poses some problems when

interpreting the results of the analysis from a physics point of view. An example of

this issue comes from the analysis of AUG shot #34084 [39, 81], which was part of

a series of experiments where a first MGI of Ar at 1.00 s has been used to induce a

plasma disruption and to generate a RE beam, while a second massive quantity of

Ar was successively injected at 1.13 s to mitigate the REs. The ML-EM analysis of the

HXR spectrum in the time intervals 1.00-1.13 s and 1.13-1.45 s has pointed out that

the RE beam maximum energy, defined as E99.9, decreases from roughly 24 MeV

to 17 MeV after the second MGI. In order to prove that the mitigation technique

has effectively modified the RE energy distribution, suppressing the high energy

component of the beam, one should first rule out that the structure above 20 MeV is

an artefact generated by the reconstruction technique.

Standard validation procedures for deconvolution methods make use of real phan-

toms designed to test different aspects of the method in use. Examples of these
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FIGURE 4.1: (a) The detector response function WDRF for the LaBr3
scintillator installed in the Bragg Bunker at AUG, calculated with the
MCNP code. (b) The detection probability of four gamma-ray ener-
gies (EHXR = 5, 10, 15 and 20 MeV), i.e. four columns of WDRF. (b) is

reproduced from [85] with permission of the publisher.

procedures are the NEMA protocols for positron emission tomographs (PET), which

aim at assessing the spatial resolution, the sensitivity and other characteristics of

PET scanners. In such protocols, the radiation emitted by each phantom is first mea-

sured by the PET scanner and then the spatial distribution of the original phantom

is reconstructed performing a tomographic inversion. The comparison between the

original phantom and its reconstruction allow to evaluate three aspects of the anal-

ysis: the performance of the detectors used to measure the phantom emission, the

performance of the deconvolution method and the validity of the transfer matrix

used for the inversion. The use of real phantoms is not an option with relativis-

tic runaway electrons, since it would require a facility able to generate relativistic

electrons with known energy distribution. However one can still test the inversion

algorithm using synthetic phantoms that emulate RE beams with different energy

distributions, such as gaussian or exponential [84, 85]. This is the approach adopted

in section 4.2, where the four inversion methods introduced in chapter 3 are com-

pared. In section 4.3, on the other hand, experimental data acquired at AUG are

analyzed. Different number of counts and low energy cut in the measured spectra

are considered in order to assess the stability of the reconstruction retrieved by those

four methods. The reliability of the reconstruction of the RE beam average energy

〈ERE〉 = ∑i FiERE,i and maximum energy (see section 3.6 for its definition) is finally

discussed.

4.1 Transfer matrix

Let’s consider the discretized inverse problem (3.1). In the reconstruction of the 1D

RE energy distribution, the transfer matrix W is a function of the REs energy ERE
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FIGURE 4.2: (a) Bremsstrahlung emission probability rate WB for a RE
beam in an Argon plasma, calculated using the GENESIS code. (b)
Four bremsstrahlung emission spectra for monoenergetic RE beams

having ERE = 5, 10, 15 and 20 MeV, i.e. four columns of WB.

and the energy measured by the detector, Emeasured [85]:

S(Emeasured) = W(Emeasured, ERE) · F(ERE). (4.1)

In order to compute W from (4.1), consider the case of a mono energetic RE popula-

tion: ERE is fixed and the particle distribution can be written as F = NRE δ(E− ERE).

Substituting in equation (5.1):

W(ERE = E) =
1

NRE
S ,

i.e. the transfer matrix contains the expected spectra measured from a mono-energetic

population, normalized to the number of particles. In particular W describes three

independent processes, which can be considered separately: the emission of a HXR

photon in a bremsstrahlung collision between a RE and a thermal ion in the back-

ground plasma, its propagation to the detector and its interaction with the scintil-

lator crystal. In this work, the latter two processes are described in the detector

response function (DRF). The matrix then can be factorized in two parts:

W = WDRF ·WB (4.2)

with WDRF describing the detector response function and WB describing the brems-

strahlung emission. The first factor has been calculated using the MCNP code [38]

for the HXR detectors installed at AUG and at JET. All these detectors use LaBr3

crystals as active medium and what changes from a simulation to another is the di-

mensions of the detector and its line of sight. In figure 4.1, the DRF of the detector

installed in the Bragg bunker at AUG is shown as an example. The columns of this
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FIGURE 4.3: (a) Transfer probability matrix W = WDRF ·WB for the
LaBr3 scintillator installed in the Bragg Bunker at AUG (for WDRF
and WB see figs. 4.1 and 4.2). (b) Four expected spectra generated by
a monoenergetic RE beam for different energies (ERE = 5, 10, 15 and
20 MeV), i.e. four the columns of W. (c) Weight functions for three
signals of energy E = Emeasured = 5, 10, 15 and 20 MeV, i.e. three
rows of W. (b) and (c) are reproduced from [85] with permission of

the publisher.
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matrix, i.e. WDRF(EHXR = const), represent the expected measured spectrum in-

duced by an ideally monoenergetic γ-ray beam. For low energies (below ≈ 3 MeV)

this spectrum exhibits a prominent photo-peak. As the energy increases, pair pro-

duction becomes more important: the photo-peak reduces its intensity, while the

single and double escape peaks increase theirs. For energies higher that ≈ 20 MeV

the only relevant interaction is the Compton scattering and the Compton shoulder

exhibits the Klein-Nishina shift towards the incident photon energy. The overall

detection efficiency decreases as the energy increases.

The bremsstrahlung emission probability matrix can be computed as the density

reaction rate of bremsstrahlung photons divided by the RE density [86], in functional

form:

WB(EHXR, ERE, pRE) = |vRE|∆t
∫

LOS
ni dΩ

dσ

dW dΩ
(EHXR, ERE, θ) dφ dx (4.3)

here |vRE| = c

√
1−

(
mc2

ERE+mc2

)2
is the module of the velocity of the RE, ni(x) is the

ions density in the background plasma, dΩ(x) is the solid angle subtended by the

detector, ∆t is the time interval of the measurement and θ is the angle of emission.
dσ

dEHXR dΩ is the double differential cross section for bremsstrahlung collisions and

has been calculated with the GENESIS code [47, 87], which implements the semi-

empirical formula derived by Salvat in [26, 27]:

d2σ

dEHXR dΩ
=

dσ

dW
(Z, ERE, k)p(Z, ERE, k| cos θ) (4.4)

where k = EHXR
ERE

. The cross section is divided in two factors, here termed angular fac-
tor and energy factor. The angular term describes the anisotropy of bremsstrahlung

emission, which is calculated using equation (25) of [27] (except for the normaliza-

tion, which here is set to unity):

p(Z, E, k| cos θ) =
3
8

[
1 +

(
cos θ − β

1− β cos θ

)2
]

1
γ2(1− β cos θ)2 . (4.5)

The energy factor describes the energy loss probability using the Bethe-Heitler dif-

ferential cross section, with the exponential screening factor from Wentzel (for fur-

ther details refer to [26], equation (49)). In principle the angle of emission θ de-

pends on the position, pitch and gyro-phase of the RE, namely θ = θ(pRE, φ, x) [86],

however in this chapter all REs are considered to be on the magnetic axis and with

pRE = 1 [85], thus the integral in (4.3) drops and θ can be set to π
2 :

WB(EHXR, ERE, pRE) ≈
|vRE|∆t

2π
ni dΩ

dσ

dEHXR dΩ
(EHXR, ERE,

π

2
) . (4.6)
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In figure 4.2, WB of the detector installed in the Bragg bunker at AUG is shown as

an example.

It is worth noting that the final shape of W, which is presented in figure 4.3(a), is

mostly determined by WB. However, as discussed in more details in section 4.3,

a correct evaluation of WDRF is still important, especially for the reconstruction of

the REs’ distribution at low energies. In figure 4.3(a) the columns of W are also

presented: they are called weight functions [36, 37, 88] and represent the probability

that a given signal measured in the detector has been generated by a RE of a certain

energy.

4.2 Synthetic tests

In this section, the performance of the four unfolding techniques introduced in chap-

ter 3 are tested over synthetic HXR spectra generated from known REs’ energy dis-

tribution. The main goal is to verify the capability of each method to resolve specific

features in the REs’ distribution. The estimates of the RE average and maximum en-

ergies (see section section 3.6 for their definition) are also compared with their true

value. The accuracy of these estimates and the validity of the Monte Carlo procedure

used for assessing the interval of confidence of the estimates (see section section 3.5

for its definition) are finally discussed.

Four different distributions have been tested:

Gaussian Fsynth =
A

2π σ
e−

(ERE−µ)2

2σ2 (4.7)

Exponential Fsynth = A e−
ERE

τ (4.8)

Maxwellian Fsynth =
A√

τ
E2

RE e−
E2

RE
τ (4.9)

Maxwellian + Gaussian Fsynth =
A1√

τ
e−

E2
RE
τ +

A2

2π σ
e−

(ERE−µ)2

2σ2 (4.10)

Gaussian and exponential distributions represent the expected shape of respectively

primary and secondary generation RE beams. (4.9) has been chosen to reproduce the

shape of the first prominent peak that often appears in the analysis of experimental

data (see the following works [39, 40, 42] and section 4.3). This distribution is here

termed Maxwellian distribution. The comparison between the exponential distribu-

tion and this Maxwellian distribution aims at testing the reliability of the prominent

peak between 2− 4 MeV retrieved in figure 4.8. While the comparison between the

purely Maxwellian distribution and the superposition of a Maxwellian and a Gaus-

sian distribution aims at determining whether the high energy peaks (E > 5 MeV)

could be real features or reconstruction artefacts.
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FIGURE 4.4: (a) Reconstruction of a synthetic Gaussian (µ = 12 MeV,
σ = 3 MeV) RE distribution with the four methods of chapter 3. The
red markers represent the original distribution used to generate the
synthetic spectra, the blue solid line is its reconstruction and the light-
blue area is the confidence band. (b) Black markers are the synthetic
HXR spectrum; lines are the convolution of the REs’ energy distribu-
tion of figure (a), with the transfer matrix W of figure 4.3(a). (a) is

reproduced from [85] with permission of the publisher.
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FIGURE 4.5: Reconstruction of a synthetic exponential (τ = 10 MeV)
RE distribution with the four methods illustrated in chapter 3. The
red markers represent the original distribution used to generate the
synthetic spectra, the blue solid line is its reconstruction and the light-
blue area is the confidence band computed with the Monte-Carlo
method of section 3.5 (when non visible the error bands are smaller
than the line size). Reproduced from [85] with permission of the pub-

lisher.

For each distribution, a scan of the distribution parameters have been conducted.

However, in this section one example for each family of distributions is shown:

a (µ = 12 MeV, σ = 3 MeV) Gaussian distribution (figure 4.4), an exponential

(τ = 10 MeV) (figure 4.5), a Maxwellian (τ = 40 MeV) (figure 4.6) and the sum of a

maxwellian and a gaussian (τ = 40 MeV, µ = 12 MeV, σ = 1 MeV) (figure 4.7). The

latter has also been chosen also as an indication of the resolution capability of the

algorithms in that energy region: if the distance of the Maxwellian and the Gaussian

peaks, normalized by the sum of their standard deviations, is reduced, then none

of the methods here tested would be able to resolve the second peak, which would

appear as a small bump in the Maxwellian tail.

Among the four deconvolution methods, ML-EM is the one that gives the best re-

sults in term of both the ability to retrieve the shape of the initial distribution and
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FIGURE 4.6: Reconstruction of a synthetic Maxwellian (τ = 40 MeV)
RE distribution with the four methods illustrated in chapter 3. The
red markers represent the original distribution used to generate the
synthetic spectra, the blue solid line is its reconstruction and the light-
blue area is the confidence band computed with the Monte-Carlo
method of section 3.5 (when non visible the error bands are smaller
than the line size). Reproduced from [85] with permission of the pub-

lisher.

the confidence bar accuracy. Tikhonov and Poissonian regularization perform ac-

ceptable reconstructions as well, even though Tikhonov regularization is prone to

miss-reconstruct the high-energy part of the distribution and in particular it under-

estimates the high-energy tail of Maxwellians distributions. Moreover, as already

discussed in section 3.5, their confidence bands are wider than the other two meth-

ods. In particular, in the reconstruction performed with Poisson regularization in

figure 4.7, the second peak at 12 MeV is smaller than the error band. This suggests

that Poisson regularization is strongly sensitive to the noise in S and that it needs

more counts in the measured spectrum to converge to the correct distribution than

the other methods (see also section 4.3). Finally SVD’s reconstructions are often af-

fected by evident artefacts: the gaussian distribution oscillates around zero on the

tails, reaching also negative values; the exponential distribution shows an abrupt

decrease towards 0 for ERE → 0, which is more pronounced than the other methods;
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FIGURE 4.7: Reconstruction of the superposition of two synthetic RE
distribution, a Maxwellian (τ = 25 MeV) and a Gaussian (µ = 13
MeV, σ = 1 MeV), using the four methods illustrated in chapter 3.
The red markers represent the original distribution used to gener-
ate the synthetic spectra, the blue solid line is its reconstruction and
the light-blue area is the confidence band computed with the Monte-
Carlo method of section 3.5 (when non visible the error bands are
smaller than the line size). Reproduced from [85] with permission of

the publisher.

and figure 4.7 shows some structures for ERE > 20 MeV which are not present in the

original signal. The limits of SVD are most probably related to its discrete smooth-

ing operator, whose maximum intensity is limited by the number of singular values

of W: the inversion obtained with this method is always under-smoothed; ML-EM

and the regularization methods on the other hand do not have upper bounds on the

intensity of the smoothing operator.

It is worth noting that regardless to the performance discussed above, all four so-

lutions are compatible with the synthetic spectra S. This is shown for the gaussian

distribution in figure 4.4(b), all the distributions here tested give similar results. An

overestimation or underestimation of the high-energy part of the REs energy distri-

bution is reflected in the reconstruction of the experimental HXR spectrum, e.g. see

Tikhonov reconstruction in figure 4.4(b). The fact that a reconstruction affected by
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TABLE 4.1: For each of the synthetic distribution shown in figs. 4.4
to 4.7, here are compared the true value of the mean energy and max-
imum energy (defined as the 90, 99 and 99.9 percentiles of the recon-
structed distribution) and its estimate, calculated on the reconstruc-
tions calculated with SVD and ML-EM. For each entry two errors are
given: σT/σM. σT is the true error, i.e. the difference between the true
value and its estimate, while σM is the error computed with the Monte
Carlo method explained in section 3.5 and applied on the reconstruc-
tions shown in figs. 4.4 to 4.7. Reproduced from [85] with permission

of the publisher.

gaussian [MeV] SVD [MeV] ML-EM [MeV]

〈E〉 = 12.000 11.80± 0.2/0.10 12.007± 0.007/0.12
E90 = 15.762 15.15± 0.6/0.10 15.774± 0.012/0.10
E99 = 18.915 16.58± 2/2 18.919± 0.004/1.7

E99.9 = 21.25 25.83± 5/0.3 21.66± 0.4/5

exponential [MeV] SVD [MeV] ML-EM [MeV]

〈E〉 = 8.48 8.55± 0.07/0.06 8.54± 0.07/0.09
E90 = 19.32 20.03± 0.7/0.3 19.22± 0.10/0.4
E99 = 28.27 28.68± 0.4/0.5 28.47± 0.2/0.9

E99.9 = 29.80 29.90± 0.1/0.4 29.90± 0.10/0.5

maxwellian [MeV] SVD [MeV] ML-EM [MeV]

〈E〉 = 7.14 7.04± 0.10/0.07 7.18± 0.05/0.06
E90 = 11.08 10.78± 0.3/0.10 11.19± 0.10/0.15
E99 = 15.05 14.13± 0.9/7 15.46± 0.4/1.1

E99.9 = 18.00 22.78± 5/2 19.22± 1.2/7

maxwellian + gaussian [MeV] SVD [MeV] ML-EM [MeV]

〈E〉 = 6.25 6.06± 0.2/0.11 6.18± 0.08/0.12
E90 = 10.98 10.47± 0.5/0.4 10.88± 0.10/0.4
E99 = 14.13 13.32± 0.8/5 13.63± 0.5/4

E99.9 = 15.35 13.73± 1.6/6 14.74± 0.6/4

artifacts can still justify the experimental data is a consequence of the ill-posedeness

condition of the problem, which allows multiple admissible solution. This repre-

sents a serious limitation to a forward fit analysis that aims at fitting the HXR exper-

imental spectrum starting from first principle simulations of the REs energy distri-

bution. Due to the ill-posedeness of the problem, a successfull fit does not guarantee

that the simulated RE distribution is the correct one and that the simulation correctly

describes the physics of REs.

The estimates of the mean and maximum energy of the RE distribution are reported

in tables 4.1 and 4.2. Two errors are also reported for each entry: the true error

(i.e. the difference from the statistics calculated on the original synthetic distribution

and the reconstructed one) and the Monte-Carlo error calculated as described in sec-

tion 3.5. These tables quantitatively confirms what it has already been qualitatively
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TABLE 4.2: For each of the synthetic distribution shown in figs. 4.4
to 4.7, here are compared the true value of the mean energy and max-
imum energy (defined as the 90, 99 and 99.9 percentiles of the recon-
structed distribution) and its estimate, calculated on the reconstruc-
tions calculated with Tikhonov and Tikhonov with Poissonian statis-
tics. For each entry two errors are given: σT/σM. σT is the true error,
i.e. the difference between the true value and its estimate, while σM
is the error computed with the Monte Carlo method explained in sec-
tion 3.5 and applied on the reconstructions shown in figs. 4.4 to 4.7.

Reproduced from [85] with permission of the publisher.

gaussian [MeV] Tikhonov [MeV] Poisson [MeV]

〈E〉 = 12.00 12.18± 0.2/0.3 11.95± 0.05/0.4
E90 = 15.76 16.47± 0.7/0.5 15.97± 0.2/0.5
E99 = 18.91 19.22± 0.3/1.5 18.10± 0.8/1.3

E99.9 = 21.25 20.24± 1.0/1.3 19.02± 2/1.2

exponential [MeV] Tikhonov [MeV] Poisson [MeV]

〈E〉 = 8.48 8.79± 0.3/0.19 8.53± 0.05/0.4
E90 = 19.32 20.34± 1.1/1.1 19.22± 0.10/1.6
E99 = 28.27 28.88± 0.6/1.4 28.58± 0.3/2

E99.9 = 29.80 29.90± 0.10/0.9 29.90± 0.10/1.8

maxwellian [MeV] Tikhonov [MeV] Poisson [MeV]

〈E〉 = 7.14 7.05± 0.08/0.02 7.10± 0.03/0.5
E90 = 11.08 10.88± 0.2/0.1 10.98± 0.10/1.0
E99 = 15.05 13.63± 1.4/0.2 14.13± 0.9/2.0

E99.9 = 18.00 15.05± 3/1.0 15.25± 3/1.9

maxwellian + gaussian [MeV] Tikhonov [MeV] Poisson [MeV]

〈E〉 = 6.25 6.11± 0.14/0.08 6.18± 0.07/0.6
E90 = 10.98 10.58± 0.4/0.2 10.88± 0.10/2
E99 = 14.13 13.32± 0.8/0.9 13.52± 0.6/1.7

E99.9 = 15.35 14.34± 1.0/0.9 14.24± 1.1/1.6

noticed observing the reconstruction plots: i.e. ML-EM returns the best reconstruc-

tion of the original distributions. In the case of ML-EM, also, the true difference

between the original and reconstructed statistics is always less than ≈ 5% and al-

ways lies within one Monte-Carlo sigma. At the opposite end, SVD is still able to

reconstruct most of the statistics, which prove to be robust against artifacts in the

reconstruction. In some occasions, SVD misses the original statistics by more than

10% and given the poor performance shown in this section it will not be considered

for the analysis of experimental data included in section 4.3. Overall Tikhonov and

Poisson regularization give fair reconstructions of the original statistics, with Pois-

son that gets closer to ML-EM in terms of accuracy. The large Monte Carlo error

bands are however reflected in the σMs larger than ML-EM, especially for the mean
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energy (the maximum energy, being a non linear estimate, tends to mask this prob-

lem). For all the methods, the 99.9% estimate of the maximum energy is particularly

difficult to reconstruct, while the 99% is more reliable.

4.3 Application at ASDEX Upgrade

In this section, the performance of the four unfolding techniques introduced in chap-

ter 3 are tested over the HXR spectrum measured by the detector installed in the

Bragg bunker at AUG (see section 2.1.1) during shot #34084. The main goal is to

assess the robustness of the methods against the experimental limitations that affect

the measured spectra, such as the cut at low energy and the finite number of counts

in the measurement. Also the reliability of the RE energy distribution is here dis-

cussed by comparing the results of the four different reconstructions. Since the W
matrix for the detector considered in this section differs from other detectors (e.g.

the ones introduced in chapter 2) only in the part that describes the transport of the

hard X-rays from the tokamak to the scintillator, the results obtained in this section

can be extended to all the measurements of the bremsstrahlung HXR emission of

REs performed with HXR diagnostics based on LaBr3 scintillators.

Figure 4.8(b) shows three reconstructions of the RE energy distribution in the time

interval 1.00-1.13 s before the mitigation of the RE beam : with ML-EM, Tikhonov

and Poisson regularization (SVD has not been included due to the poor results ob-

tained with the synthetic tests of section 4.2). They are in agreement below 10 MeV,

while they differ significantly in the reconstruction of the high energy tail of the dis-

tribution. ML-EM returns a smooth tail with two small peaks at≈ 14 and≈ 19 MeV,

while Tikhonov sees almost no REs above ≈ 13 MeV and Poisson regularization re-

solves two distinct and isolated peaks that seem nonphysical. The HXR spectrum of

#34084 is shown in figure 4.8(a), the three lines represent the reconstruction of the

experimental data calculated convolving the reconstructions of figure 4.8(b) with the

transfer matrix W of figure 4.2. This is a ill-posed problem and as expected, all three

reconstructions fit the experimental spectrum. However ML-EM follows the high

energy tail of the data better than the other two methods, suggesting that its recon-

struction may be the most reliable of the three. In particular Tikhonov regularization

underestimates such tail, which confirms what has been shown in section 4.2: the

regularization of χ2 statistics does not take into account the Poissonian statistics of

the counting measurement of the RE’s bremsstrahlung emission. Thus this method

is prone to underestimate the high energy tail of the RE energy distribution.

Experimental data suffer from electronic noise at low energy, which is due to the

digital acquisition chain. To esclude such noise from the esperimental data, a low

energy cut at Ecut ∈ [0, 1] MeV is routinely applied at run time. Figure 4.3(b) shows

that for every ERE, most of the bremsstrahlung photons are measured in the energy
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FIGURE 4.8: Analysis of AUG shot #34084 in the time interval 1.00 -
1.13 s. (a) Black markers are the experimental HXR spectrum mea-
sured with the detector in the Bragg Bunker (when non visible the
errors are smaller than the marker size). The three lines are the con-
volution of the reconstruction of the RE’s energy distribution shown
in figure (b), with the transfer matrix W of figure 4.3(a). (b) RE’s en-
ergy distribution reconstructed with ML-EM (red solid line), Poisson
regularization (blue dashed line) and Tikhonov regularization (green
point-dashed line). The colored areas represent the interval of confi-
dence of the reconstruction computed according to section 3.5 (when
non visible the error bands are smaller than the line size). Reproduced

from [85] with permission of the publisher.
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FIGURE 4.9: Low energy cut test: comparison of the RE’s energy dis-
tribution reconstructed using ML-EM and applying increasing low
energy cuts to the experimental spectrum of AUG shot #34084 shown
in figure 4.8(a). The energy cuts were applied at 1 (yellow solid line),
2 (red dashed line), 4 (green dot-dashed line) and 6 (blue dotted line)
MeV. Black markers show the original ML-EM reconstruction of fig-
ure 4.8(b), while the gray area is the confidence band of the original
ML-EM reconstruction (when non visible the error bands are smaller
than the line size). Reproduced from [85] with permission of the pub-

lisher.

range [0, 3] MeV. The low energy cut, then, may cause a loss of information which

might degrade the reconstruction of the RE’s energy distribution at all energies. The

effect that this cut has on the reconstruction can be studied by applying multiple en-

ergy cuts, from 1 to 6 MeV, during the post-processing of the experimental spectrum

of shot #34084. Figure 4.9 shows the comparison between the reconstruction per-

formed with full statistics and the reconstructions performed the data sets obtained

after the application of the low energy cuts. Each reconstruction is affected by some

artifacts in an energy interval ≈ 2− 3 MeV wide right above the cut: [Ecut, Ecut + ∆],

with width ∆ ≈ 2− 3 MeV. In that region the reconstruction cannot be trusted, which

suggests that the fact that the RE distribution goes to 0 for ERE → 0 in figure 4.8(b)

is an artefact generated by the low energy cut applied to the experimental data. The

reconstruction at energies close to ERE = 0 might also be underestimated due to an

underestimation of the shielding around the detector in the simulations for W com-

putation. In fact equation (3.1) tells that F and W are inversely proportional and,

as pointed out in [82], the materials on the detector LOS mostly attenuate low en-

ergies photons, changing the measured spectrum mostly in the low energy region.

If the shielding on the detector LOS is too simplified, the expected spectrum gener-

ated by a low energy RE, i.e. W(ERE), will be overestimated and the reconstructed

F(ERE) will be underestimated. Thus, the modelling of the detector LOS is crucial

for reconstructing F(ERE) at low energies.

On the other hand, in figure 4.9, the reconstructions are in good agreement with
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FIGURE 4.10: Inverse of the transfer probability matrix W shown in
figure 4.3(a). Figure (a) has been calculated using MLEM, i.e. equa-

tion (3.14). Figure (b) has been calculated using SVD.

one another above Ecut + ∆. The only difference is that the peaks are slightly ac-

centuated in the reconstructions with higher Ecut. In figure 4.9 all reconstructions

have been performed using ML-EM, however the same results can be reproduced

using Tikhonov regularization. The behaviour of the low energy cut here reported

can be explained by studying the inverse of the transfer matrix W. In figure 4.10,

the inverse W−1 has been calculated on AUG shot #34084 using both MLEM and

SVD algorithms. More precisely, W−1
MLEM in figure 4.10(a) has been calculated ap-

plying equation (3.14) on the last iteration of the reconstruction, which is shown in

figure 4.8(b). The SVD inverse has both positive and negative values, which jus-

tify the negative artefacts present in most of SVD reconstructions, e.g. in figs. 4.4

to 4.7. The MLEM is positive definite and, apart from some computational noise,

is a banded matrix on the counter diagonal. Thus there is a sort of bijective corre-

spondence between energy regions in the detector and RE spaces: the low energy

part of the measured spectrum contains information that are used mainly in the re-

construction of the low energy part of the RE’s energy distribution (the same holds

for the high energy region). This justify the fact that the low energy cut modify the

reconstruction only in an energy interval ≈ 2− 3 MeV wide right above the cut.

Another experimental limitation is that HXR measurements in RE experiments often

collect few counts: [40] shows that roughly 40% of the RE experiments considered

generated less than 1k counts on the HXR diagnostics installed at AUG (see sec-

tion 2.1). On the other hand, even when the statistics of the experimental data is

highier, the time traces of the plasma currents and the reconstruction of the mag-

netic equilibrium evolve extremely fast suggesting the necessity to perform an anal-

ysis on small time intervals to fully describe the time evolution of the RE’s energy

distribution function over the disruption. Then it becomes crucial to assess which is
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FIGURE 4.11: Minimum number of counts in measured HXR spec-
trum test: the RE’s energy distribution for AUG shot #34084 has been
reconstructed with ML-EM from random sub-samples, with 1, 5, 10,
20 kcounts, of the experimental spectrum in figure 4.8(a). For each
number of counts, 10 extractions have been made: the markers rep-
resent the average value of the RE’s mean (< E >) and maximum
energy (E90 and E99) in each set of extractions, while the colored ar-
eas show their standard deviation. For reference, dashed lines show
the estimate of these statistics obtained from the ML-EM reconstruc-
tion in figure 4.8(b). Reproduced from [85] with permission of the

publisher.

the minimum number of events in the measured spectrum necessary for a success-

ful inversion of the RE’s 1D energy distribution with the methods implemented. To

this extent, the complete statistics of AUG shot #34084 was considered: an event list

has been generated from the measured spectrum. The REs energy distribution was

considered to be constant during the interval of time considered for the measure-

ment, thus the same hypothesis holds for the measured HXR spectrum. From this

event list, random sub-samples with 1, 5, 10 and 20 kcounts were uniformly drawn

to generate smaller, statistically independent measurements of the HXR spectrum of

AUG shot #34084. For each number of counts 10 samples have been drawn, which

were then analyzed with ML-EM, Tikhonov and Poisson regularizations. Figure 4.12

shows three reconstructions for each number of counts. All reconstructions are per-

formed with ML-EM and, in each graph, the reconstruction retrieved with the com-

plete statistics of AUG shot #34084 is also shown for reference. From figure 4.12, the

stability of the reconstruction can be studied and the minimum number of counts

necessary for performing an inversion can be determined.

ML-EM is able to retrieve the general shape of the energy distribution even at 5k

counts, giving the most reproducible reconstructions and proving to be the more ro-

bust method against low statistics, i.e. high noise, in the experimental data. ML-EM

performance suggests it can reconstruct the RE’s energy distribution with a time res-

olution of roughly 5− 10 ms, assuming a signal of 1 MCps incident on the detector.
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FIGURE 4.12: Stability of the reconstruction of independent random
draws of AUG shot #34084 with (a) 1k, (b) 5k, (c) 10k, (d) 20k counts.
For each number of counts, three reconstructions are shown with
solid blue, red and green lines. Each reconstruction was performed
on a different independent random draw, using ML-EM. For compar-
ison, black markers show the original ML-EM reconstruction of fig-
ure 4.8(b), while the gray area is the confidence band of the original
ML-EM reconstruction (when non visible the error bands are smaller

than the line size).

Poisson regularization is far less reliable than ML-EM, showing substantial differ-

ences, especially in the high-energy part of the RE’s energy distribution, between

reconstructions performed over different draws of 20k counts each. This suggests

that Poisson minimization is strongly influenced by the high level of noise in the

high-energy tail of the measured spectrum. On these basis, also the two peaks struc-

ture between 10 and 20 MeV shown in 4.8(b) are probably artefacts. Better results

are given by the χ2 statistics of Tikhonov regularization, which, as already pointed

out, penalizes the high-energy counts in the measured spectrum. Similar to ML-EM,

Tikhonov retrieves the main features of the RE’s energy distribution already with

5− 10 kcounts.

As shown in section 4.2, also in this case the estimates of RE beam statistics have
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proved to be robust against the presence of artefacts in the reconstruction. For each

set of random draws, figure 4.11 shows the average and the dispersion of the mean

and maximum energy. 〈ERE〉 has a relative small dispersion around the value re-

constructed using the full statistics, meaning that it can be reliably reconstructed

also when the inversion is performed on as little as 1k counts. Assuming again a

signal incident on the detector of 1 MCps, the average energy can in principle be

reconstructed with a time resolution as high as 1 ms. E90 has a relatively larger dis-

persion, but can still be reconstructed quite accurately with as little as 5k counts.

Higher percentage estimators, like E99, have a even wider dispersion, which make

them not suitable for use with discharges where low number of counts have been

detected. On the other hand, all four estimators retrieve on average the value recon-

structed using the full statistics, regardless of the number of counts in the draw used

for the inversion. Assuming a signal of 1 MCps incident on the detector, the maxi-

mum energy of the RE beam can in principle be reconstructed with a time resolution

of roughly 5 ms, depending on the estimate.
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Chapter 5

Weight functions in 2D
velocity-space

Chapter 4 is dedicated to the reconstruction of the REs’ 1D energy distribution. The

model implemented in the transfer matrix W is based on the assumption that the

RE beam is mono-pitch, with pRE = −1 (i.e. the REs moves counterclockwise with

a velocity antiparallel to the magnetic field). Since the cross section for bremsstrah-

lung emission is also a function of the angle of emission with respect to the particle

velocity, in section 5.1 the inverse model W is generalized to the 2D velocity-space

expressed in energy and pitch (ERE, pRE). A paper on the calculations of the 2D

weight functions here presented was submitted for publishing and a copy of the

submitted manuscript is included in part IV.

The matrices W are here presented in the weight function formalism [36, 37], that

focuses on W(Esignal = const), i.e. on the probability that the detected signal has

been emitted by an RE with a certain energy and pitch. This is a visual represen-

tation of the sensitivity of the detector in the 2D velocity-space and will be used

in section 5.2 to determine the region of higher sensitivity of the HXR diagnostics

installed at JET as well as their capability of accessing all regions of the (ERE, pRE)

plane. Apart from being used for solving the inverse problem and reconstruct the

REs’ 2D velocity-space distribution, weight functions can be employed as synthetic

diagnostics in the forward model to generate the expected HXR spectra to be com-

pared with the experimental data. In this context, the weight function formalism

can also tell the fraction of the measured spectrum generated by different intervals

of the (ERE, pRE) velocity space.

5.1 2D velocity-space weight functions

The bremsstrahlung cross section, introduced in equations (4.4) and (4.5) of sec-

tion 4.1, depends on the energy Eγ of the emitted photon, the energy ERE of the
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FIGURE 5.1: Visual representation of the geometry implemented for
computing the 2D velocity-space weight functions for REs’ brems-
strahlung emission WB(EHXR, ERE, pRE). The results of such calcula-

tions are presented in figs. 5.4 to 5.6.

emitting RE and the angle of emission θ. In particular θ is the angle between the par-

ticle velocity and the versor defining the direction of the detector LOS ( ˆLOS). It is

determined by the versor ˆLOS, the magnetic field B, the RE pitch pRE =
vRE,‖
vRE

and its

gyro-phase φRE. The inverse problem (4.1) thus can be promoted to a 2 dimensional

convolution that links the measured energy of the bremsstrahlung HXR with both

the RE energy and pitch angle:

S(Emeasured) =
∫ ∞

0

∫ 1

−1
W(Emeasured, ERE, pRE)F(ERE, pRE) dpRE dERE (5.1)

as usual Emeasured represents the measured energy of a bremsstrahlung photon, S
represents the measured HXR spectrum, F the REs energy distribution function and

W(ERE, pRE, EHXR) the transfer matrix. In this case F can be expressed in matrix

form as it spans the 2D velocity space defined by ERE and pRE.

Following section 4.1, W(ERE = E, pRE = p) is the expected spectrum emitted by

a mono energetic and mono pitch beam. It contains the combined probability that

three independent processes take place: the bremsstrahlung emission of a HXR pho-

ton from the interaction between a relativistic RE and a thermal ion (whose prob-

ability is described by WB), its propagation to the detector and its detection by the

scintillator crystal or any active medium of the detector in use (the last two processes
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are usually condensed into the Detector Response Function (DRF) WDRF):

W(Emeasured, ERE, pRE) =
∫ ∞

0
WDRF(Emeasured, Eγ) ·WB(EHXR, ERE, pRE) dEHXR.

(5.2)

Similarly to chapter 4, WDRF has been computed using the MCNP code [38], while

WB(EHXR, ERE, pRE) has been computed according to:

WB(EHXR, ERE, pRE) =
|vRE|∆t

2π
ni dΩ

∫ 2π

0

dσ

dEHXR dΩ
(EHXR, ERE, θ(pRE, φ)) dφ.

(5.3)

In this chapter WB has been calculated considering only the signals emitted by REs

positioned at the center of the LOS under consideration. For this reason, in equation

(5.3), the LOS collapses to a single point and θ loses its spatial and magnetic depen-

dency. Also, the magnetic field is assumed to be purely toroidal and uniform over

the poloidal plane, so to make the relation between B and the LOS direction evident.

Similarly to chapter 4, dσ
dEHXRdΩ , that appears in (5.3), has been computed using the

semi-empirical cross sections derived by Salvat in refs. [26, 27], which can be ex-

pressed as the product (4.4) of two factors, here termed energy factor dσ
dW (Z, ERE, k)

and angular factor p(Z, ERE, k| cos θ) (here k is defined as k = EHXR
ERE

). The former is de-

fined in equation (49) in ref. [26], while the latter is defined in (4.5). Given a certain

position, the signal generated by REs with a given energy and pitch is the sum of the

signals generated by REs having all the possible gyro-angles. Thus in (5.3) the dou-

ble differential cross section is integrated over all the gyro-phases of the RE motion.

Figure 5.1 shows the geometry used for the calculations here described. A visual

representation of the two factors of (4.4) is presented in figure 5.3 for channel 5 of

the GCU and a Ar background plasma. It can be compared with the corresponding

W presented in figure 5.4. It is worth noting that most of the characteristics dis-

played in figs. 5.4 to 5.6 are already contained in the angular factor (4.5), which does

not depend on the energy of the emitted photon. The low energy cuts in figs. 5.4

to 5.6, instead, are due to the fact that bremsstrahlung photons are emitted with an

energy lower than the energy of the RE particle: EHXR < ERE. These low energy

cuts are introduced by the energy factor shown in figure 5.3(b). The factorization of

the bremsstrahlung cross section into the two factors here described comes in handy

when computing WB as it allows to reduce the computation of a 3D tensor to the

computation of two 2D matrices.

The probability function of the emission angle θ generated by the uniform scan of

the gyro-angle phase φ is plotted in figure 5.2. A LOS observing the plasma with an

angle α = 60 deg is considered and multiple values of the particle pitch angle are

shown. Let’s define θp = arccos pRE the pitch-angle of the particle. The width of the

distribution is equal to two times the angle α between the LOS direction l̂ and the

magnetic field B, if α < θp < π− α, otherwise the width of the distribution is simply
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FIGURE 5.2: Scan of the angle of emission θ towards a hypotetical
LOS that observes the plasma with a inclination of α = π

3 rad with re-
spect to the toroidal versor of the poloidal plane defined by the GCU
LOS (see figure 5.5 for the respective 2D weight function). ERE = 1
MeV for all plots, while pRE = −0.87 (a), −0.25 (b), 0.5 (c) and 0.95
(d). The blue histrogram is θ pdf as defined in (5.13); the red mark-
ers are the emission angles resulted from the uniform scan of the RE
gyro-phase space prescribed in (5.3) for the calculation of WB; the or-
ange histogram is the contribution to WB of the corresponding angle

of emission, i.e. dσ
dEHXR dΩ (EHXR, ERE, θ) dθ.

∆ = 2θp and converges to α, π − α for pRE = 1, −1 respectively. The distribution

is convex and the magnitude of this convexity depends again on α. If α = 0, then

the LOS is tangent to B and the REs emit with a fixed angle, regardless of their gyro-

phases. On the other hand, a radial LOS is perpendicular to B and this ensures that

the distribution of θ is symmetric around π
2 regardless of pRE. The characteristics of

f (θ) shown in figure 5.2 can be interpreted by deriving an analytical expression for

this distribution function.

Let’s start from calculating the distribution of cos(θ). Consider a purely toroidal

magnetic and define the ŷ axis such that B̂ ‖ −ŷ. The other two dimensions can be

defined as follows: x̂ is the versor parallel to the component of the LOS direction

perpendicular to the magnetic field, while ẑ = x̂ × ŷ. The LOS, then, lies in the
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FIGURE 5.3: The (a) angular and (b) energy factors of (4.4) calculated
for channel 5 of the GCU considering a Ar plasma in background and
a HXR emission of EHXR = 1 MeV. (a) shows the angular emission
probability defined in (4.5) calculated for the emission angle defined
by the RE velocity and the detector LOS, note that this probability is
symmetric around pRE = 0 in the case of a radial LOS such as the
ones of KN3G channels (see also figure 5.4). (b) shows the energy

probability factor dσ
dW (Z, ERE, k).

x− y plane. If we term α the angle between the LOS and the magnetic field, then the

versor defining the LOS is: ˆLOS = cos(α)B̂ + sin(α)x̂. The velocity of the particle

can be expressed as:

v = v cos(θp)B̂ + v sin(θp)B̂⊥,

where θp = arccos(p) is the pitch angle and B̂⊥ is the versor that defines the direction

of the perpendicular velocity of the particle. B̂⊥ can be expressed as a function of the

gyro-phase: B̂⊥ = cos(φ)x̂− sin(φ)ŷ. The cosine of the emission angle θ, then, can

be expressed as:

cos(θ) = ˆLOS · v̂
= (cos(α)B̂ + sin(α)x̂) · (cos(θp)B̂ + sin(θp)B̂⊥)

= cos(α) cos(θp) + sin(α) sin(θp) cos(φ). (5.4)

Assume that the gyro-phase of the particle is uniformly distributed, the distribution

of the cosine of the emission angle can be derived applying two changes of variable

for probability density functions. Consider two generic random variables A and B
with pdf fA(a) and fB(b). If there exists a function g such that a = g(b), then the

change of variables reads:

fA(a) = fB(b)
∣∣∣∣
db
da

∣∣∣∣

= fB(g−1(a))
∣∣∣∣

d
da

g−1(a)
∣∣∣∣ . (5.5)
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To retrieve the pdf of cos(θ), let’s first calculate the pdf for cos(φ), which for brevity

will be referred as to pφ = cos(φ). The inverse function in this case is:

φ =

{
arccos(pφ) if 0 ≤ φ < π

2π − arccos(pφ) if π ≤ φ < 2π

so the distribution function for pφ is:

fpφ(pφ) =
1

2π

(∣∣∣∣
d

dpφ
arccos(pφ)

∣∣∣∣+
∣∣∣∣

d
dpφ

(2π − arccos(pφ))

∣∣∣∣
)

(5.6)

=
1
π

1√
1− p2

φ

. (5.7)

Then, we must change variables from pφ to cos(θ), obtaining the distribution func-

tion of cos(θ):

f (cos(θ)) =
1
π

1
sin(α) sin(θp)

1√
1− cos2(φ)

. (5.8)

Equation (5.8) is valid for: α 6= 0, θp 6= {0, π} and φ 6= {0, π}. It is minimum for

φ = π
2 , which corresponds to a particle having v⊥ perpendicular to x̂, which is the

projection of the LOS versor on the x− y plane. Since φ ∈ [0, 2π), (5.4) implies that

the domain of (5.8) is:

cos(θ) ∈ [cos(α + θp), cos(α− θp)]. (5.9)

If θp = 0 or π, i.e. pRE = ±1, this domain collapses to a single point and the emission

angle θ can assume a fixed value regardless of the gyro-angle φ. In particular θ = α if

pRE = 1 and θ = π− α if pRE = −1. Since θ ∈ [0, π], the cosine is symmetric around

0 and it is a monotonic decreasing function, then the width ∆ of the distribution of θ

can be retrieved from equation 5.9:

∆ =

{
2α if α < θp

2θp if α > θp
. (5.10)

This confirms what has been observed in figure 5.2. Finally, let’s consider those

situations for which (5.8) does not hold. If α = 0, then ˆLOS ‖ B̂. From (5.4), the

emission angle is fixed: θ = θp, regardless of the gyro-phase φ.

If the poloidal magnetic field is also considered, B̂ is no longer parallel to the toroidal

axis and (5.8) does not hold. A more general formula for the distribution of the

emission angle θ, fθ can be analytically derived by considering the emission angle
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as a function of the gyro-phase of the particle:

θ = g(φ)

= arccos
{

vRE · (D− P)
vRE‖D− P‖

}
≈ arccos

{
vRE · (−l̂)

vRE

}
(5.11)

= arccos
{[

pREB̂ +
√

1− p2
RE(cos(φ)ĝx + sin(φ)ĝy)

]
· D̂P

}
. (5.12)

Here ĝx =



−By − Bz

Bx

Bx


 and ĝy = ĝx ∧ B̂ are the two vectors perpendicular to

B̂ that define the gyro-plane where v⊥ lives, D is the position of the center of the

detector and P is the particle position. In equation (5.3), the scan in φ has been

conducted using a uniform probability in [0, 2π), thus the probability distribution of

the emission angle θ can be explicitly retrieved as a change of variable:

fθ(θ) = fφ(g−1(θ))

∣∣∣∣
d
dθ

g−1(θ)

∣∣∣∣ (5.13)

=
1

2π

∣∣∣∣
d
dθ

g−1(θ)

∣∣∣∣ . (5.14)

(5.12) can be inverted by noticing that it is an equation of the type A cos(φ)+ B sin(φ)+

C = 0:
cos(θ)− pREB̂ · D̂P√

1− p2
RE

= ĝx · D̂P cos(φ) + ĝy · D̂P sin(φ),

which can be solved by substituting the sine and cosine of φ with the tangent half-

angle formulas. The inverse function then reads:

φ = 2 arctan




√
1− p2

RE ĝy · D̂P±
√
(1− p2

RE)
[
(ĝx · D̂P)2 + (ĝy · D̂P)2

]
− (cos(θ)− pREB̂ · D̂P)

√
1− p2

RE ĝx · D̂P− pREB̂ · D̂P + cos(θ)


 .

(5.15)

The domain of this function is φ ∈ [0, 2π)− {0, π}, which comes from the fact that

tan( φ
2 ) and cot( φ

2 ) diverge respectively for φ = π, 0. (5.15) can finally be substituted

in (5.13) to obtain the probability density function of θ. The comparison between fθ

calculated according to (5.13) and the sampling of the emission angle resulting from

a uniform scan of the RE gyro-phase space, ensures the reliability of the gyro-phase

scan performed in WB calculations. At the same time, (5.13) can be used to sensibly

reduce the dimension of the gyro-phase scan by orders of magnitudes, thus saving

computational time while preserving the accuracy of WB.

Figure 5.2 also shows WB(cos(θ)) as a function of the emission angle θ. This profile

represents the relative importance of each emission angle θ to the calculation of WB
and shows that WB is dominated by the emission corresponding to the minimum θ,
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regardless of pRE. If the same matrices were to be calculated using only the gyro-

phases corresponding to the minimum angle of emission, the resulting WB would

still retrieve all the qualitative characteristics displayed in figures 5.4, 5.6 and 5.5,

its absolute value however would had been orders of magnitude below the one ob-

tained from a full scan of the particles gyro-phases. This is not surprising given the

high anisotropy of the bremsstrahlung emission at relativistic energies such as the

ones reached by REs during plasma disruptions.

Finally it is worth noting that, in this simplified model, WB(ERE = E, pRE = p)
is the sum of the emission probability related to REs that are following different

trajectories: each trajectory intersects in x, with the corresponding RE having ERE =

E, pRE = p, but different values of φ. In other words, the value of φ defines the

trajectory followed by the RE. This is the opposite reasoning of orbit-based weight

functions, where WB is the sum of all the signals emitted by REs following the same

orbit, in different positions inside the detector LOS (see refs.[88–91] for orbit-based

weight functions applied to fast-ions).

5.2 Application at JET

JET is equipped with a set of hard X-ray spectrometers which can be divided into

three groups: the gamma camera upgrade (GCU), which is discussed in details in

section 2.2.1, a set of gamma-ray spectrometers having vertical line of sight (V-GRS)

and a spectrometer having a tangential line of sight (T-GRS), the latter two being

introduced in section 2.2.2.

The weight functions in 2D velocity-space for the HXR diagnostics installed at JET,

in the case of a purely toroidal magnetic field and point source of photons, have been

calculated using (5.3) and are here presented in figs. 5.4 to 5.6. All LOS considered

in the present section have dynamic range [0, 30] MeV and, for each of them, three

Emeasured energies are presented: 1, 10 and 20 MeV. Here the particle pitch is defined

as pRE =
vparallel

v and, even if REs are expected to have mostly pitch close to 1, in the

following calculations the pitch scans the interval [−1, 1].

In figure 5.4, the weight functions for channel 5 of the GCU is presented. The LOS

of both the GCU and KM6S are radial and perpendicular to the toroidal magnetic

field considered in this section, regardless of their orientation in the poloidal plane.

Thus figure 5.4 is also representative of all other channels of the GCU, as well as

the two radial spectrometers KM6S. For the present analysis, the only differences

are due to the scintillators dimensions and the detectors distance from the machine.

Radial LOS are most sensitive to particles having pRE = 0, regardless of their en-

ergy. In fact, consider a particle having pRE = 0 on the detector LOS, its velocity

is completely perpendicular to the toroidal magnetic field and lies on the poloidal
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plane. Depending on the gyro-phase of the particles motion on the LOS, the angle

between the particle velocity and the LOS varies between [0, π]. Thus there exists at

least a particle having a gyro-phase such that the detector observes the bremsstrah-

lung photons emitted by the particles with null emission angle, θ = 0. If the particle

has pRE 6= 0, the angle between the particle velocity and the detector LOS varies

between [π
2 − arccos(pRE), π

2 + arccos(pRE)], thus the minimum angle of emission

towards the detector is θmin = π
2 − arccos(pRE) > 0. Since the bremsstrahlung emis-

sion is anisotropic, the detection probability has its maximum for θmin = 0, i.e. for

pRE = 0. The perpendicularity between the radial LOS and the magnetic field is

responsible for the symmetry around pRE = 0 of the weight function in figure 5.4,

i.e. pRE > 0 and pRE < 0 particles have the same probability of detection.

The weight function of the tangential LOS of KM6T strongly depends on the position

and width of the RE beam core. In the calculations here presented, the width of the

beam has been considered negligible and a toroidal symmetry has been supposed.

The poloidal position of the RE beam defines the angle α between KM6T LOS and

the magnetic field. This is shown in figure 5.7, where the toroidal sketch of KM6T

LOS and different RE beam positions are presented. Since the RE beam often drifts

to the high-field side on JET (see for example figures 6.17 and 6.18) and the RE dy-

namics evolves rapidly throughout a disruption, the angle α can vary significantly in

the span of a ms. This means that the analysis of KM6T data requires the calculation

of multiple weight functions, one for every reconstruction of the magnetic equilib-

rium during the plasma disruption. In this section two examples of KM6T weight

functions are presented.

Let’s first consider an RE beam positioned roughly at the centre of the poloidal plane,

in this scenario the angle α between KM6T LOS and the magnetic field is approxi-

mately of 50 degrees. The resulting weight function is shown in figure 5.5. The detec-

tor sensitivity is maximum for those particles having pitch of pRE = cos(50) = 0.64,

regardless of their energy. For such REs, the velocity is parallel to the detector LOS

and the detector observes their frontward emission. Overall the weight function

loses the symmetry around pRE = 0 that has been found in the radial LOS: the de-

tector is significantly more sensitive to those particles having positive pitch when

they cross the LOS, with respect to those particles having negative pitch. In fig-

ure 5.6 the probability of detection for radiation emitted by REs moving towards and

away from the detector has been separated: in fact the detector is 3 order of mag-

nitudes more sensitive to particles with pRE > 0 and using two color scales reveal

that the shape of the weight function differ in the two regions of the pitch-space.

For pRE < 0 the (relative) sensitivity peak is localized at RE energies ERE close to

Emeasured, especially if weight functions for low Emeasured are considered. This is due

to the anisotropy of the bremmstrahlung emission, as in fact p ∈ [−1, 0] corresponds
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FIGURE 5.4: 2D velocity-space weight functions for the channel 5
spectrometer of the JET GCU (KN3G), with radial LOS. Three signal’s
energies have been considered: (a) Emeasured = 1 MeV, (b) Emeasured =
10 MeV, (c) Emeasured = 20 MeV. Similar results have been obtained for
the other channels of the GCU and for the two radial spectrometers

KM6S1 and KM6S2.
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FIGURE 5.5: 2D velocity-space weight functions for the JET tangen-
tial spectrometer KM6T, assuming that the RE beam is on the center of
the poloidal plane and the angle with the magnetic field is α = 50 deg.
Three signal’s energies have been considered: (a)(b) Emeasured = 1
MeV, (c)(d) Emeasured = 10 MeV, (e)(f) Emeasured = 20 MeV. For includ-
ing as many details as possible, each weight function has been plotted
with two colormaps: one for particles having negative pitch ((a), (c),
and (e)) and one for particles having positive pitch ((b), (d), and (f)).
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FIGURE 5.6: 2D velocity-space weight functions for the JET tangen-
tial spectrometer KM6T, assuming that the RE beam has drifted to-
wards the high-field side and the angle with the magnetic field is α =
0. Three signal’s energies have been considered: (a)(b) Emeasured = 1
MeV, (c)(d) Emeasured = 10 MeV, (e)(f) Emeasured = 20 MeV. For in-
cluding as many details as possible, each weight function has been
plotted with two colormaps: one for particles having negativ pitch
((a), (c), and (e)) and one for particles having positive pitch ((b), (d),

and (f)).
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FIGURE 5.7: KM6T tangential line of sight. Black lines are the JET
wall on the equatorial plane, the red circumference passes through
the center of the poloidal plane, the blu circumference is the posi-
tion the RE beam should assume in order to make the angle between

KM6T LOS and the magnetic field equal to 0.

to an emission angle θ ∈ [40, 130] deg. The more energetic is the RE, the more an-

isotropic is the bremsstrahlung emission increases with the REs energy: thus it is

relatively more probable that a low energy RE emits backward than a high energy

RE.

If the RE beam drifts towards the high-field side, the angle α decreases. In figure 5.6,

the infimum case of α = 0 is considered as a limit example of how the weight func-

tion of KM6T is modified by this drift. The maximum of the weight function is

moved to pRE = 1. It is worth noting that in this special case the LOS is parallel to

the magnetic field: the LOS lies on the axis of symmetry of the gyro-motion. Thus the

emission angle is defined by ERE and pRE only and the scan over the gyro-phases is

no longer necessary. In this case the difference in sensitivity between particles hav-

ing p > 0 and p < 0 is accentuated: the detector is 4 orders of magnitude more

sensitive to the former ones. In fact for α = 0, the semi-axis p ∈ [−1, 0] corresponds

to an emission angle θ ∈ [π
2 , π]. The observations made for KN3G and KM6T can

be extended to LOS having a generic orientation with respect to the toroidal ver-

sor. Defining α the angle between the LOS and the magnetic field at the position

of the core of the RE beam, the detector is most sensitive to those particles having

pRE = cos(α), for which there exists at least one gyro-phase that corresponds to an

head-on emission towards the detector. Moreover the weight function is always a

even function around pRE = cos(α). The width of the sensitivity peak is also pro-

portional to α.

The weight functions here calculated take into account a point RE beam in a purely

toroidal magnetic field. The poloidal magnetic field is expected to generate small
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corrections in the weight functions: the position of the peak in sensitivity should be

slightly shifted on the pitch-axis according to the change in the angle between ˆLOS
and B̂. If the width of the RE beam is also taken into account, on the other hand,

the weight function should be calculated performing a scan over the intersection be-

tween the LOS and the RE beam spatial distribution. The weight function, then, can

be considered as the sum of many different matrices W calculated as in section 5.2,

one for each position considered in the scan. This sum should be also weighted

for the RE density in each position of the scan. In each position the angle between
ˆLOS and B̂ differs, resulting in a broader sensitivity peak. This effect is expected to

be more pronounced for the tangential LOS of KM6T, for which the angle between
ˆLOS and B̂ can vary from 0 rad to 60 deg. At the moment no solid estimate of the

spatial distribution of the RE density is available for such calculations, however in

section 6.3 some steps towards the reconstruction of the RE poloidal distribution are

presented.
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Chapter 6

Tomography with the upgraded
JET Gamma Camera

The operation of the JET gamma-ray camera upgrade (GCU) started during JET cam-

paign C38 with two main goals: the detection of the gamma-ray radiation emitted

by fast ions, especially during ion cyclotron rasonance heating (ICRH) experiments,

and the observation of the bremsstrahlung radiation emitted by runaway electrons

during plasma disruptions.

In particular one experiment of the C38 campaign aimed at studying the application

of the three ion scheme for ion cyclotron resonance heating (ICRH), introduced in

section 1.2, to D3-He mixed plasmas [17]. In these discharges, the NBI was used as

a source of fast deuterium DNBI that was further accelerated to energies in the MeV

range by the ICRH power. These experiments were also intended as a mock up of

the alpha generation in DT plasmas and they aimed at studying the dynamics of the

α-particles born in 3He(D, p)α reactions before the 2021 DT campaign [43].

Thanks to its improved resolution (5% at 662 keV), dynamic range ([0, 30] MeV) and

counting rate capability (up to 1 MCps) [45, 46, 92], the GCU has been able to detect

γ-rays at the energy of 16.4 MeV born from the 3He(D, γ)5Li reaction during the

(D)-(DNBI)-(3He) three ions scheme experiments. This reaction is a minor branch of

the 3He(D, p)α reaction (see section 1.1) and thus the tomographic reconstruction of

its emissivity spatial distribution is equivalent to the α-particles source spatial dis-

tribution. At the same time, the alphas are generated by DNBI and their distribution

also has information on the RF energy deposition profile.

In this chapter, a new implementation of the tomographic algorithm introduced in

ref. [49, 60, 80] for the reconstruction of the plasma emissivity spatial distribution

in the poloidal plane [93–95] is presented. The method is then applied to three ion

scheme experiments for the reconstruction of the α-particles spatial distribution. A

runaway electron mitigation experiment is also considered and a preliminary at-

tempt to reconstruct the runaway electrons spatial distribution is presented.
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FIGURE 6.1: (a) The orange bands represent the fan geometry of the
LOS of each channel of the GCU, while in blue are shown the pix-
els that intersect at least with one LOS. (b) Probability that a photon
emitted in a certain position will be measured in any channel of the
GCU, i.e. the sum of all rows of the transfer matrix: ∑i Wij. The LOS
centre of each GCU channel is shown in orange dotted lines and the

numbering of the GCU channels is also reported in orange.

6.1 Tomographic reconstruction

The tomographic inversion problem is based on the same formalism adopted in

chapters 3 and 4, where four deconvolution methods have been presented in the

context of the REs 1D energy distribution reconstruction during plasma disruptions.

The poloidal section spanned by the GCU is divided into pixels and the plasma emis-

sivity can be discretized over such pixels to form the image F. The inverse problem,

then, is:

S = W · F (6.1)

with S being a 19 entries vector containing the total number of counts measured by

each channel of the GCU. If necessary, S might be restricted to an arbitrary energy

window to select a specific radiation emitted by the plasma: that is the case of sec-

tion 6.2, where a Esignal > 10 MeV cut is applied to the spectra measured during the

three-ions ICRH scheme experiments in D− 3He mixed plasmas to select the 16.4

MeV signal emitted by 3He(D, γ(16.4 MeV))α fusion reactions. Each entry of S con-

tains a measurement of the plasma emissivity integrated over the respective detector

LOS.

All that is left to do is to calculate the matrix entries Wij, which are the probability
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that the radiation emitted in the j-th pixel will be detected by the i-th channel of the

GCU, under the hypothesis that the emission is isotropic. This probability depends

on the geometry of the pixel-LOS system, which is shown in figure 6.1(a), and not on

the energy of the emitting particles. As a first, naive model that takes into consider-

ation only the intersection between the LOS fan and the pixel, Wij can be expressed

as a Boolean variable:

Wij =

{
0 if LOS ∩ pixel = ∅

1 if LOS ∩ pixel 6= ∅
. (6.2)

A global representation of this model is included in figure 6.1(a): each pixel has

associated the probability that an emitted photon will be measured by any channel

of the GCU, i.e. ∑i Wij. Since each pixel intersects three GCU LOS at most and

there are white regions that contain pixels that do not lie on any LOS, the matrix W
can be said to be sparse. The pixel grid can be adjusted to maximize the number

of pixels observed by the GCU, however figure 6.1(a) still shows some pixels that

do not lie on any LOS especially in the high-field side. In order to better cover the

poloidal plane in its entirety, thus, one should interpolate the experimental data with

virtual lines of sight. The model (6.2) has been applied to the neutron camera and

the previous gamma camera system [60, 80, 93, 96] obtaining good results, especially

in the reconstruction of the spatial distribution of the neutrons source. On the other

hand, when applied to the D− 3He experiments discussed in section 6.2, the same

model has generated artefacts in the reconstruction of the α-particle source, probably

due to the lack of statistics in the measurements of the 16.4 MeV gamma emission.

In order to analyze this emission, the LOS and pixel geometry must be included in

W. The probability Wij is then proportional to the fraction of the pixel area observed

by the LOS multiplied to the solid angle subtended by the detector as seen from the

pixel centre:

W(LOS, pixel) =
A(LOS ∩ pixel)

A(pixel)
dΩ(LOS, pixel)

4π
,

dΩ(LOS, pixel) is the solid angle of a cone with its apex at the center of the pixel and

its base at the detector. It can be calculated as 4π sin2
(

β
2

)
, with β the angle at the

apex of the cone, which is equal to arctan
(

d
2|DP|

)
with apex of the solid angle. So

the matrix can be calculated as:

W(LOS, pixel) =
A(LOS ∩ pixel)

A(pixel)
sin2

[
1
2

arctan
(

d
2|DP|

)]
(6.3)

where A is the area of the object between parenthesis, dΩ the solid angle, d the

scintillator diameter and |DP| the distance between the pixel and the detector. This

model is shown in figure 6.1(b), where the poloidal plane has been divided into
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FIGURE 6.2: Reconstruction of the standard JET magnetic equilibrium
in divertor configuration inside the LCFS. The flux lines have been
downloaded from Flush for JET discharge #95679 at the instant t = 10

s.

9× 9 mm pixels arranged in a 25x42 image (1050 pixels in total). The comparison

with figure 6.1(a) also shows that (6.2) overestimates Wij for the vertical channels

that observe the high-field side (j = 11, 12, 13 and 14). The smaller opening of the

collimator of such channels, in fact, reduces their solid angle of observation. This has

limited effects on fast ions experiments, where most of the gamma emission is local-

ized close to the magnetic axis. Runaway electrons, on the other hand, often drift to

the high-field side during plasma disruptions and for such reason their bremsstrah-

lung emission needs to be analyzed using (6.3).

Even after interpolating the GCU profiles with virtual LOS and excluding all pixels

outside JET inner wall, W is a 36× 783 matrix and it defines a highly undetermined

inverse problem (6.1). In addition to this, the GCU is arranged into two arrays of

detectors and it observes the plasma from two perpendicular projections, which is

the minimum number of projections necessary to reconstruct convex spatial distri-

butions. In order to reconstruct concave or non-simply connected profiles, such as

hollow profiles, magnetic information must be included in the reconstruction [80, 97,

98]. Since particles transport is higher in the directions parallel to the magnetic flux

surfaces than in the perpendicular direction, plasma emissivity can be considered to

be uniform along magnetic flux surfaces. This can be included in the reconstruction

by modifying the smoothing operator of the method in use (see chapter 3 for the

description of four deconvolution methods) so that it penalizes the gradients along

the flux surfaces.

Previous works on the JET neutron and gamma camera [60, 80], that share the same
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FIGURE 6.3: Example of synthetic test: (a) synthetic plasma emissiv-
ity used to generate the synthetic data over which the reconstruction
has been calculated; (b) reconstruction performed using ML-EM and
smoothing over the closest pixels; (c) reconstruction performed using

ML-EM and smoothing along the magnetic field lines.
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LOS system, have shown that the best method for the tomographic inversion of the

cameras profile is ML-EM (see section 3.4). Therefore ML-EM has been used to per-

form the tomographic inversion presented in the remaining of the chapter. Inciden-

tally, this is in line with the findings of chapter 4, where ML-EM has proved to be the

best choice also in the unfolding of γ-ray spectra for the reconstruction of the 1D en-

ergy distribution of REs. In order to adapt the method to the tomographic problem

at hand, its smoothing operator has been modified as follows: the moving average

is calculated over the closest pixels that lie within 1
10 -th of that surface. In some ex-

periments, such as the fast-ions experiments considered in section 6.2, most of the

emission takes place close to the magnetic axis. If this is the case, only those surfaces

that are contained inside the LOS grid (red surfaces in figure 6.2) can be considered

for the reconstruction. This operation reduces the size of the reconstructed image

and so the degree of freedom of the inverse problem. This reduction works only

if the tomography returns an emissivity close to zero on the last magnetic surface

considered.

The effect of the magnetic smoothing can be appreciated in figure 6.3, where a hol-

low profile has been reconstructed with both traditional and magnetic smoothing. In

the former case (figure 6.3(b)) the reconstruction returns an erroneously convex pro-

file. On the other hand, in the latter case (figure 6.3(c)) the original distribution has

been correctly retrieved, even though the edges of the profile at R ≈ 2.7 m are over-

smoothed: this is a side effect of implementing the equi-emissivity of the magnetic

flux surfaces in the smoothing algorithm as a moving window average. It is worth

noting that in both reconstructions there are artefacts in the outer flux surfaces, espe-

cially in those regions outside of the LOS grid of the GCU. In the case of traditional

smoothing, the artefacts are more prominent and are a symptom of an erroneous re-

construction: the algorithm is unable to retrieve the correct spatial distribution and

compensates for it by adding artificial structures where the discrepancy between the

reconstruction and the experimental data is higher. In the case of magnetic smooth-

ing the artefacts in the high-field side shows that, even when the correct distribution

has been reconstructed, the algorithm tends to over-fit the experimental profiles by

generating some structures where there is no vertical LOS that binds the reconstruc-

tion. This further stress the necessity to consider only those magnetic flux lines that

lie within the LOS grid.

6.2 Alpha-particles source in three-ions ICRF scheme heath-

ing

As an example of the capabilities of the GCU, JET discharge #95689 in the time

window t=47.5-52.5 s is here analysed. The discharge belongs to a series of experi-

ments on the ‘three-ion’ radio frequency heating [12, 15, 17], where radio-frequency
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FIGURE 6.4: Overview of JET discharge #95689 in the time interval
t = 6 − 12 s. (a) Time trace of the NBI (solid blue line) and ICRH
(dashed red line) power heating injected in the plasma. (b) Electron
temperature temporal evolution measured by channel 25 of the ECE.
(c) Neutron yield measured by the fission chambers (blue) compared

with the counting rate measured by channel 4 of the GCU.



88 Chapter 6. Tomography with the upgraded JET Gamma Camera

5 10 15 20
E [MeV]

100

101

102

103

Co
un

ts

47.5-52.5 s
neutron bk

FIGURE 6.5: Black triangles show the gamma-ray spectrum mea-
sured by KM6T spectrometer, having tangential LOS, in the time in-
terval t=47.5-52.5 s for JET shot #95689. Red circles show the neutron

induced background experimentally estimated for KM6T.

(RF) waves are used to accelerate a beam of deuterium ions up to energies in the

MeV range in a plasma made of deuterium and 3He, with relative concentrations

of 50% and 25% respectively. The aim of the experiments was to tailor the D+3He

reaction rate by accelerating deuterium at different energies, which is in turn ob-

tained by changes of the ratio between the NBI and ICRH powers [17]. The main

reaction channel of D + 3He is the production of alpha particles and protons, i.e.

D + 3He → α + p. However, there is also a weaker (≈ 105 relative probability [2])

electromagnetic channel of this reaction, D+ 3He→ γ + 5Li, which leads to the gen-

eration of 16.4 MeV gamma-rays and is of interest for the quantification of the fusion

power from the D + 3He.

Figure 6.6 reports the gamma-ray spectra measured by three channels of the GCU

during discharge #95689 for t=47.5-50.0 s: channel 1 (fig. 6.6(a)), which observes a

peripheral region in the upper part of the poloidal plane with a horizontal LOS, and

channels 4 (fig. 6.6(b)) and 15 (fig. 6.6(c)), which observe a region close to the mag-

netic axis and have respectively a horizontal and a vertical LOS. All three spectra

are compared with the neutron-induced background, which has been experimen-

tally estimated by summing up the spectra measured during the initial NBI phase

of the three-ions heating scheme experiments in D− 3He plasmas. The results are in

agreement with the findings reported in refs. [99, 100], where the detector response

function of LaBr3:Ce scintillators, induced by 2.5 and 14 MeV neutrons, has been

measured at the Frascati Neutron Generator.

In all three spectra, most of the recorded events are contained in the region below

10 MeV: in that interval the spectrum is dominated by the neutron-induced back-

ground. This justifies why the count rate measured by the hard-X ray spectrometers

has a time evolution very similar to the neutron yield measured by the JET fission
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FIGURE 6.6: Black triangles show the gamma-ray spectrum measured
by (a) channel 1, (b) channel 4 and (c) channel 15 of the gamma camera
upgrade (the former two having horizontal LOS, the latter a vertical
one) in the time interval t=47.5-52.5 s for JET shot #95689. Red circles
show the neutron induced background experimentally estimated for
each channel. (a) and (c) are reproduced from [49] with the permis-

sion of AIP Publishing.
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FIGURE 6.7: Time trace of the counting rate, for signals having en-
ergies greater than 10 MeV, measured by channel 1 (solid black line
with circlular markers) and channel 15 (dashed red line with triangu-
lar markers) of the GCU for JET shot #95689. Reproduced from [49]

with the permission of AIP Publishing and the the author.

chambers (see figure 6.4(c)). For Esignal < 10 MeV, the only difference between the

three channels is that, in the channels that observe the plasma core, there are counts

in excess of the neutron-induced background in the energy region between 2 and

5 MeV. However the unfavourable signal to background ratio of this measurement

(i.e. the ratio between incident gamma and incident neutrons) does not allow the

detector to resolve the spectral structure of this radiation. On the other hand, above

10 MeV, the peripheral channels, such as channel 1, measure almost no events, while

the central channels see a structure that extends up to approximately 14.5 MeV. This

is also visible in figure 6.7, where the counting rate for events with Esignal > 10 MeV

is shown for channel 15 and channel 1: the former has an average rate of about 30

Hz, while the latter is almost zero.

The nature of the radiation that exceeds the neutron background in the channels

observing the region close to the magnetic axis can be asserted by looking at the

spectrum measured by the tangential LaBr3 spectrometer KM6T (figure 6.5). KM6T

is equipped with a PMT, which is more stable than SiPM, and a LiH attenuator

that substantially reduces the neutron-induced background incident on the detec-

tor [101]. In the region between 2 and 5 MeV, KM6T measures the 4.4 MeV γ-rays

born in 9Be(α, nγ)12C reactions, while above 10 MeV it detects the 16.4 MeV γ-rays

born in 3He(D, γ)5Li fusion reactions.

The discrepancy between the 16.4 MeV signal and the 14.5 MeV energy measured by

the GCU cannot be justified solely by the energy calibration reported in figure 2.4,

whose confidence band at 14.5 MeV is only ≈ 5%. There are other factors at play.

Let’s first consider the physics of the 3He(D, γ)5Li reactions. The γ-rays emitted are

not perfectly mono-energetic, but are affected by the ≈ 1.5 MeV mass broadening
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FIGURE 6.8: Circular black markers show the gamma-ray profile, i.e.
channel by channel integration of the counts having energy greater
than 10 MeV, measured by the GCU during JET shot #95689 in the
time intervals: (a) t=47.5 – 50.0 and (b) t=50.0 – 51.5 s. Red dashed
lines with triangular markers report the estimate of the experimental
profile calculated as the convolution between the tomographies re-
ported in figure 6.9 and the transfer matrix W shown in figure 6.3.
The p-value of the Pearson χ2 statistics for these reconstructions is (a)
p=0.82 and (b) p=0.93. (b) is reproduced from [49] with the permis-

sion of AIP Publishing and the the author.

due the unstable 5Li [102]. They also interact with the detector mainly via Comp-

ton scattering and pair production [47], thus they do not deposit all their energy in

the scintillator. MCNP simulations of the KN3G crystals showed that the Compton

shoulder for a mono-energetic 16.4 MeV γ-ray beam is shifted towards the incident

beam energy due to the Klein-Nishina effect and it is peaked at around 15 MeV,

then decays rapidly. On the other hand, from the diagnostics point of view, the

SiPMs non linearity in energy might be under-estimated by the quadratic formula

used in section 2.2.1 for the calibration of the GCU. Also, figure 6.6(b) shows that the

neutron-induced background estimated in the NBI phase of the discharge, stands

above the spectrum measured during the NBI+ICRH phase. This is a symptom of a

drift in the energy gain of some channels of the GCU induced by the higher count

rate measured during the NBI+ICRH phase of the discharge. The energies measured

in these channels are thus some percents lower due to a temporary saturation of the

SiPM pixels.

Due to the lack of a LED signal to be used as a guide, the restoration of such gain

drifts becomes a complex exercise: for this reason instead of subtracting the neutron

background from the measurements, the counts induced in the GCU by the 16.4

MeV signal have been assessed applying an energy cut at ≈ 10 MeV, above which

the neutron-induced background generated almost no events as shown in figure 6.5.

This is a good approximation for central channels, for which the γ-ray signal dom-

inates the few counts induced by neutrons in that region. On the other hand, in



92 Chapter 6. Tomography with the upgraded JET Gamma Camera

2.0 2.5 3.0 3.5
R [m]

1.5

1.0

0.5

0.0

0.5

1.0

1.5
z [

m
]

1

10

11 19

0.0

0.2

0.4

0.6

0.8

1.0

Em
iss

iv
ity

 [a
.u

.]

(a)

2.0 2.5 3.0 3.5
R [m]

1.5

1.0

0.5

0.0

0.5

1.0

1.5

z [
m

]

1

10

11 19

0.0

0.2

0.4

0.6

0.8

1.0

Em
iss

iv
ity

 [a
.u

.]

(b)

FIGURE 6.9: Tomographic inversion of the experimental gamma-ray
profiles measured by the GCU in JET shot #95689 during time inter-
vals (a) t=47.5 – 50.0 s and (b) t=50.0 – 51.5 s, and reported in figure
6.8. i.e. 2D reconstruction of the poloidal distribution of the gamma-
ray emissivity for the reaction D + 3He → γ(16.4 MeV) + 5Li. The
magnetic equilibrium, the GCU channels grid and their numbering

are also reported in gray.

peripheral channels, where almost no counts are expected, this procedure might

considerably overestimate the number of counts ascribable to the 16.4 MeV γ-rays.

Thus it might become a source of artefacts in the outer region of the tomographic

reconstruction of the α-particles poloidal distribution that is discussed in the rest of

this section.

Figure 6.8 shows the total number of counts above 10 MeV measured by each chan-

nel of the GCU during JET experiment #95689, i.e. the integration of the experi-

mental spectrum after the 10 MeV cut has been applied. This is proportional to the

total number of counts induced by the 16.4 MeV gamma-rays and since all chan-

nels mount similar LaBr3 scintillators, i.e. have the same response function to that

signal, the constant of proportionality is approximately the same. In figure 6.8, the

discharge has been divided in two time intervals: t=47.5− 50.0 s for figure 6.8(a) and

t=50.0− 52.5 s for figure 6.8(b). In the first interval, both NBI and ICRH heating were

on, while in the second one, termed after-glow, NBI heating was turned off. Some

general features of the emission can be already inferred from these profiles. First of

all the total number of counts measured by the GCU is reduces by ≈ 40%, which is

expected as, in the absence of NBI heating, the generation of energetic deuterons that

sustain the (D)-(DNBI)-(3He) ICRH scheme is interrupted. Also the emissivity peak

vertically moves from channel 4 to channel 5, i.e. downwards, while still remaining
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FIGURE 6.10: 2D spatial profile in the poloidal plane of the plasma
current density J downloaded from FLUSH for JET pulse #95689 at (a)
t=49.0 s and (b) t=51.0 s. The magnetic equilibrium, the GCU channels

grid and their numbering are also reported in gray.

well localized horizontally.

A more detailed analysis of these data involves their tomographic inversion with

the transfer matrix and the smoothing over magnetic flux surfaces illustrated in sec-

tion 6.1. The poloidal distribution of the emissivity for the 16.4 MeV gamma-ray

is reported in figure 6.9 for the two time intervals t=47.5 − 50.0 s (fig. 6.9(a)) and

t=50.0 − 52.5 s (fig. 6.9(b)). Figure 6.8 also shows in red the convolution between

the tomographic images with the transfer matrix W. The agreement between the

experimental data and their reconstruction W · F is significant, with a p-value of the

Pearson χ2 statistics of 0.82 and 0.93 for the two time intervals, meaning that the

algorithm has converged to an admissible solution.

The physical meaning of this tomography is two-fold. Since 3He(D, γ)5Li is a mi-

nor branch of the more frequent 3He(D, p)α fusion reaction, figure 6.9 is also pro-

portional to the spatial distribution of the source of α-particles, with a constant of

proportionality given by the ratio between the cross sections of the two channels:

≈ 105. At the same time, according to radio frequency simulations [17], this emissiv-

ity spatial profile, i.e. the spatial profile of the fusion reactions rate, gives a hint on

where the ICRH power has been deposited in the plasma. As expected from theory,

the heating power is absorbed, and equivalently the alpha particles are produced,

mainly in a narrow, elliptic area centered around the magnetic axis. In the time in-

terval 50.0− 52.5 s, figure 6.9(b) shows that the deposition site is slightly off-axis, on
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FIGURE 6.11: Experimental (a) gamma-ray and (b) neutron profiles
measured by the gamma and neutron cameras during JET shot #95679
in the time interval t=49.0 – 52.0 s. Their reconstruction is shown in

figure 6.12.

the low-field side. The two tomographies also show that this region slightly drifts

downwards during the after-glow and the deposition site shrinks by approximately

20%, with the width of the reconstructed peak, estimated as the FWHM of the peak,

that goes from≈ 42 cm to≈ 34 cm in the two time intervals. The same dynamics can

be observed also in the plasma column, as shown by the spatial distribution of the

plasma density current |J|, which has been downloaded from Flush and is reported

in figure 6.10.

The same analysis has been conducted for JET discharge #95679, which has similar

injected heating power as #95679, with PNBI = 7 MW and PICRH = 5.5 MW. In this

shot, both heating systems were turned off at t=12.5 s and the time interval t=9.0-

12.0 s has been considered for the analysis. Figure 6.11 shows the profiles of the

γ-ray and neutron emissivity measured by the JET cameras. The neutrons profile

is wider than the gamma profile, especially in the vertical camera. This is reflected

also in the tomography of the gamma and neutron profiles shown in figure 6.12.

Both the gamma and neutron emissivity are centered close to the magnetic axis and

have a symmetric profile, with the α-particles source reconstruction slightly more

elongated than the neutron one. As already said, figure 6.12(a) is a reconstruction of

the spatial distribution of the D-3He reactions, which is proportional to the product

of the densities of the two species. Neutrons, instead, are here generated in D −
DNBI and D−Tburnup reactions, thus the differences between the two reconstructions

reflects the different spatial distributions of 3He and mostly DNBI.

A reconstruction of the neutron source for shot #95679 has previously been per-

formed in ref. [17], using the implementation of the tomographic algorithm pre-

sented in refs. [60, 80]. Figure 6.12(b) then can be compared with figure 1 in ref. [17]

as a bench-mark of the implementation used in the present work [103]. On the
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FIGURE 6.12: Tomographic inversion of the experimental (a) gamma-
ray and (b) neutron profiles measured by the gamma and neutron
cameras during JET shot #95679 in the time interval t=49.0 – 52.0
s. In particular (a) is the 2D reconstruction of the poloidal distri-
bution of the gamma-ray emissivity for the reaction D + 3He →
γ(16.4 MeV)+ 5Li. The magnetic equilibrium, the GCU channels grid

and their numbering are also reported in gray.

other hand, figure 6.12(a) has been compared with the α-particles source distribu-

tion simulated with TRANSP for JET shot #95679 and averaged over the time inter-

val t = 49.0− 52.0 s. TRANSP provides nα as a function of the normalized effective

radius ρe f f =
√

ΨN (ΨN is the toroidal magnetic flux normalized so that ΨN = 0

on magnetic axis and ΨN = 1 on the LCFS). Thus the spatial profile of figure 6.12(a)

has been averaged over the magnetic flux surfaces and then normalized to the in-

tegral of the TRANSP simulation (i.e. the total number of α-particles according to

TRANSP). The result is shown in figure 6.13. The high relative uncertainties on the

profile inferred from the tomography are due to the lack of statistics in the spectra

measured by the GCU. The two profiles are in agreement with one another up to the

experimental uncertainties, even though the profile derived by the tomography is

less peaked than the TRANSP one towards ρe f f = 0. The reasons for this difference

are still under investigation.

6.3 Runaway electrons spatial profile

The HXR spectra, measured by the GCU during plasma disruptions where REs

are formed, contain information about the spatial distribution of the emissivity of

the bremsstrahlung interactions between the REs and the ions in the background
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FIGURE 6.13: Comparison between (solid red line) the TRANSP sim-
ulation of the α-particles density profile, expressed as a function of
the normalized effective radius and time averaged over the interval
t = 49.0− 52.0 s, and (black circles) the average over the magnetic
flux surfaces of the tomographic reconstruction in the time interval
t = 49.0 − 52.0 s of the α-particles source density profile shown in
figure 6.12(a). The errors associated with black circles are calculated
using the standard error propagation formula, from the errors of the
tomography calculated with the Monte Carlo algorithm discussed in

section 3.5.

plasma. The intensity of the tomographic reconstruction of these data is propor-

tional to the product of the RE and ions densities: nREnI , giving information about

the REs spatial distribution. This is of interest for the study of the beam dynamics,

as it allow to study the confinement of such particles and whether the RE beam can

assume a hollow profile. Also the evolution of the REs spatial distribution gives in-

formation about the effect of the mitigation techniques introduced in section 1.3, e.g.

it can help visualizing the depth of penetration of MGI and SPI, as well as estimat-

ing when mitigation techniques have an effect on the runaway electron beam after

its generation.

Such reconstruction is extremely challenging because of the fast dynamics of the RE

beam (see figures 6.17 and 6.18), which often drifts outside the GCU LOS grid on the

high-field side. To allow for a complete reconstruction of the RE profile, information

on the magnetic equilibrium is added under the assumption that RE orbits closely

follow the magnetic field lines. Moreover, the fast evolution of the RE beam requires

the use of magnetic equilibrium with high temporal resolution (approximately 1 ms).

When the tomographic method discussed in section 6.1 is used and the LCFS is not

entirely contained in the LOS grid, i.e. a part of the RE beam lies outside the vertical

camera field of view, a discontinuity is observed in the reconstruction at the edge

of the vertical camera field of view. The algorithm tends to overfit the experimental

data by locating a relevant part of the emissivity outside of the LOS grid, where the

lack of a second perpendicular LOS observing the same portion of plasma reduces
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FIGURE 6.14: Count rate measured by the fission chambers during
the plasma disruption in JET pulse #95774.

the contraints on the reconstruction. To avoid this kind of artefacts, the parameters

of the smoothing operator are set to be nsmoothing = 2 and λ < 1 (see section 3.4)

and the reconstructions here presented consider only the HXR profile measured by

the horizontal camera. The effect that the lack of the vertical camera has on the

reconstruction can be seen in figure 6.16, where the RE beam spatial distribution in

JET pulse #95774 is reconstructed at t = 8.21 s. At that instant most of the RE beam is

inside of the LOS grid and a reconstruction with both the vertical and the horizontal

cameras is still possible. The two reconstructions locate the RE beam in the same

poloidal region. Moreover, both profiles are hollow and asymmetric. However, the

lack of the vertical camera does not allow to reconstruct profiles that are horizontally

asymmetric. This can be seen in figure 6.16(b), where the spatial distribution of

the RE beam is rotated of approximately 45 deg so that the distribution becomes

vertically asymmetric.

In this section, JET pulse #95774 has been considered. In this experiment the dis-

ruption has been initiated at t = 8 s with a standard MGI of Ar at a pressure of 1.4

bar. Subsequently a deuterium SPI has been triggered at t = 8.05 s, with the aim

of mitigating the RE beam. The change in the plasma effective atomic number Ze f f

reduces the bremsstrahlung emissivity since the bremsstrahlung cross section is pro-

portional to Z2
e f f . This is clearly visible in the count rate measured by the JET fission

chambers, figure 6.14: at t = 8.092 s there is a sudden drop in the measured rate due

to the change of composition of the ion population in the post-disruption plasma.

Shot #95774 is ideal for attempting a preliminary reconstruction of the RE spatial

distribution for several reasons. The absence of spikes in the count rate measured

by the fission chambers, with the exception of the pulse termination at t = 8.72 s,

suggests that the RE beam was well confined and there were no localized impacts

with the inner wall. We can then consider all the counts measured by the GCU
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FIGURE 6.15: Measured plasma current Ip (blue solid line) compared
with the current drive by the REs IRE estimated from the data col-
lected by the tangential spectrometer KM6T (red dash-dotted line),
the sum of the channels in the vertical gamma camera (green dashed
line) and the sum of the channels in the horizontal gamma camera

(yellow dotted line).

as coming from the interaction between the RE beam and the background plasma.

Moreover, all GCU channels worked correctly in this experiment and the incident

flux of hard X-rays was low enough to avoid an early saturation of the memory in

which the GCU data are stored during the pulse.

The completeness of the GCU measurement can be further assessed by comparing

the plasma current measured during the disruption, which is mostly driven by REs,

and its reconstruction based on the spectra measured by the GCU channels (see sec-

tion 3.6 for further details). This is shown in figure 6.15. A single spectrometer often

fails at reconstructing the plasma current when the RE beam drifts outside its LOS (a

more extensive discussion of the matter can be found in ref. [40]). In figure 6.15, the

reconstruction based on the inversion of the spectrum measured by the tangential

detector KM6T has been reported (red dash-dotted line): even if the plasma current

ramps up after the deuterium SPI, KM6T predicts a flat evolution. On the other

hand, figure 6.15 also shows the reconstruction based on the average HXR energy

measured by the vertical and horizontal gamma cameras (green dashed and orange

dotted lines respectively). Both cameras correctly follow the ramp up of the plasma

current after the deuterium SPI thanks to their wider fields of view, that allow them

to observe the RE beam during the whole plasma disruption. As already discussed

in section 3.6, when the plasma current can be reconstructed directly from the av-

erage energy of the measured HXR spectrum, then it is possible that the RE energy

distribution preserves its shape throughout the disruption (it is a necessary condi-

tion, but not sufficient). This is consistent with the findings of ref. [40], where the RE

energy distribution has been reconstructed in multiple experiments at JET and AUG

and small differences in the retrieved distribution were reported.
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FIGURE 6.16: Tomographic reconstruction of the bremsstrahlung
emissivity in JET pulse #95774 at t = 8.21 s. (a) has been reconstructed
using the profiles measured by both the horizontal and the vertical
cameras. (a) has been reconstructed using the profile measured by

the horizontal camera only.

Finally figures 6.17 and 6.18 show the tomographic reconstruction of the bremsstrah-

lung emissivity in JET pulse #95774 from the HXR profile measured by the horizontal

gamma camera only. Eight time instants are considered and for each reconstruction

the GCU data have been integrated over a time interval of 1 ms. The evolution of

the RE beam is also compared with the pictures recorded by the IR cameras installed

at JET. The reconstructions converge in all the time intervals considered as shown

in the comparison between the profiles measured by channels 1 to 10 in each time

interval with their reconstruction calculated as the convolution of the tomography

with the transfer matrix W of figure 6.1(b). The high accuracy with which the ex-

perimental profiles are reconstructed shows that one of main challenges in this kind

of tomography is to prevent over-fitting, which is probably the source of the arte-

facts reconstructed in the high-field side when both the vertical and the horizontal

cameras are taken into account. Even though they were not used in the tomographic

inversions here shown, in most of the time intervals considered the profile measured

by channels 11 to 19 is well reconstructed within the experimental uncertainties. The

tomographies show a drift of the RE beam towards the divertor which is consistent

with the IR pictures. Some of the reconstructions here reported, especially the one

in figs. 6.17(b), 6.17(f) and 6.18(d), suggest that the RE beam has assumed a hollow

profile during those time intervals. In order to confirm this hypothesis one should be

able to separate from the bremsstrahlung emissivity profile the contribution of the

REs density distribution from the one of the background ions. This is a non-trivial



100 Chapter 6. Tomography with the upgraded JET Gamma Camera

0 2 4 6 8 10 12 14 16 18 20
Channel

0

2

4

6

8

10

Co
un

ts

reconstruction
profile

(a) (b)

0 2 4 6 8 10 12 14 16 18 20
Channel

0

2

4

6

8

10

12

Co
un

ts

reconstruction
profile

(c) (d)

0 2 4 6 8 10 12 14 16 18 20
Channel

0.0

2.5

5.0

7.5

10.0

12.5

15.0

Co
un

ts

reconstruction
profile

(e) (f)

FIGURE 6.17: Tomographic reconstruction of the bremsstrahlung
emissivity in JET pulse #95774 compared with the images acquired
by the IR camera. The reconstructions refer to the time instants: 8.21
s (b), 8.30 s (d) and 8.38 s (f). Next to each reconstruction, the experi-
mental data acquired by the GCU and their reconstruction calculated
as the convolution of the tomography with the transfer matrix W (see

figure 6.1(b)) is shwon.

activity for which different possible solutions are currently under study.
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FIGURE 6.18: Tomographic reconstruction of the bremsstrahlung
emissivity in JET pulse #95774 compared with the images acquired
by the IR camera. The reconstructions refer to the time instants: 8.45
s (h), 8.53 s (b), 8.61 s (d), 8.70 s (f). Next to each reconstruction, the
experimental data acquired by the GCU and their reconstruction cal-
culated as the convolution of the tomography with the transfer matrix

W (see figure 6.1(b)) is shwon.
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Conclusions

The understanding of the dynamics of energetic particles in thermonuclear plas-

mas is essential both to approach the self-sustainment of the fusion process and

to safeguard the structural integrity of the ITER machine, and large tokamaks in

general. Fast ions as well as fast electrons are accelerated mostly due to three pro-

cesses: external plasma heating, intrinsic heating via fusion reactions and plasma

disruptions. External plasma heating can accelerate both ions and electrons up to

energies in the MeV range. Ions in the MeV range, called fusion products, can also

be generated by fusion reactions, as in the case of the 3.5 MeV alpha particles born

in deuterium-tritium reactions. The confinement of the fast particles generated by

these two processes is crucial to ensure the heating of the background plasma via

Coulomb collisions. The development of efficient heating schemes and the improve-

ment of the MeV range particle confinement is relevant to magnetic fusion confine-

ment machines as they can help achieving the energy gain regime, where the energy

generated by the plasma will be higher than the energy required to sustain it. Finally,

plasma disruptions are fast terminations of a plasma discharge, during which strong

inductive electric fields arise. Under the action of such fields, the plasma electrons

are accelerated up to relativistic velocities and enter the runaway regime, in which

the effect of collisions with the bulk plasma can be neglected and the particles lose

energy mostly due to the emission of bremsstrahlung and synchrotron radiation.

Due to the high currents driven by runaway electrons, the thermal load produced

by a localized impact on large tokamaks inner wall, such as ITER, could damage

the plasma facing components. Thus avoidance and mitigation techniques are cur-

rently under study to prevent plasma disruptions or at least reduce the generation

of runaway electrons.

A key element in the studies of fast particle dynamics is the reconstruction of their

phase-space distribution. The time evolution of this distribution allows studying the

effects of plasma heating, external as well as intrinsic. On the other hand, in the case

of a plasma disruption, the runaway electron distribution can be used to study the

effect of mitigation techniques. When the fast particle distribution is inferred from

experimental data, it can be further used to validate first-principles models. The

recent development of a new generation of hard X-rays spectrometers, with high

energy resolution and counting rate capabilities in excess of the MCps, allows con-

ducting spectroscopic measurements of both the gamma-rays emitted by fast ions in
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fusion reactions and the bremsstrahlung emission of runaway electrons. The mea-

sured hard X-ray spectrum contains information about the spatial and velocity dis-

tribution of fast particles. More precisely such a spectrum is the convolution of the

fast particle distribution with a so called transfer matrix that describes the genera-

tion and the measurement of the hard X-ray photons.

In this thesis, an open source Python library with C submodules has been imple-

mented to analyze the hard X-ray measurements conducted at the Joint European

Thorus and ASDEX Upgrade. The library contains dedicated deconvolution algo-

rithms for the reconstruction of the spatial or velocity distribution function of fast

particles in both fast ions and runaway electrons experiments. The velocity distribu-

tion of a particle population can be deconvoluted from the spectroscopic measure-

ment of the radiation they emit. This operation is termed unfolding and requires

a single line of sight, eventhough multiple lines of sight can be combined together

to improve the accuracy of the reconstruction. In the present work, in particular,

the unfolding was applied to the reconstruction of runaway electrons energy distri-

bution from their bremsstrahlung emission. The reconstruction of the spatial dis-

tribution of a particle population, on the other hand, is termed tomography and

requires multiple detectors organized in two or more arrays that observe the plasma

from different projections. In particular, this thesis dealt with the tomographic re-

constructions of the spatial distribution of both runaway electrons and fast ions at

the Joint European Torus.

Four unfolding methods have been implemented for the reconstruction of the 1D

energy distribution of the runaway electron beam from the measured bremsstrah-

lung spectrum: singular value decomposition, maximum likelihood - expectation

maximization, Tikhonov regularization and Poissonian regularization. The transfer

matrix necessary for this inversion was calculated in two steps: a first term describ-

ing the bremsstrahlung emission by the interaction of the runaway electrons beam

with the plasma and a second term describing the photon transport to and inter-

action with the diagnostics. The bremsstrahlung emission was calculated using the

GENESIS code, which implements a semi-empirical cross-section for the bremsstrah-

lung collisions. Detector response function matrices were calculated for all the hard

X-ray spectrometers installed at the Joint European Torus and at ASDEX Upgrade

using the MCNP code.

Since the performance of a deconvolution algorithm is strongly influenced by the

transfer matrix that describes the physical process under analysis, the aforemen-

tioned four deconvolution methods were compared on the analysis of both synthetic

spectra generated by known runaway electrons distributions and experimental data

collected at ASDEX Upgrade. The maximum likelihood - expectation maximization

algorithm has been proved to be the most reliable in the reconstruction of synthetic
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spectra, especially in the reconstruction of the high-energy tail of the runaway elec-

trons distribution. Except few cases, in which the singular value decomposition was

employed, all methods had proven to be able to retrieve the mean and maximum

energy of the synthetic distribution with a 5% accuracy. These statistics were cor-

rectly retrieved even in the presence of artifacts in the reconstruction, thus proving

them to be a robust parameter for the analysis. Singular value decomposition gen-

erated severe artifacts in all the attempted reconstruction and was considered not

suitable for this kind of analysis. Maximum likelihood - expectation maximization,

Tikhonov regularization and Poissonian regularization were further tested on exper-

imental data measured during AUG shot #34084. The three reconstructions were in

agreement up to 10 MeV and slightly differ on the reconstruction of the high-energy

tail, with the maximum likelihood - expectation maximization that better adheres

to the experimental spectrum. From this reconstruction, the inverse of the transfer

matrix has also been calculated using maximum likelihood - expectation maximiza-

tion. This inverse matrix is a banded matrix on the counter diagonal, thus the recon-

struction of the runaway electrons distribution at a certain energy E is based on the

hard X-ray spectrum contained in a small energy interval [E−∆E, E], where ∆ is the

width of the matrix band. The robustness of the four methods against experimental

limitations, in particular low-energy cut and low statistics, was also tested. Multi-

ple reconstructions, with increasing low-energy cutoffs, were performed. The shape

of the inverse matrix ensures that the cutoff affects the reconstruction in an energy

interval close to the cut itself. The minimum statistics necessary for performing the

unfolding has been estimated with a bootstrap analysis: multiple reconstructions

of sub-samples that were randomly drawn from the experimental spectrum were

compared with the reconstruction achieved using the complete statistics. Poisson

regularization generated artifacts in the high-energy tail of the reconstruction at ev-

ery number of counts tested. Maximum likelihood showed to be the most reliable

for the analysis of spectra with low statistics, being able to reconstruct the runaway

electrons distribution already with 5 k counts. This gives an indication of the time

resolution that can be reached with this analysis: supposing a count rate of 1 MCps,

the runaway spectrum can be reconstructed every ≈ 10 ms, while its cumulative

statistics every ≈ 1 ms.

The cross section of the bremsstrahlung emission depends on both the runaway elec-

tron energy and the angle of emission, thus the 1D analysis of the runaway electrons

energy distribution can be generalized to 2 dimensions: energy and pitch. Even

though an explicit reconstruction of the 2D distribution of runaway electrons has

not been yet achieved, in this work the 2D transfer matrices necessary to perform the

reconstruction of the runaway electrons velocity-space distribution were also calcu-

lated for all hard X-rays diagnostics installed at JET. These matrices were presented
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using the weight function formalism, which allows studying the sensitivity of the di-

agnostics in the energy and pitch space. The calculations were performed assuming

a point-shaped runaway electron population and a perfectly collimated line of sight.

Effects of the toroidal magnetic field were included. The signals generated in each

diagnostics by a population of particles having same energy and pitch, but different

gyro-phase, have been analyzed. This showed that the weight functions are domi-

nated by the emission of those particle whose angle of emission is minimum. This

observation justifies the fact that these weight functions show a sensitivity peak in

correspondence to the pitch equal to the cosine of the angle between the diagnostics

line of sight and the magnetic field. The results shown also suggest that the angle be-

tween the line of sight and the magnetic field determines the particle orbit to which

the diagnostics are more sensitive to. This paves the way to a 3D orbit-based analy-

sis of the bremsstrahlung spectra measured by these diagnostics. In the assumption

of a runaway electron beam toroidally simmetric, such an analysis would allow to

fully reconstruct the phase-space distribution of the runaway electrons.

Finally, the reconstruction of the spatial distribution of the fast particles can be per-

formed at the Joint European Torus thanks to the gamma-ray camera: a system of 19

detectors arranged in two perpendicular arrays that observe a poloidal section of the

torus. A dedicated tomographic method was implemented to reconstruct the spa-

tial distribution of both fast ions and runaway electrons. Due to the scarcity of lines

of sight and projections, this algorithm makes use of smoothing along the magnetic

field lines. The assumption behind this smoothing operator is that the emissivity

is roughly constant along the magnetic field lines thanks to the fact that the parti-

cles transport is higher in the parallel direction than in the perpendicular one. This

tomographic library was first applied to the gamma-ray measurements conducted

during recent three-ion radio frequency heating experiments in D− 3He mixed plas-

mas. The fusion reaction between D and 3He has two branches: 3He(D, p)4He and
3He(D, γ(16.4 MeV)5Li, the latter being 10−5 times less frequent than the former.

Since the product of the first branch are charged particles, which are confined by the

magnetic field, the gamma-rays emitted by the second branch can be used to study

this reaction. During these experiments the upgraded gamma-ray camera was able

to measure the 16.4 MeV gamma-ray emission due to D + 3He → γ + 5Li fusion

reactions. The analysis of these measurements shows that the quadratic energy cali-

bration of the gamma camera based on the Am-Be spectrum underestimates the 16.4

MeV energy by approximately 10%, suggesting the necessity to improve the calibra-

tion of this diagnostics above 10 MeV. The tomography of the gamma-ray profile

measured by the gamma camera, i.e. the total number of counts generated by the

16.4 MeV photons in each channel, allowed the reconstruction of the spatial distri-

bution of the source of α-particles born in D+ 3He fusion reactions, which cannot be

provided by any other diagnostics. These were the first tomographic reconstruction
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performed with gamma-camera after the upgrade of its detector with new LaBr3

scintillator crystals. In particular, JET pulse #95689 was analysed, showing that the

alphas are born in a narrow region of 40 cm of diameters around the magnetic axis.

The reconstruction of the alphas profile in the after glow phase shows a modification

of the deposition site, which might be due to the different ratios between NBI and

ICRH power. The results of the analysis of JET pulse #95679 were used to calculate

the α-particles distribution as a function of the normalized effective radius and vali-

date the TRANSP simulation for this discharge. In addition, the neutron profile was

reconstructed for this pulse and used for a benchmark of the present implementa-

tion. Finally, the tomographic algorithm has been adapted for the analysis of the

runaway electrons distribution. In this case, the reconstruction took into account

the profile measured by the horizontal camera only. JET pulse #95774 was analyzed,

the resulting profiles suggest that the runway electron beam has assumed a hollow

profile in different time intervals.

The work conducted in this thesis opens new possibilities in the analysis of fast parti-

cles in thermonuclear plasmas. The comparison between the unfolding methods has

given precious information about the best algorithm to use and the selection of the

optimal parameters for the reconstruction. These information can be used in future

analysis of the bremsstrahlung emission of runaway electrons. A 2D reconstruction

of the velocity-space distribution of runaway electrons can also be attempted based

on the transfer matrices presented in this work. The computational framework de-

veloped can be further expanded to the calculation of orbit-based weight-matrices,

which are necessary for a 3D reconstruction of the runaway electrons distribution

functions: 2D in the velocity-space plus the toroidal radius. Thanks to the tomo-

graphic algorithm implemented, a systematic analysis of the α-particles source in

the three-ions scheme experiments could be conducted both to further validate the

TRANSP simulations and to study the shape of the energy deposition site in different

discharges. The possibility to perform tomography of the runaway electrons density

distribution, on the other hand, allows studying the runaway electrons confinement

during plasma disruptions. In particular, the present algorithm could be combined

with the unfolding techniques studied in this thesis to perform a 3D reconstruction

of the runaway electron phase-space distribution. In this case, the dimensions con-

sidered for the reconstruction are different from the orbit-based tomography, as in

fact, they are 2 spatial dimensions scanning the poloidal plane and 1 dimension de-

scribing the particles speed. From such a 3D map, the spatial distribution of the

runaway electrons average velocity can be retrieved, which in turn is of interest for

both the validation and the initialization of first-principle simulations. The spatial

tomography of runaway electrons presented in this work reconstructs the brems-

strahlung emissivity, which is proportional to the product of the runaway electrons

and plasma ions densities. The aforementioned 3D reconstruction might be used to
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separate the contribution of the two species in the spatial tomography. From the spa-

tial distribution of the average velocity, in fact, the runaway electron density distri-

bution can be reconstructed with a fluid model. The ions density distribution can be

estimated as the ratio between the bremsstrahlung and the runaway electron spatial

distributions. Finally, it is worth noting that assuming the phase-space distribution

of runaway electrons has a toroidal symmetry, then 3 dimensions fully describe the

particles distribution and the two 3D reconstructions here described provide two

alternative descriptions of the same distribution function.
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INTRODUCTION

The study of Runaway Electron (RE) physics and their response to mitigation strategies is

crucial  to  safeguard  ITER  structural  integrity.  During  their  motion  REs  collide  with

background  ions  before  hitting  the  inner  vessel  of  the  machine  and  thus  they  emit

Bremsstrahlung photons in the gamma range of the spectrum. It is possible to detect such

radiation using a LaBr3(Ce) spectrometer with counting rate capability in the MHz range and

high energy resolution [1][5]. The measured spectra contain information about the RE energy

distribution,  which  can  be  reconstructed  using  specific  inversion  (or  deconvolution)

algorithms.  The  deconvolution  operation  is  computationally  faster  than  first  principles

simulations and its use in RE studies might be many fold: it can be used to improve synthetic

diagnostic calculations or as a preliminary method for RE spectra analysis.

THE INVERSION PROBLEM

The RE energy distribution F is related to the measured gamma-ray spectrum S through a

matrix W, which describes the probability for an electron of energy E to produce a signal of

energy EII in the diagnostics system, as follows:

S=W∗F .

The operation of reconstructing F, known W and S, is called inversion and it has been solved

here using three different methods for comparison. ML-EM [2], an iterative algorithm which,

starting from a first guess of the type F0
=

S

‖W T S‖
, makes the estimate evolve according to

Fi
n+1

=
F i

n

∑ j
W ji

∑ j
W ji

S j

∑k
W jk Fk

n and  applies  a  first  close  bins  average  every  nsmooth



iterations to smooth the solution. Tikhonov [7], which evaluates the non negative least squares

minimum of  minnnls‖WF−S+α F‖ ,  where the minimization is  performed over a  χ
2

statistics  which  includes  a  smoothing operator.  Singular  Value Decomposition  (SVD) [3],

which employs a generalization of the matrix spectral decomposition for rectangular matrices

W=U ΣV T  to calculate a truncated pseudo inverse  W−1
=V Σ

−1UT ,  where  Σ is a

diagonal matrix. Varying degrees of smoothing is possible by varying the number of singular

values taken into account to evaluate Σ . 

THE TRANSFER MATRIX W

The  transfer  matrix  (figure  1)  has  been  estimated  for  the  two  LaBr3(Ce)  gamma-ray

spectrometers installed at ASDEX Upgrade (AUG)  and described in [1] and [5]. It can be

factorized  into W (Ed , ER E)=W d (Ed , Eγ)∗W b(Eγ , ER E) ,  where  W b describes  the

Bremsstrahlung generation  of  gamma rays  inside  the  tokamak,  W d  describes  both  the

transport  of  photons  to  the  detector  and  the  Detector  Response  Function  (DRF)  and

ER E , Eγ , Ed are respectively the energy scale of REs, emitted gamma-ray and the detector. 

In this work W b includes only the emission on the line of sight due to REs scattering on

plasma ions and impurities, in particular Argon40 which is typically used for Massive Gas

Injection (MGI). In the hypothesis of a radially collimated diagnostic and relativistic REs, it

can be approximated at 0th order as:

W b(Eγ , ER E)∝
dσB

dEγd Ω
(Eγ , ER E , π

2
)≈

dσB

dEγ

(Eγ , ER E , Z)
1

2π
p (ER E , π

2
)  

where Z is the atomic number of the ion under consideration,  π
2

is the angle of emission

and the Bremsstrahlung cross section σB  has been factorized according to [4]. 

The contribution of Bremsstrahlung photons that experience Compton scattering on plasma

ions before being detected has been neglected, since it gives a second order correction. Also

Figure 1: Left: W(Ed, ERE) at different RE energies ERE (given in MeV). Right: LaBr3(Ce) detector response 
function at different gamma-ray energies Eγ  (given in MeV) for [5]



Bremsstrahlung emission due to the impact of RE beam on the vessel is not included in  W

calculation, since it can be easily identified from sharp peaks in the measured counting rate

graph and excluded from the analysis. 

AN EXAMPLE OF DECONVOLUTION

AUG shot #34084 has been previously analysed using ML-EM only [5]. The same data have

been analysed using the three deconvolution methods described above. The three solutions

reasonably fit the experimental data, as shown in figure 2 (left picture) where the convolution

W∗F  evaluated  for  the  three  methods  is  shown  over  S.  ML-EM  and  Tikhonov

reconstructions  (figure  2  right  picture)  agree  within  statistical  errors  all  over  the  whole

dynamic range. Among the two, Tikhonov allows a stronger smoothing of the reconstructed

distribution while keeping the residual low and so it might give better results when dealing

with noisy data. On the other hand SVD roughly reproduce the same spectrum as the other

two methods, but it also suffers severe artefacts in parts of the reconstruction while others are

apparently reconstructed well. SVD is not constrained to be non-negative, so that a typical

artefact is the negative count rate for low energies.

RECONSTRUCTION PARAMETERS

It  is  convenient  to  evaluate  some parameters  of the reconstructed spectrum both for  data

analysis and to compare reconstructions with first principle simulations. For example, the first

few moments of the RE distribution are useful and the precision of their reconstruction has

been studied using synthetic tests. I.e. RE spectra, generated with a known distribution (e.g.

Gaussian or exponential), were convolved with the matrix W to create synthetic measured

spectra, which were then deconvolved to find an estimate of the original RE spectrum. In all

the tests conducted so far, the mean of the original distribution is correctly reconstructed with

an error lower than 5%, while higher order moments appear to be less reliable. The cut-off

Figure 2: AUG shot #34084 Left: RE energy distribution reconstruction performed with three algorithms: SVD, 
Tikhonov and ML-EM. Right: agreement between the convolution of the reconstructed spectra with the transport
matrix W and the experimental data.



energy of the spectrum is expected to be influenced by some plasma parameters (e.g. the

current drop experienced during the disruption). It is evaluated as the energy at which the RE

cumulative pdf is equal to X%. For AUG shot #34084 X was set to 90% (see figure 3): this

value was chosen performing many reconstructions of the measured gamma-ray spectrum

using different deconvolution parameters. The highest point in the cumulative pdf with low

standard deviation was chosen as the ending energy and it is: E0.9=9.8 MeV. 

CONCLUSIONS

Three deconvolution methods have been implemented and tested on the reconstruction of

runaway electron energy distribution using measurements of gamma ray spectra performed

with a single detector.  Their  combined use allows the identification both of artefacts  and

reliable parameters of the deconvolved spectrum. W will be computed for other diagnostics,

in  particular  the new gamma camera  installed at  JET [6]  (figure  2),  which  will  allow to

perform 2D tomography (energy + spatial distribution) both of runaway electron and of fast

ions.  Reconstructed  spectra  will  be  compared with  first  principle  simulations  in  order  to

improve the understanding of RE physics. 

Acknowledgemnt

This work has been carried out within the framework of the EUROfusion Consortium and has received funding

from the  Euratom research  and  training  programme 2014-2018  and  2019-2020  under  grant  agreement  No

633053. The views and opinions expressed herein do not necessarily reflect those of the European Commission.

References

[1] A. Dal Molin et al “Development of gamma-ray spectrometers optimized for runaway electrons 

bremsstrahlung emission in fusion devices”, these proceedings - [2] A.E. Shevelev et al 2013 Nucl. Fusion 53 

123004 - [3] A S Jacobsen et al 2016 Plasma Phys. Control. Fusion 58 045016 - [4] M. Nocente et al 2017 Nucl. 

Fusion 57 076016 - [5] M. Nocente et al., Rev. Sci. Instrum. 89, 10I124 (2018) - [6] D. Rigamonti et al Rev. Sci. 

Instrum. 89, 10I116 (2018) - [7] Salewski et al. (2016) NF 56 106024

Figure 3: AUG shot #34084. Left: relations between the max RE energy (Emax) and the fraction of REs that have 
an energy less than Emax. Triangles and squares represent respectively ML-EM and Tikhonov reconstructions, 
different colors refer to different smoothing levels. Right: standard deviations of the graph on the left.



Rev. Sci. Instrum. 92, 053529 (2021); https://doi.org/10.1063/5.0043776 92, 053529

© 2021 Author(s).

First spatially resolved measurements
of the D–3He α-particle source with the
upgraded JET gamma-ray camera
Cite as: Rev. Sci. Instrum. 92, 053529 (2021); https://doi.org/10.1063/5.0043776
Submitted: 11 January 2021 . Accepted: 07 April 2021 . Published Online: 11 May 2021

 E. Panontin,  D. Rigamonti,  M. Nocente,  A. Dal Molin, A. Broslawski,  T. Craciunescu, G. Croci, 

N. Cruz,  J. Figueiredo,  L. Giacomelli,  G. Gorini, M. Gosk, G. Kaveney, Ye. O. Kazakov,  V. Kiptily, S.

Korolczuk, G. Marcer, A. Murari, E. Perelli Cippo,  M. Salewski, A. Urban,  I. Zychor, M. Tardocchi, and JET
Contributors

COLLECTIONS

Paper published as part of the special topic on Proceedings of the 23rd Topical Conference on High-Temperature

Plasma Diagnostics

ARTICLES YOU MAY BE INTERESTED IN

Physics and applications of three-ion ICRF scenarios for fusion research
Physics of Plasmas 28, 020501 (2021); https://doi.org/10.1063/5.0021818

A new tangential gamma-ray spectrometer for fast ion measurements in deuterium and
deuterium–tritium plasmas of the Joint European Torus
Review of Scientific Instruments 92, 043537 (2021); https://doi.org/10.1063/5.0043806

Fast-ion orbit sensitivity of neutron emission spectroscopy diagnostics
Review of Scientific Instruments 92, 043526 (2021); https://doi.org/10.1063/5.0040696



Review of
Scientific Instruments ARTICLE scitation.org/journal/rsi

First spatially resolved measurements
of the D–3He α-particle source
with the upgraded JET gamma-ray camera

Cite as: Rev. Sci. Instrum. 92, 053529 (2021); doi: 10.1063/5.0043776
Submitted: 11 January 2021 • Accepted: 7 April 2021 •
Published Online: 11 May 2021

E. Panontin,1,a) D. Rigamonti,2 M. Nocente,1,2 A. Dal Molin,1 A. Broslawski,3 T. Craciunescu,4

G. Croci,1,2 N. Cruz,5 J. Figueiredo,5,6 L. Giacomelli,2 G. Gorini,1,2 M. Gosk,3 G. Kaveney,7

Ye. O. Kazakov,8 V. Kiptily,7 S. Korolczuk,3 G. Marcer,1 A. Murari,6,9 E. Perelli Cippo,2 M. Salewski,10

A. Urban,3 I. Zychor,3 M. Tardocchi,2 and JET Contributorsb)

AFFILIATIONS
1 Dipartimento di Fisica “G. Occhialini”, Università degli Studi di Milano-Bicocca, 20126 Milano, Italy
2Istituto per la Scienza e Tecnologia dei Plasmi, Consiglio Nazionale delle Ricerche, 20126 Milano, Italy
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ABSTRACT

The Joint European Torus (JET) gamma-ray camera has been recently upgraded with the installation of new gamma-ray detectors, based on
LaBr3(Ce) scintillation crystals, which add spectroscopic capability to the existing system allowing measurements with good energy resolution
(5% at 0.622 MeV), a dynamic range from hundreds of keV up to about 30 MeV, and high counting rate capabilities of MCps. First gamma-
ray measurements during the C38 campaign of the JET have been successfully carried out, in particular, in D–3He plasmas from three-ion
ion cyclotron resonance heating experiments, where the detection of 16.4 MeV γ-rays from D+ 3He→ γ+ 5Li reactions with the gamma-ray
camera upgrade allowed determining the spatial profile of alpha particles born in D+ 3He fusion reactions.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0043776

I. INTRODUCTION

The gamma-ray camera of the Joint European Torus (JET) is a
system of 19 detectors that observes the plasma along 10 horizontal
and 9 vertical lines of sight (LOS). It has been developed to measure
the spatial profile of the gamma-ray emission from nuclear reactions
induced by fast ions,1,2 which is of relevance in experiments that aim

at studying the physics of MeV range ions in the plasma, such as
those obtained by the application of radio-frequency (RF) heating
or born from fusion reactions.

In view of the upcoming JET deuterium–tritium (DT) cam-
paign,3 the system has undergone a major upgrade,4–6 within the
EUROFUSION enhancement program by the Gamma-ray Cam-
era Upgrade (GCU) project, to meet the demanding conditions for
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measurements in plasmas at different tritium concentrations. The
DT campaign will allow the study of the dynamics of fusion born
alpha particles, which is also of interest for ITER;7 thus, the detection
of the 4.44 MeV photons emitted in α(9Be, n)12C∗ reactions under
high neutron fluxes will be of crucial importance. This requires
detectors with an energy resolution better than 5%@1.1 MeV, count-
ing rate capability >500 kCps, and the capability to operate at mag-
netic fields of about 100 G. In the past few years, the new system,
termed the Gamma Camera Upgrade (GCU), has been equipped
with advanced detectors that meet the project requirements (see
Ref. 4). This made it possible to use the GCU in recent JET cam-
paigns with deuterium and hydrogen plasmas, before experiments
with tritium.

In this paper, we present first results obtained with the GCU
in deuterium plasmas at the JET. After a summary of the proper-
ties of the new detectors, we describe their energy calibration and
the data acquisition (DAQ) system. From the pulse height spectrum
measured along each channel of the GCU, we are able to identify
spectral features ascribed to fast ion reactions and integrate data in
the corresponding energy windows to experimentally determine the
projection of the gamma-ray emission profile along the GCU lines
of sight (LOS). This, combined with a tomographic inversion and
information on the magnetic equilibrium, provides an image of the
gamma-ray emission from fast ion reactions in the poloidal plane.8,9

We here present an example from recent Ion Cyclotron Resonance
Heating (ICRH) experiments on the three-ion scenario,10–12 where
RF waves are used to accelerate a deuterium beam in D–3He mixed
plasmas and the GCU determines an image of the alpha particle
source born from D+ 3He fusion reactions.

II. DATA ACQUISITION AND ENERGY CALIBRATION

The JET gamma-ray camera has been recently upgraded
enabling gamma-ray measurements in both deuterium and
deuterium–tritium plasmas with neutron yields up to a few
1017 n/s.13 Custom-made detectors based on LaBr3 scintillator crys-
tals and coupled to Silicon PhotoMultiplier (SiPM) matrices have
been developed and installed in the camera:4 the new system exhibits
an energy resolution better than 3% at 4.44 MeV and a counting rate
capability in excess of 1 MCps. SiPMs are compact (12× 12 mm2 and
2 mm thick) and insensitive to the magnetic field. On the downside,
they have a temperature-dependent gain and a non-linear response
to the energy deposited in the crystal due to their finite number
of pixels. A dedicated read-out board with a real time temperature
feedback sensor has been installed as a gain-temperature correction

system, whereas the non-linearity has to be considered in the cal-
ibration process. The output signal of each detector is fed into a
data acquisition (DAQ) system14 that can be operated in three dif-
ferent modes depending on the needs and the expected fluxes. The
standard one, which was employed in the measurements described
in Sec. IV, stores individual events/waveforms whose amplitude is
higher than a preselected value. In experiments where a burst of
events is expected in a very short time window of a few hundreds of
ms, a continuous storing mode without data loss can be selected. The
third mode, instead, takes advantage of a real-time algorithm imple-
mented on the Field Programmable Gate Array (FPGA),15 which
allows storing only the pulse height of the event and the time stamp
when that occurred.

Dedicated in situ calibration measurements up to about
1.5 MeV are routinely performed at the JET by using the internal
activity of 138La and the standard 137Cs, 133Ba, and 22Na radioactive
sources embedded in the collimators of the cameras. More rarely, a
241Am–Be neutron/gamma-ray source can be deployed for exploring
higher energy regions up to 7.6 MeV. At these energies, the non-
linear behavior of the Silicon PhotoMultiplier becomes significant
and can be corrected for with a second-degree polynomial cali-
bration (see Fig. 1). As shown in Fig. 1, the 4.44 MeV gamma-ray
peak, due to the de-excitation of 12C∗ created from the 9Be(α,n)
12C∗ reaction in 241Am–Be source, is clearly visible in the spectrum
together with its single and double escape peaks. At higher ener-
gies, the single and double escape peaks of the 7.631 MeV prompt
gamma ray due to neutron capture in 56Fe can also be observed.
In the low energy region, instead, there are two prominent peaks
in the spectrum, namely, the 511 keV peak and a gamma-ray peak
around 844–847 keV from 27Al neutron activation and/or 55Mn acti-
vation, which are also used for calibration. Finally, the high energy
end of the dynamic range can be calibrated by extrapolation of the
fitted second-degree polynomial between 10 MeV and 20 MeV: such
extrapolation is shown in Fig. 1 together with the 95% confidence
band of the fit.

III. TOMOGRAPHIC RECONSTRUCTION

From the spectrum measured by each GCU detector, we can
determine the number of events that fall in an arbitrary energy win-
dow. This is proportional to the line integrated emission in that
energy band and is here termed the signal, S. As the GCU has 19
channels, S is a vector with 19 entries. When the poloidal plane is
divided into 700 pixels (20 rows × 35 columns), the relation between
S and the intensity of the gamma-ray emission in the poloidal plane,
F, is

FIG. 1. (Left) Energy spectrum recorded
with the GCU using an Am–Be radioac-
tive source. S.E. and D.E. are the single
and double escape peaks due to (from
left to right) the 4.44 MeV peak and the
prompt photons emitted at 7.63 MeV dur-
ing the neutron capture on 56Fe. (Right)
Quadratic calibration curve for the detec-
tors of the GCU as obtained from the cal-
ibration sources at the JET. The fit 95%
confidence band is shown in light-blue.
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S =W ⋅ F ,

where W is a 19 × 700 (rows × columns) transfer matrix. Its i-th–j-th
element gives the probability that a photon born within the i-th pixel
in the poloidal plane is detected along the j-th channel of the GCU.
One aim of the GCU is to determine F from S, which is obtained
through a tomographic inversion.8,9

Based on previous experience with the gamma-ray camera at
the JET,16,17 we use the Maximum Likelihood-Expectation Maxi-
mization (ML-EM)18 method to perform the tomographic inversion.
In this method, F is obtained by the iterative formula as follows:

Fn+1
i = Fn

i∑lWli
∑
j

WjiSj∑kWjkFn
k

, (1)

where the superscript n indicates the step of the iteration. As the
initial step, we assume a uniform emission profile, i.e., F0

i = 1.
The reconstruction is interrupted when the correlation between
two subsequent iteration steps approaches unity, as in Eq. (5) of
Ref. 16.

The transfer matrix W has been evaluated using an ad hoc
script, which considers the three-dimensional geometry of the
gamma-camera lines of sight (LOS). Additional information needs,
however, to be considered for a satisfactory tomographic reconstruc-
tion. In our work, we follow the approach of Ref. 16. As W is sparse,
due to the limited amount of lines of sight for the GCU, 17 addi-
tional, virtual LOS are generated between adjacent real LOS using
sp-lines for interpolation of the measured data. Information on the
magnetic equilibrium is further embedded by means of a smoothing
operator. This performs a moving window average of the signal from
nearby pixels that span 1/10 of each magnetic flux surface. Smooth-
ing is applied every nsmooth iteration. In our reconstruction, nsmooth= 1 or 2, typically.

IV. APPLICATION AT THE JET

As an example of the capabilities of the GCU, we here present
data for JET discharge no. 95689 in the time window t = 47.5–52.5 s.
The discharge belongs to a series of experiments on the “three ion”

Ion Cyclotron Resonance Frequency (ICRF) scenarios,10–12 where
radio-frequency (RF) waves are used to accelerate a beam of deu-
terium ions up to energies in the MeV range and in a plasma
made of deuterium and 3He, with relative concentrations of 50%
and 25%, respectively. The aim of the experiments was to tailor the
D+3He reaction rate by accelerating deuterium at different energies,
which is in turn obtained by changes in the ratio between the neu-
tral beam injection (NBI) and ICRH powers.10 The main reaction
channel of D+3He is the production of alpha particles and protons,
i.e., D+3He → α + p. However, there is also a weaker (≈ 105 rela-
tive probability19) electromagnetic channel of this reaction, D+3He→ γ+5Li, which leads to the generation of 16.4 MeV gamma rays
and is of interest for the quantification of the fusion power from
the D+3He.

Figure 2 shows the gamma-ray spectrum measured by chan-
nel 1 (observing the core) and 15 (observing the periphery) of the
GCU in discharge no. 95689 and in the time window t = 47.5–52.5 s
on a logarithmic scale. Two spectral regions can be clearly distin-
guished, depending on whether Eγ < 10 MeV or Eγ > 10 MeV. The
Eγ < 10 MeV region has a similar shape between the two channels
and is dominated by the response function of the LaBr3(Ce) scintil-
lator to neutron background.20,21 In particular, the neutron induced
background due to fusion born 14 MeV neutrons has been char-
acterized in Ref. 21 and extends up to approximately 10 MeV. An
experimental estimate of such a background for channels 1 and 15 is
shown by the red triangles in Fig. 2.

The Eγ > 10 MeV region is significantly different between the
two channels. There are almost no events for the peripheral chan-
nel 1, while there is a clear structure for channel 15 that exceeds
the neutron background. From comparison with the spectrum mea-
sured by the tangential LaBr3 spectrometers (see Ref. 22), we find
that this structure is due to the 16.4 MeV gamma rays. We also
note that the end point energy of the D+3He gamma-ray emission
in Fig. 2 is 10% lower than expected, while the 95% confidence
band of the calibration, shown in Fig. 1, accounts only for a 5%
discrepancy. This suggests that the quadratic polynomial used for
calibration under-corrects the non-linearity of SiPMs in this energy
region.

The shape of the structure in Fig. 2 is predominantly deter-
mined by the dominant Compton interactions of 16.4 MeV gamma

FIG. 2. Gamma-ray spectrum measured by channel 1 (left) and channel 15 (right) of the gamma-camera in the time interval t = 47.5–52.5 s of JET pulse no. 95689. For
each channel, the neutron induced background is shown by red triangles.
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FIG. 3. Counting rate in the energy window Eγ > 10 MeV measured by channels
1 and 15 of the GCU during JET discharge no. 95689.

rays with the detector,23 combined with the natural broadening of
the emission due to the ≈ 1.5 MeV mass broadening of the unsta-
ble 5Li nucleus.24 The average counting rate in the energy band
Eγ > 10 MeV is about 30 Hz for channel 15, while this is almost null
for channel 1 as shown in Fig. 3.

From the energy spectrum measured at each channel of the
GCU, we can integrate data in the region Eγ > 10 MeV to obtain
the experimental gamma-ray profile of 16.4 MeV gamma rays from
the D+3He → γ+ 5Li reaction19 shown in Fig. 4. After tomographic
inversion of these data (see Sec. III), we finally obtain the spatial map
of the 16.4 MeV gamma-ray emission, shown in Fig. 5. As 16.4 MeV
gamma rays are born from the fusion reaction of D and 3He, which
also leads to alpha particle production at an ≈ 105 more abundant
rate, the map of Fig. 5 is also an image of the alpha particle source in

FIG. 4. Gamma-ray profile measured by the GCU for discharge no. 95689 and
obtained by integrating data in the energy band Eγ > 10 MeV for each channel
and in the time window t = 47.5–51.5 s (circular marker); reconstruction of the
measured profile obtained convolving the emissivity distribution shown in Fig. 5
with the probability matrix W (dashed line).

FIG. 5. Spatial profile of the Eγ = 16.4 MeV emission from the D+3He → γ+5Li
reaction in the poloidal plane obtained by a tomographic inversion of the data
shown in Fig. 4. GCU channel numbering is shown in white.

the experiment. We note that, as expected from theory, alpha particle
production occurs in an ≈ 40 cm narrow region around the magnetic
axis, which is found at R ≈ 3 m and z ≈ 30 cm in this discharge. This
is also the volume where most of the ICRH power is absorbed by the
NBI deuterons according to RF simulations.10 Finally, Fig. 4 shows
good agreement between the experimental gamma-ray profile and its
reconstruction, which has been obtained by multiplying the weight
matrix W with the spatial profile data of Fig. 5. The corresponding
p-value of the Pearson χ2 test is 0.55.

V. CONCLUSIONS

The gamma-ray camera upgrade (GCU) has been used in the
most recent JET deuterium and hydrogen experimental campaigns.
Benefiting from new gamma-ray detectors, which add spectroscopic
and MHz counting rate capabilities to the previously existing sys-
tem, the pulse height spectrum due to gamma-ray emission from
fast ion reactions in the plasma was successfully collected for each
channel of the system. An Am–Be radioactive source was used for
the energy calibration and, in particular, to correct for the detector
non-linearity at energies of a few MeV. The application of the sys-
tem to recent ion cyclotron resonance heating experiments on the
three-ion scenario in D–3He plasmas allowed determining an image
of the alpha particle source born from D+ 3He fusion reactions in
these experiments, after a tomographic inversion. The analysis of the
recorded spectra shows that the extrapolation of the GCU calibra-
tion above 10 MeV underestimates the energy of the D+3He→ γ+5Li
16.4 MeV peak by approximately 10%. During recent experiments,
lines from 3He + 9Be reactions, which extend up to about 9 MeV,
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have been observed and might be used to improve the instru-
ment calibration. However, the current calibration is robust in the
energy region around 4.4 MeV, which is of interest for the study of
α-particles in the upcoming DT campaign.
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INTRODUCTION

In so called ‘three-ion’ Ion Cyclotron Resonance Heating (ICRH) experiments a third, mi-

nority species is efficiently accelerated in plasmas made by two main ions. This is achieved in

the vicinity of the ion-ion hybrid layer, where the wave polarization is entirely left handed [1].

At the Joint European Torus (JET) the scheme has so far been demonstrated in H-(DNBI)-D,

H-(3He)-D and D-(DNBI)-3He plasmas [2], (DNBI) and (3He) being the minority species.

In the latter scheme, fast deuterons injected by Neutral Beam Injection (NBI) are further

accelerated by ICRH up to energies in the MeV range [3]. High D+D neutron rates (between

1015 and 1016 s−1) have been achieved at moderate external heating power [4]. Reversed Shear

Alfven Eigenmodes (RSAEs) have also been systematically observed, which is indicative of a

non monotonic q-profile induced by an non-inductive current driven by an intrinsic mechanism

[4].

GAMMA-RAY EMISSION

JET is equipped with 4 γ-ray spectrometers, arranged on 2 vertical and 1 tangential lines-

of-sight [5], and the Gamma-Camera Upgrade (GCU) [6], composed by two arrays of 10 and



Figure 1: γ-ray spectra recorded during JET shot #95679, in time interval 7.5-12.5 s, by (left) the

high-purity Germanium spectrometer (KN6G), which has a vertical line-of-sight, and (right) the new

tangential LaBr3(Ce) spectrometer (KM6T). The neutron background of KM6T (red triangles) has been

calculated summing spectra recorded during the NBI only phase of all shots allocated for the D-(DNBI)-
3He experiment.

9 lines-of-sight that observe the plasma on the poloidal plane. These diagnostics allow us to

investigate the nuclear processes that take place in the plasma during a discharge (e.g. JET shot

#95679).

When only NBI heating is applied, all the spectrometers measure a signal induced by fusion

born neutrons (red triangles in figures 1 and 2). When also ICRH is turned on, i.e. between

7.5 and 12.5 s, γ-ray signals are detected over the neutron background. In particular the D+9Be

emission (fig. 1) between 2 and 5 MeV confirms the acceleration of DNBI up to energies in
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Figure 2: γ-ray spectra recorded during JET shot #95679, in time interval 7.5-12.5 s, by (left) channel

1, whose line-of-sight observes the upper part of the poloidal plane, and (right) channel 15, whose line-

of-sight observes the magnetic axis vertically, of the Gamma-Camera Upgrade. See figure 3 for a sketch

of the GCU lines-of-sight. The neutron-induced background for each channel (red triangles) has been

calculated as in figure 1.
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Figure 3: Spatial profiles of the source of (right) α-particles born in D+3He fusion reactions (left)

neutrons born in D+D fusion reactions (the latter can be compared with figure 1 in [4] for a benchmark

of the tomography code here presented). Both reconstructions have been performed during time interval

8.-12. s of JET shot #95679. GCU lines-of-sight and their numbering are shown in grey.

excess of 0.5 MeV [4]. The simultaneous detection of the 16.4 MeV gamma-rays produced in

a minor branch of the D+3He reaction [4, 6] and the 4.4 MeV gamma-rays emitted in α+9Be,

proves the generation of fusion born alpha particles.

Figure 2 shows the spectra recorded by the peripheral ch 1 and the central ch 15 of the GCU.

The camera was able to detect the D+3He 16.4 MeV gamma-rays as well, giving us spatial

information about the distribution of this emission, which can be used to perform a tomographic

reconstruction of the source of the α-particles born in the D+3He fusion reactions.

NEUTRONS AND α-PARTICLES SOURCES

Figure 3 shows the tomographic reconstruction of the neutron profile measured by the neutron-

camera and the 16.4 MeV gamma-ray profile derived from the spectra shown in figure 2 [7, 8].

The two reconstructions, which were independently performed, show respectively the D-D

neutron and α-particles sources, proving that the ICRF energy deposition happened in a narrow

region of ≈ 20 cm around the magnetic axis, as expected.

The two plots also represent the spatial distribution of the reaction site for D+D and D+3He,

which take place between a fast D and a thermal ion. We can reasonably suppose that the

distribution of thermal D and 3He are similar, thus we can check that the two tomographies are

consistent with one another. In fact the two slightly differ in the region spanned by ch 6 and 14,

where the experimental data were corrupted and the profile was interpolated from the closest

channels.



SYNTHETIC ANALYSIS

Figure 4: (black points) Sum over JET shots

#95677, #95679, #95680 and #95683 of the

measured emission of Eγ = 2.87 MeV peak

emitted by D+9Be reactions. Line shape com-

puted with GENESIS using deuterons energy

distribution calculated with TRANSP and set-

ting pitch-angle to λ ≈ 0 (blue dashed line)

and λ ≈ 0.4 (red solid line).

The line shape of the emission spectrum can

be modelled with GENESIS code. In figure 4 the

sum of KN6G measurement of 2.87 MeV γ-rays

in JET discharges #95677, #95679, #95680 and

#95683 is compared with two synthetic diagnostics

generated assuming the energy distribution of fast

deuterons as simulated by TRANSP and two pitch-

angle distribution centered at λ ≈ 0 and λ ≈ 0.4 [4].

It confirms that, differently from traditional ICRF

scheme, the D-(DNBI)-3He three-ion ICRF heating

scenario generates co-passing fast D ions with λ

≈ 0.3 - 0.5. This particles are candidates for driv-

ing the non-inductive current that induces the non

monotonic q-profile. This suggests the necessity to

study in more detail the relationship between fast

deuterons and the excitation of RSAEs.

CONCLUSIONS

The acceleration of DNBI to energies in the MeV-range and the generation of fusion born

α-particles from D+3He has been confirmed by the spectral analysis of the plasma γ-ray emis-

sion. The spatial distribution of D+3He born α-particles source has been reconstructed using

the profile of the 16.4 MeV emission measured by the GCU. This distribution is in good agree-

ment with the tomography of the neutron-camera profile. Synthetic modelling of the 2.87 MeV

emission has been carried out and the results confirms the generation of co-passing deuterium

ions, which are candidates to drive non-inductive current. Further studies on this topic will be

conducted in the future.
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Abstract: Unfolding techniques are employed to reconstruct the 1D energy distribution of
runaway electrons from Bremsstrahlung hard X-ray spectrum emitted during plasma disruptions
in tokamaks. Here we compare four inversion methods: truncated singular value decomposition,
which is a linear algebra technique, maximum likelihood expectation maximization, which is an
iterative method, and Tikhonov regularization applied to χ2 and Poisson statistics, which are two
minimization approaches. The reconstruction fidelity and the capability of estimating cumulative
statistics, such as the mean and maximum energy, have been assessed on both synthetic and
experimental spectra. The effect of measurements limitations, such as the low energy cut and
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few number of counts, on the final reconstruction has also been studied. We find that the iterative
method performs best as it better describes the statistics of the experimental data and is more robust
to noise in the recorded spectrum.

Keywords: Nuclear instruments and methods for hot plasma diagnostics; Plasma diagnostics -
interferometry, spectroscopy and imaging; Analysis and statistical methods; Plasma diagnostics -
charged-particle spectroscopy
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1 Introduction

In recent years, the development of a new generation of hard-X ray (HXR) spectrometers, based on
LaBr3 inorganic scintillators with counting rates capabilities up to 1 MCps and energy resolution
of � 5% @ 661 keV [1, 2], allowed to measure the Bremsstrahlung radiation emitted from the
interaction between runaway electrons (REs) and background ions during plasma disruptions
in tokamaks [3]. From this HXR spectrum, the 1D energy distribution of the beam can be
reconstructed using suitable unfolding techniques [4, 5], unveiling precious information for the
study of REs dynamics and the design of avoidance or mitigation strategies for ITER. In addition
to being computationally less expensive, measured 1D energy distribution functions can challenge
computations from first principles to improve our understanding of REs.
The performance of unfolding techniques strongly depends on the process under analysis, thus

the comparison of different deconvolution methods on synthetic distributions can help assessing
the capability and limits of the unfolding procedure. In this work we present a comparison of
four unfolding techniques, which are presented in section 2 and then applied to synthetic signals
(section 3) as well as to experimental data collected with the 1′′ × 1′′ cylindrical LaBr3 scintillator
installed in the Bragg Bunker at ASDEX Upgrade (AUG) (section 4).

2 Analysis techniques

TheHXR spectrum S and the RE energy distributionF follow the convolution equation: S = W · F,
which is the same method as applied in energetic ion distribution functions [6]. Here the matrix
W describes the Bremsstrahlung emission probability, which was calculated using the GENESIS
code [7], and the interaction of a photon with a LaBr3 scintillator, which was simulated using the
MCNP code [8]. Figure 1 shows a sketch of W’s columns, which represent the spectra emitted
by a ideally mono-energetic RE beam, and rows, which are also called weight functions [19, 20]
and describe the diagnostic sensitivity to different regions in the RE energy spectrum. In this
section we present four unfolding techniques, whose performances on the problem at hand will be
compared in sections 3 and 4.

– 1 –
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Figure 1. (Left) MCNP simulation of the DRF of the LaBr3 scintillator installed at AUG in the Bragg
Bunker. Transfer matrix W columns (centre) and rows (right), the latter for 5, 10 and 15MeV measured
signals.

Singular Value Decomposition (SVD) [9] is a linear algebra method for the spectral decompo-
sition of a rectangular matrix into orthogonal matrices, which in turn can be transposed to give the
truncated pseudo inverse: W−1 = V · Σ−1 · UT. Here U and V are the singular vectors matrices,
while Σ is the diagonal matrix containingW singular values. In order to smooth any computational
and experimental noise that might degrade the reconstruction Σ is usually truncated by neglecting
all singular values smaller than a custom threshold. Maximum Likelihood-Expectation Maxi-
mization (ML-EM) is an iterative algorithm commonly used in tomographic inversions [4, 10]: it
makes a first guess (e.g. F0

i =
∑

j
Wji∑
iWji

Sj) and evolves according to: Fn+1
i = Fn

i
∑

j
Wij∑
lWli

Sj∑
kWjkFn

k
, n

being the iteration number. Every nsmoothing iteration the estimate is smoothed by applying a sliding
window average filter to prevent the formation of artifacts. Tikhonov regularization traditionally
minimizes the χ2 statistics and a smoothing operator L [11–16], that in the present work has
been chosen of the first order (i.e. it penalizes steep gradients in the reconstruction). The solu-
tion, then, is chosen as: F = arg minF�0

(
‖W · F − S‖2 + α‖L · F‖2

)
, where the parameter α � 0

determines the intensity of the smoothing. Finally, we have also tested a variation of Tikhonov
regularization, where the χ2 has been substituted by the Poisson log-likelihood calculated in
ref. [17]: � =

∑
i

( [
W · F

]
i
+ β

)
−∑

i

(
Si log(

[
W · F

]
i
+ β)

)
, which better describes our data. Here

β is a small arbitrary parameter that prevents the cost function from diverging.
In all four methods the smoothing parameters have been set according to the L-curve method,

as in ref. [11], while the confidence band of the reconstruction has been computed with the Monte
Carlo procedure proposed in ref. [18]. Since each of the methods presented suffers from the
generation of artifacts in the reconstructed distribution, cumulative statistics has been studied as
well. In particular the RE mean energy and the maximum energy, calculated as the X percentile of
the energy distribution, with X = 90% and 99% and 99.9%.

3 Synthetic tests

The performance of themethods explained in section 2 have been tested on four synthetic RE energy
distributions (figure 2): a Gaussian (μ = 12 MeV, σ = 3 MeV), an exponential (τ = 10 a.u.), a
Maxwellian (τ = 40 a.u.) and the sum of a Maxwellian and a Gaussian (τ = 40 a.u., μ = 12MeV,

– 2 –
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Figure 2. Reconstructions of four synthetic signals: a Gaussian, an exponential, a Maxwellian and the
superposition of a Maxwellian with a Gaussian. The RE distribution used to generate the synthetic signal
is reported in red dots, while its reconstruction is shown as a blue line with statistical errors shown as a
light-blue band.

σ = 1MeV). SVD shows severe artifacts in most reconstructionss: negative probability functions
and evident oscillations around 0 at high and low energy. The other three methods give better
results, eventhough traditional Tikhonov regularization often underestimates the high-energy tail
of the distribution. Table 1 reports the estimates of the mean energy of the RE beam (〈E〉) and
its maximum energy, as defined in section 2. The errors (σ) of the estimates have been computed
using the Monte Carlo procedure of ref. [18]. The worst results are again obtained using SVD,
which will not be included in the analysis of section 4. The best results are obtained usingML-EM:
the estimates always differ from the true statistics less of ≈5% and the Monte Carlo error always
accounts for this difference within one σ.

– 3 –
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Table 1. Mean energy and maximum energy (calculated as the 90, 99, 99.9 percentiles) of the synthetic
distribution function shown in figure 2 reconstructed with the four methods presented in section 2. The
errors are estimated using a Monte Carlo procedure on the reconstructed RE distribution.
gaussian [MeV] SVD [MeV] ML-EM [MeV] Tikhonov [MeV] Poisson [MeV]
〈E〉 = 12.00 11.80 ± 0.10 12.01 ± 0.12 12.18 ± 0.3 11.95 ± 0.4
E90 = 15.76 15.15 ± 0.10 15.8 ± 0.1 16.47 ± 0.5 15.97 ± 0.5
E99 = 18.91 16.58 ± 2 18.91 ± 1.7 19.22 ± 1.5 18.10 ± 1.3
E99.9 = 21.25 25.83 ± 0.3 21.66 ± 5 20.24 ± 1.3 19.02 ± 1.2
exponential SVD ML-EM Tikhonov Poisson
〈E〉 = 8.48 8.55 ± 0.06 8.54 ± 0.09 8.79 ± 0.19 8.53 ± 0.4
E90 = 19.32 20.03 ± 0.3 19.22 ± 0.4 20.34 ± 1.1 19.22 ± 1.6
E99 = 28.27 28.68 ± 0.5 28.47 ± 0.9 28.88 ± 1.4 28.58 ± 2
E99.9 = 29.80 29.90 ± 0.4 29.90 ± 0.5 29.90 ± 0.9 29.90 ± 1.8
maxwellian SVD ML-EM Tikhonov Poisson
〈E〉 = 7.14 7.04 ± 0.07 7.18 ± 0.06 7.05 ± 0.02 7.10 ± 0.5
E90 = 11.08 10.78 ± 0.10 11.19 ± 0.15 10.88 ± 0.1 10.98 ± 1.0
E99 = 15.05 14.13 ± 7 15.46 ± 1.1 13.63 ± 0.2 14.13 ± 2.0
E99.9 = 18.00 22.78 ± 2 19.22 ± 7 15.05 ± 1.0 15.25 ± 1.9
maxwellian+gaussian SVD ML-EM Tikhonov Poisson
〈E〉 = 6.25 6.06 ± 0.11 6.18 ± 0.12 6.11 ± 0.08 6.18 ± 0.6
E90 = 10.98 10.47 ± 0.4 10.88 ± 0.4 10.58 ± 0.2 10.88 ± 2
E99 = 14.13 13.32 ± 5 13.63 ± 4 13.32 ± 0.9 13.52 ± 1.7
E99.9 = 15.35 13.73 ± 6 14.74 ± 4 14.34 ± 0.9 14.24 ± 1.6

4 Application to AUG data

The reconstructions of AUG shot #34084 (see also ref. [3]), obtained using the unfolding methods
presented in section 2, are compared in figure 3. All methods retrieve admissible solutions, which
well fit the experimental data. The reconstructed RE energy distributions are in good agreement
up to ≈10 MeV, while they differ in the high-energy tail. As already pointed out in section 3,
Tikhonov regularization with χ2 statistics is prone to underestimate such a tail.
A cut at low energy between 0.1 and 0.5MeV is always applied to the measured spectra in order

to remove the electronic noise due to the acquisition chain. To determine the effect of this loss
of information on the final reconstruction, shot #34084 has been analysed after applying different
energy cuts from 0.1 to 6MeV (figure 4). Some minor artifacts appear in a region of ≈2 − 3
MeV right above the cut and the peaks in the high energy part of the distribution are accentuated.
However the overall spectral shape of the reconstruction is preserved, showing that the low energy
cut determines mainly the reconstruction below ≈5 MeV, while the shape of the high-energy part
of the RE energy distribution is mostly influenced by the high-energy counts in the HXR spectrum.
We are also interested in studying the minimum number of counts necessary to perform a

reconstruction of the RE energy distribution. Statistically independent, uniformly drawn, random
samples of the shot #34084 HXR spectrum, with 1, 5, 10 and 20 kcounts have been analysed.
The reconstructions performed with Tikhonov minimization applied to the Poissonian statistics
show substantial differences already when 20 kcounts draws are analysed, thus suggesting that

– 4 –
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Figure 3. (Left) The experimental HXR spectrum measured during AUG shot #34084 in the time interval
1.00–1.13 s and its reconstruction obtained convolving the RE distributions (see graph on the right) with
the transfer matrix W (see figure 1). (Right) REs energy distribution reconstructed from the experimental
spectrum shown on the left, using ML-EM, Poisson and Tikhonov regularizations.

Figure 4. (Left)Multiple reconstructionsof the RE energy distribution in AUG shot #34084 for different low
energy cuts, performed with ML-EM. Black dots show the reconstruction of figure 3 for reference. (Right)
Average and standard deviation of RE distribution statistics obtained by reconstructing random draws of the
experimental data set, with variable size (1, 5, 10, 20 kcounts), using ML-EM. Dashed lines refer to the
statistics of the reconstruction in figure 3.

the signal to noise ratio of the high-energy tail of the RE Bremsstrahlung emission is unfavorable
for the Poissonian cost function and that the two peaks above 10MeV in figure 3 are probably an
artefacts. Better results are achieved usingML-EM and traditional Tikhonov regularization, which
can retrieve the overall shape of RE energy distribution even with only 5/10 kcounts. When only
global features of the RE beam are seeked, the above recommendation can be relaxed: figure 4
shows the average and standard deviation of 〈ERE〉, E90

RE and E
99
RE calculated on multiple draws. The

inference of the mean RE energy gives good results also on spectra with only 1 kcounts, while the
estimates for the maximum energy are reliable on average up to 5 kcounts (the higher the percentile
of the estimate, the more counts are needed).

– 5 –
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5 Conclusions

Four unfolding techniques have been applied to the reconstruction of the runaway electrons energy
distribution from their Bremsstrahlung HXR emission. ML-EM has produced the most reliable
reconstruction of the synthetic signals. With all four methods, the mean and maximum energy
of the RE beam has been estimated within 5% from the true value, proving those estimates to be
robust against the presence of artifacts in the reconstruction. The tests performed on experimental
data show that ML-EM and Tikhonov with χ2 statistics give good results also when a generous
low-energy cut is applied. The two methods also perform well with limited statistics, reaching a
maximum time resolution of ≈10−2 s if the complete spectral information is required, which can
be pushed to ≈10−3 s for the estimate of the cumulative statistics.
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ABSTRACT

The reconstruction of the distribution function of runaway electrons (RE) in mag-
netically confined fusion plasmas gives insights on the runaway electron beam dy-
namics during plasma disruptions. In view of enabling a two-dimensional, energy-
pitch reconstruction of the RE velocity space, in this work we present a calculation
of the weight functions for the bremsstrahlung emission by the REs. The weight
functions allow bridging the bremsstrahlung spectrum with the RE velocity space,
as they tell the region of the velocity space that contributes to a particular spectral
measurement. The results are applied to investigate the RE velocity-space sensitiv-
ity of the hard X-ray diagnostic installed at the Joint European Torus.

1 INTRODUCTION

The study of runaway electrons (REs) in magnetically confined fusion plasmas focus on the de-
velopment of suppression or at least mitigation techniques for safeguarding the structural integrity
of future large devices such as ITER [1]. The effects of such techniques on the dynamics of the RE
phase-space distribution can be studied using unfolding algorithms that reconstruct the RE distribu-
tion from experimental measurements: in particular the 1D energy distribution can be retrieved from
the measurements of the bremsstrahlung photons emitted in the Hard X-Ray (HXR) energy region
during collisions between REs and ions in the background plasma [2, 3, 4, 5].

Such an analysis is made possible on the Joint European Torus (JET) thanks to three sets of HXR
diagnostics which observe the plasma on different lines of sight (LOS). A 7.62 cm× 15.2 cm (width ×
depth) cylindrical LaBr3 doped Ce spectrometer (KM6T), coupled with a traditional PMT, observes
the plasma tangentially [15]. Its LOS runs on the equitorial plane and spans octants from 8 to 3, inter-
secting the center of the poloidal plane with an angle of about 50 deg with respect of the toroidal axis.
Two spectrometers (KM6S1 and KM6S2), equipped with similar scintillators as KM6T and coupled
with a traditional PMT as well, observe the plasma core vertically [17]. Finally the gamma camera
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upgrade (GCU) observes a poloidal section of the torus with a set of 19 spectrometers arranged in two
perpendicular arrays of 10× 9 detectors [16]. Each detector is made of a 2.54 cm × 1.69 cm LaBr3:Ce
scintillator coupled to a silicon photomultiplier (SiPM) [16]. All the diagnostics here described are
usually operated with a energy dynamic range of [0, 30] MeV.

The 1D analysis of the energy distribution of REs can be extended to the 2D velocity-space thanks to
the fact that the bremsstrahlung cross section depends on both the energy of the RE and the direction
of emission [6, 7, 8], which in turn is defined by the pitch angle and the gyro-phase of the particle.
This probability is also named weight function and has been widely used for the study of fast-ions
[10, 9] thanks to its many fold relevance. In fact, weight functions allow to study the velocity-space
sensitivity of the HXR spectrometer under consideration: in particular they show to which regions
the diagnostic is most sensitive to and which ones are beyond the reach. They also give hints on the
contribution of the various regions of the RE 2D velocity distribution function to the measurements
and they can be used to calculate synthetic measurements from RE distributions computed from first
principles simulations. Finally, these weight functions are a key piece of 2D reconstruction of RE
distribution; however, due to the challenges of inverting a highly undetermined system, such recon-
struction will be attempted in future works. A 3D reconstruction can also be achieved by calculating
orbit-based weight functions [11, 12, 13]. In this sense, the entries of the weight functions calculated
in the present work represent the expected bremsstrahlung signal emitted by an RE in a certain in-
stant of its orbit: the sum over all the RE orbit (i.e. all energy and pitch assumed by the RE during its
orbit) gives a 3D orbit-based weight function.

In the present work we will present the weight functions of the RE HXR emission, expressed as a
function of energy and pitch-angle of the REs, for the HXR diagnostics installed at JET. In section 2 we
introduce 2D weight functions and their computations, while in section 3 we present some examples
of weight functions calculated for two Lines Of Sight (LOS) installed at JET: a tangential and a radial
one.

2 WEIGHT FUNCTIONS

2D velocity-space weight functions W (Emeasured, ERE , pRE) represent the probability that an RE
having energy ERE and pitch pRE will emit a photon of energy EHXR that will subsequently deposit
an energy Emeasured in the detector. In the present work pRE =

vRE,‖
vRE

is defined using the same
definition commonly used in fast-ions works in order to make more evident the direction of motion
the the REs with respect to the magnetic field. With this definition, on JET REs mostly have negative
pitch. In order to avoid confusion, it is worth underlying that in many study about REs the pitch is
defined using the opposite of the RE velocity so that it can be positive.
W (Emeasured, ERE , pRE) links the RE 2D velocity-space probability distribution functionF (ERE , pRE)

to the measurement of the bremsstrahlung spectrum S(Emeasured) emitted by REs. In particular it
defines the inverse problem:

S(Em) =

∫

LOS
nRE(x)

∫ ∞

0

∫ 1

−1
W (Em, ERE , pRE , x)F (ERE , pRE , x) dpRE dERE dx. (1)

Here S(Em) is the number of counts having energy in an energy bin centered inEm and having width
∆E: Emeasured ∈ [Em −∆E,Em + ∆E]. S(Em) can be conveniently normalized to the time interval
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over which the measurement has been performed and to the width of the energy bin ∆E, in which
case its units are [counts / s / MeV]. S(Em) is the sum, performed over the detector LOS, of the sig-
nals generated by all REs having the desired energy ERE and pitch pRE . In each position x inside the
LOS, the number of such REs is nRE(x)F (ERE , pRE , x) dpRE dERE dx and the signal they generated
in the detector can be calculated as W (Em, ERE , pRE , x)nRE(x)F (ERE , pRE , x) dpRE dERE dx. Thus,
W (Emeasured, ERE , pRE , x) can be seen as the spectrum generated by a mono energy and mono pitch
beam, normalized to the number of REs, and its units are the same as S(Em), in this case: [counts /
s / MeV].

As already pointed out W (Emeasured, ERE , pRE , x) can be divided in two independent processes:

W (Emeasured, ERE , pRE , x) =

∫ ∞

0
WDRF (Emeasured, EHXR) ·WB(EHXR, ERE , pRE , x) dEHXR (2)

where WDRF (Emeasured, EHXR) is the Detector Response Function that describes the interactions
between hard X-rays of energy EHXR and the scintillator, and it has been calculated with the MCNP
code [14]. On the other hand WB(EHXR, ERE , pRE , x) is the emission rate of the bremsstrahlung
emission and has been calculated using the GENESIS code [6], that implements the semi-empirical
cross section dσ

dEHXR dΩ(EHXR, ERE , θ) introduced in Refs. [7, 8]:

WB(EHXR, ERE , pRE) =
|vRE |

2π
ni dΩ

∫ 2π

0

dσ

dEHXR dΩ
(EHXR, ERE , θ(pRE , φ, α)) dφ. (3)

where |vRE | is the speed of the RE, ni is the ion density in the background plasma, dΩ is the solid
angle subtended by the detector. The double differential cross section dσ

dEHXR dΩ is averaged over all
possible gyro-phases φ of the RE orbit in x. In particular it is a function of the angle of emission
θ = arccos( ˆLOS · v̂RE), which in turn can be calculated from the particle pitch, its gyro-phase and
the angle α between the versor ˆLOS defining the direction of the LOS and the magnetic field.

For the sake of simplicity, in section 3 we consider a purely toroidal and uniform magnetic field,
and a point-shaped RE beam positioned at the centre of the LOS under consideration. This simple
situation allows us to uncover the relationship between the direction of the LOS and the magnetic
field, which is the building block necessary to interpret weight functions calculated considering the
full geometry of the LOS and the experimental magnetic equilibrium.

3 APPLICATION TO JET DIAGNOSTICS

In the geometry adopted in this work (see section 2), only the toroidal magnetic field is consid-
ered, thus all radial LOS observe the magnetic field at an angle of 90 deg. Between one detector
and another the main differences are the dimensions of the scintillator crystal and the distance of
the spectrometer from the plasma, i.e. the solid angle observed by the LOS. As an example of the
weight functions of radial LOS, in figure 1 we present the 2D weight function for 1 MeV and 10
MeV signals measured by the radial LOS of channel 5 of the JET Gamma Camera Upgrade (GCU
or also KN3G) [16]. In this particular case, particles having negative and positive pitch exhibit a
symmetric behaviour and the sensitivity of the diagnostics has a peak at p = 0. The width of this
peak is inversely proportional to the energy of the particle, as in fact the more energetic the particle
the more polarized the emission. The weight functions show a cutoff for ERE < Emeasured as in fact
the conservation of energy imposes that the energy of the emitted bremsstrahlung photon must be
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Figure 1: Weight functions of channel 5 of JET GCU, that has a radial LOS, considering an energy measured
by the detector of Emeasured = 1 MeV (a) and Emeasured = 10 MeV (b).

lower than the energy of the emitting RE. This is clearly visible in figures 1(a) and 1(b), where the
weight functions for a measured energy of 1 MeV and 10 MeV are presented and the cutoff is at en-
ergy ERE = 1 MeV and ERE = 10 MeV respectively. As the measured energy increases, the position
of the sensitivity peak remains constant and the symmetry between negative and positive pitches is
also conserved. The weight functions of the other channels of the GCU and of the two vertical spec-
trometers are similar to the one presented in figure 1, the only difference is in the maximum value
of the weight function, which changes according to the distance of the detector from the plasma and
the dimension of the crystal.

The study of the weight functions for KM6T is made more complex by the fact that the angle α
between its tangential LOS and the magnetic field depends on the poloidal position of the point-
shaped RE beam considered for the calculations. In figure 2, the beam is placed at the center of the
poloidal plane, where the angle α is about 50 deg. Also in this case, two energies are considered:
Emeasured = 1 MeV and Emeasured = 10 MeV. The weight functions lose the symmetry observed in
figure 1 for radial LOS. In figure 2 the sensitivity peak is positioned at p = cos(50 deg) = 0.64 and the
diagnostics is 3 order of magnitudes more sensitive to particles having positive pitch (i.e. moving
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Figure 2: Weight functions of the JET tangential spectrometer (KM6T) calculated for Emeasured = 1

MeV (a) (b) and Emeasured = 10 MeV (c) (d). The RE beam has been placed at the center of the poloidal
plane, where the LOS forms an angle α = 50 deg with respect to the magnetic field.

clockwise) than particles having negative pitch (i.e. moving counterclockwise). As before, the width
of the sensitivity peak in the pitch-axis depends of the RE energy and the weight functions show a
cutoff at ERE < Emeasured. In figure 2, the contributions of particles having positive pitch (figures (b)
and (d)) and negative pitch (figures (a) and (c)) are reported separately with different color scales in
order to include as many details as possible. The detection of the backward emission from particles
having negative pitch is more probable if ERE is close to Emeasured, this is again an effect of the
anisotropy of the bremsstrahlung emission, which is more pronounced for higher ERE .

In many JET disruptions, the RE beam often drifts to the high-field side and the α between KM6T
LOS and the magnetic field at the position of the RE beam decreases. The minimum value admissible
is α = 0 deg, which is considered in figure 3. In this case the weight function is peaked at p = 1 and
the width of the peak is narrower than in figures 1 and 2, regardless of the measured energy or
the energy of the RE. This is due to the fact that the width of the distribution of the emission angle
sampled in the gyro-phase scan is proportional to α itself and for α = 0 deg the detector observes
the photon emitted with the same θ regardless of the RE gyro-phase. Moving the position of the core
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Figure 3: Weight functions of the JET tangential spectrometer (KM6T) calculated for Emeasured = 1

MeV (a) (b) and Emeasured = 10 MeV (c) (d). The RE beam has been placed at the high-field side, where
the LOS forms an angle α = 0 deg with respect to the magnetic field.

of the RE beam from the high-field side to the low-field side, the angle between KM6T LOS and the
toroidal magnetic field can vary from α = 0 deg to α = 60 deg. The peak in sensitivity of the weight
function for KM6T, then, moves from p = 1 to p = 0.5 depending of the position of the RE beam
and the total sensitivity of the diagnostics, calculated as

∑
Emeasured,ERE ,pRE

W , decreases of 1 order
of magnitude.

In general, the weight function of a LOS exhibits a maximum for p = cos(α), in fact for such a
pitch there exists a gyro-phase for which the detector observes the photons emitted frontward, i.e. at
θ = 0 deg. In principle one can set this peak on a desired pitch by varying the LOS inclination, thus
scanning all the pitch-space. The width of this peak depends on the angle α between the LOS and
the magnetic field: the peak is wider for α close to 90 deg and is narrower for α close to 0 deg or 180

deg. Finally it is worth noting that on JET the plasma current flows clockwise also during plasma
disruptions and this means that REs have negative pitch. For example, in Refs. [4, 2, 3] the unfolding
of the RE 1D energy distribution has been conducted supposing that all REs have p = −1. KM6T is
not very sensitive to those particles and, in order to maximise the sensitivity of a tangential LOS to
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the RE emission, it should have an orientation opposite to the one of KM6T. One such a LOS would
also ease a 2D reconstruction of the velocity-space distribution of REs as its weight function would
exhibit a peak for a negative pitch. The different position of the sensitivity peak observed in figures 1,
2 and 3 also suggests the possibility to use multiple LOS with different orientations to discriminate
between different RE orbits and calculate orbit-based weight functions, similarly to what has been
recently done for fast ions in refs. [11, 12, 13].

4 CONCLUSIONS

In the present work, the 2D velocity-space weight functions for channel 5 of the JET gamma camera
upgrade and for JET tangential spectrometer KM6T have been presented as a function of the energy
ERE and pitch pRE of the runaway electrons. In particular the weight function of the gamma camera
channel is representative of all the spectrometers having radial LOS installed at JET. In the calcula-
tions presented a point-shaped runaway electron beam has been considered and the magnetic field
has been set to be toroidal. The weight functions showed a peak in the diagnostics sensitivity for a
pitch corresponding to the minimum angle of emission observed by the detector. It has been noted
that the position and width of such a peak is determined by the angle between the LOS and the mag-
netic field. These matrices pave the way to a 2D reconstruction of the velocity-space distribution of
runaway electrons, which will be attempted in future works.
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