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Abstract

Almost everyone carries a high-quality camera in their smartphone and uses it to commu-
nicate with other individuals and for the last two decades, people are increasingly making
use of images and videos in their transportable communication. As the prices of the
storage are decreasing, the number of photos stored is increasing, leading to collections of
images whose sizes begin to be a barrier for relieving the captured moments and exploring
them. We are submerged by images.

In order to ease the problem of oversized image collections, methods that aim to select
a subset of photos that best represents them have been designed and proposed in the
literature. Those methods typically rely upon the prediction of perceptual features such
as, for example, the image quality, aesthetics, and memorability, to select the best images.

This thesis starts from the fundamental image properties that guide the image se-
lection, respectively the image quality and image aesthetics. First, the perceived image
quality assessment is investigated in an anomaly detection manner, contrary to the most
common regression task. This is because rather than predict a score that best corre-
lates to the average human opinion, being able to distinguish good quality images from
bad ones, is more suitable for the image collection management problem, furthermore,
it requires fewer images to tune the model. Then the problem of automatic assessment
of image aesthetics is introduced. In the beginning, presenting a method that learns the
aesthetics of a picture on the basis of the prediction of aesthetics-related attributes. Then,
a new solution that takes into account the semantic content, the artistic style, and the
composition of the image is presented.

One of the reasons people take photos is to capture important situations to recall
them later on, usually with the intention of afterwards sharing their photos with other
people like friends or family members. Photos can be seen as a concrete link between our
memories and experienced events. Image memorability can be helpful in the organization
of the selected images to better bind the memory of experienced events and the taken
images. To this end in this thesis, a method for the estimation of still image memorability
is presented. In particular, the proposed method goes in the direction of breaking down
the intrinsic image properties that influence the memorability of the pictures.

Image collections tend to have several similar images. This is because to ensure the
best shot, people usually take a series of photos of the same scene. To guarantee a diverse
and representative selection of images from a large collection, this thesis concludes by
proposing a flexible and innovative framework that can be used to both explore large-
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scale image datasets and to summarize photo albums. The proposed method is designed
to exploit different aspects of the images, such as the scene category, image quality, and
image aesthetics.

vi



Contents

1 Introduction 1
1.1 Why image collection management . . . . . . . . . . . . . . . . . . . . . . 1
1.2 The role of perceptual properties . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Diversity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Thesis overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.5 Significant contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2 No Reference, Opinion Unaware Image Quality Assessment by Anomaly
Detection 9
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Proposed method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.3.1 Intra-Layer Correlation . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3.2 Anomaly Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.3 Combining Method . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4.1 Database for Image Quality Assessment with Real Distorted Images 16
2.4.2 Database for Image Quality Assessment with Real Synthetic Dis-

tortion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4.3 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.4.4 Implementation Details . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.5.1 Average Performance . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.5.2 Single Dataset Performance . . . . . . . . . . . . . . . . . . . . . . 21
2.5.3 Ablation Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3 Modeling image aesthetics through aesthetics-related attributes 25
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.3 Proposed method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.4.1 Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.4.2 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

vii



CONTENTS

3.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4 Incorporating Composition and Style Knowledge into a CNN for Image
Aesthetic Assessment 33
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.2 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.2.1 Image aesthetic quality assessment . . . . . . . . . . . . . . . . . . 35
4.2.2 Correlation with existing methods . . . . . . . . . . . . . . . . . . . 36

4.3 Proposed method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.3.1 Proposed network architectures . . . . . . . . . . . . . . . . . . . . 38

4.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.4.1 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.4.2 Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.4.3 Training Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.5.1 Image style and composition recognition . . . . . . . . . . . . . . . 48
4.5.2 Image aesthetic assessment . . . . . . . . . . . . . . . . . . . . . . . 49
4.5.3 Visualization of predicted weights . . . . . . . . . . . . . . . . . . . 53

5 Image Memorability using Diverse Visual Features and Soft Attention 55
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.2 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.3 Proposed method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

5.3.1 Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.3.2 Training procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

5.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.4.1 Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.4.2 Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

5.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

6 A general purpose method for image collection summarization and ex-
ploration 63
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
6.2 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6.3 Proposed method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

6.4.1 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
6.4.2 Evaluation metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.4.3 Implementation Details . . . . . . . . . . . . . . . . . . . . . . . . . 72

6.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.5.1 Subjective results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

7 Conclusions 77

viii



CONTENTS

Appendices 93

A Human subjectivity 95
A.1 Goodness of the fit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

ix





List of Figures

1.1 Example of collection of captured photos with several repeated elements. . 2

1.2 Sample pairs of similar images with different aesthetics and quality scores.
Respectively high (a) image aesthetics and low (b). High image quality
(c),low (d). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Examples of high memorable images (a-b) and low memorable images (c-d)
from the LaMem dataset [58]. . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.4 Series of shots of a particular scene. . . . . . . . . . . . . . . . . . . . . . . 5

1.5 Schematic overview of an image collection management system. . . . . . . 6

1.6 Given a collection of images, an image collection management system should
be able to group similar images. . . . . . . . . . . . . . . . . . . . . . . . . 7

1.7 For each of the group of images, the most representative image is selected. 7

1.8 For a given group of images, pictures are ordered with respect to the image
aesthetics and the image quality. The most representative one is then
selected. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.1 Schematic view of the proposed method. The intra-layer correlation is
computed by the Gram matrix over the activation volumes of a Convolu-
tional Neural Network (CNN). Then the abnormality and the average of
the correlation are computed before applying the min-max scaling on both
of them. In the end, the two metrics are summed resulting in the predicted
image quality score. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2 Schematic view of Gram matrix computation. In (a) is reported the feature
maps of the j-th layer. (b) illustrate, for some of the indices of the Gram
matrix, how they are computed. The symbol ◦ refers to the element-wise
matrix product. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.3 Visual overview of the Gram matrix efficient computation and feature vec-
tor extrapolation. In (a) is shown how the activation volume is reshaped to
efficiently compute the Gram matrix in (b) to finally compute the feature
vector that represents the intra-layer correlation. . . . . . . . . . . . . . . 14

xi



LIST OF FIGURES

2.4 Overview of the creation of the dictionary for the degree of abnormality
computation. The activation volumes of a given CNN are extracted and
then the Gram matrix is computed to get the intra-layer correlation for
a subset of pristine images. Subsequently dimensionality reduction is ap-
plied through Principal Component Analysis (PCA). Finally Mean Shift
algorithm is performed to compute clusters on which centroids are then
extracted as entry of the dictionary. . . . . . . . . . . . . . . . . . . . . . . 16

2.5 Estimated density distribution of Mean Opinion Scores for the three datasets:
(a) LIVE in the Wild Image Quality Challenge Database (LIVE-itW),
(b) KonIQ-10k (KONIQ), and (c) Smartphone Photography Attribute and
Quality database (SPAQ). The bars represents the normalized histogram,
the blue line is the estimated density distribution while in red line is the
75th percentile respect the Mean Opinion Score (MOS). . . . . . . . . . . . 17

2.6 Sample images form the three Image Quality Assessment (IQA) databases:
(a) and (d) images from the LIVE-itW with a MOS of 78.81 and 43.67 re-
spectively, (b) and (e) KONIQ’s pictures with a MOS of 71.46 and 43.36;
finally (c) and (f) photos form SPAQ whit a MOS of 75.43 and 33.0 re-
spectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.7 Sample images form the KADIS700k databases. (a-c) random photos from
KADIS700k. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.8 Scatter plots of the predicted quality scores respect MOS for the three
considered datasets: (a) LIVE-itW, (b) KONIQ, and (c) SPAQ. In red is
depicted the second-order interpolation line. The points in blue belongs to
the bad quality images (MOS < 75◦ percentile of the MOS distribution for
that dataset) while the orange ones refer to the good quality images. . . . 23

2.9 Examples of predicted quality score (QS) alongside the mean opinion score
(MOS). First column images (a,d) belong to LIVE-itW database, second
column picures (b,e) are from KONIQ dataset while the last column photos
(c,f) belong to the SPAQ collection. . . . . . . . . . . . . . . . . . . . . . . 24

3.1 The proposed method. Given an input image, a multi-level spatially pooled
features set is extracted from a Convolutional Neural Network pretrained
on ImageNet. This feature set is then fed to a Multi Layer Perceptron
to predict image aesthetics-related attributes. Finally a Support Vector
Regression machine is used to estimate the image aesthetics score starting
from the aesthetics-related attributes. . . . . . . . . . . . . . . . . . . . . . 27

3.2 Value distribution for each of the eleven aesthetics attributes. Null values
are those which have a mean score of 0. Positive values are those im-
ages with on average more positive labels than negative, vice-versa for the
Negative. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.3 Score distribution of the AADB database. The red line indicates the 0.5
value. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

xii



LIST OF FIGURES

3.4 Example of predicted aesthetics-related attributes (orange line) with re-
spect to the ground truth (blue line). . . . . . . . . . . . . . . . . . . . . . 32

4.1 Two images with high and low esthetics from the AADB database [63].
The left image has a high aesthetic likely thanks to good lighting and
harmonious color combinations, while the image with a low aesthetic has
low light and dull colors. . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4.2 The proposed method is composed of four main parts: the Backbone, the
AttributeNet, the HyperNet and the AestheticNet. The input image is first
fed to the Backbone to extract a feature set that encodes the content of
the image. Then, this feature set is fed to AttributeNet. The goal of the
AttributeNet is to predict aesthetics-related attributes and influence the
input of the HyperNet. The HyperNetwork aims to predict the weights
and the biases of the AestheticNet. Finally, the AestheticNet infers the
aesthetic score distribution of the input image over the content related
feature set with the weights and the biases predicted by the HyperNet.
*Trained with dropout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.3 Sample images from (a) the style categories of the FlickrStyle database [56]
and (b) the geometric composition categories of the KU-PCP database [67]. 43

4.4 Distributions of the aesthetic scores on the AADB [63] (a), AVA [95] (b),
and Photo.net [28] (c) datasets. . . . . . . . . . . . . . . . . . . . . . . . . 45

4.5 Output produced by the proposed method on sample images from the AVA
dataset. For each image, the aesthetic score and the attributes predicted
by the proposed method are reported (ground-truth is in brackets). “N/A”
means that the dataset does not provide any style annotation for the image. 48

4.6 Confusion matrix on the Flickr Style categories. . . . . . . . . . . . . . . . 49

4.7 Sample predictions by the proposed method on AVA test images. Top
2 rows: predicted images with high aesthetic quality, coupled with plots
of their ground-truth and predicted score distributions. Bottom 2 rows:
predicted images with low aesthetic quality, coupled with plots of their
ground-truth and predicted score distributions. . . . . . . . . . . . . . . . . 51

4.8 Failure cases of the proposed method on the AVA test set images. . . . . . 51

4.9 The predicted weights for several images of the AVA test set are plotted in
the 2D space after the t-SNE transformation. This figure shows the weights
extracted from the last layer of the target network, the weights of the other
layers also show a similar distribution. For each of the depicted images,
the predicted aesthetic score (ground-truth is in brackets) is reported. . . . 53

5.1 Overview of the proposed model for image memorability estimation. The
attention map produced by the caption generation model is combined
channel-wise with the feature volume. . . . . . . . . . . . . . . . . . . . . . 57

5.2 Sample images from the LaMem dataset [58]. . . . . . . . . . . . . . . . . 59

xiii



LIST OF FIGURES

5.3 Spearman’s rank correlation vs. model parameters (the dashed line de-
picts the human consistency rank correlation [57]) (a). MSE vs. model
parameters (b). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5.4 Sample images from LaMem dataset with estimated and ground-truth (in
brackets) memorability scores. Below each image its depicted the related
visual attention map produced by the caption generation model. . . . . . . 62

6.1 Summarizzation example of the Automatic Triage for a Photo Series dataset
produced by the proposed method. In the first phase, images are divided
into groups with homogeneous semantic content. Subsequently, the most
representative pictures are extracted from each of the groups. . . . . . . . . 64

6.2 Overall pipeline of the proposed framework. Given a collection of photos,
first images are divided into homogeneous semantic content groups. Then
for each group, the photos are grouped in k clusters adopting the K-means
algorithm over features extracted from a ResNeXt-101. Subsequently, for
each cluster the best image is elected according to the image aesthetics,
quality and the emphasis to the subject of the photo (object emphasis). . . 67

6.3 Examples of photos series from the Automatic Triage for a Photo Series
dataset. In each series of images (a, b, c) is highlighted in green the one
preferred by the majority of the people. . . . . . . . . . . . . . . . . . . . . 69

6.4 The 30 categories of the Camera Scene Detection Dataset. . . . . . . . . . 70
6.5 Per class average Selection precision and Average probability of the pro-

posed method. Green line indicate the value of 0.5. . . . . . . . . . . . . . 74
6.6 Example of the images selected by the proposed method over the scene

Night shot. On the first row are reported the images selected by the pro-
posed method while on the others lines are reported the alternatives. The
selected images that coincide with the best image from the ground truth
are highlighted in green, purple otherwise. Images that are the best one
and are different from the chosen one are highlighted in yellow. For each
image, in the red box on is reported the ground truth probability of the
images. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

6.7 Preferences votes distribution over the three considered strategy. The first
chart report the overall decision, while the remaining two are with respect
to the group cardinality of 5 and 10 respectively, . . . . . . . . . . . . . . . 76

6.8 For each of the 19 considered scenes, and for each of the considered policies,
are reported the percentage of votes given by the human raters. . . . . . . 76

xiv



List of Tables

2.1 Summary of the VGG16 [114] architecture alongside the resulting feature
vector dimension with respect to the intra-layer correlation. . . . . . . . . . 15

2.2 Overview of databases used for image quality assessment with real distorted
images. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.3 Pearson’s Linear Correlation Coefficient (PLCC), Spearman’s Rank-order
Correlation Coefficient (SROCC) area under the receiver operating charac-
teristic curve (AUC) and the area under the precision-recall curve (AUPR)
of the proposed solution respect the three state of the art methods (IL-
NIQUE, CORNIA, DIIVINE). In each column, the best values are marked
in boldface. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.4 SROCC, PLCC, AUC, and AUPR of the proposed solution compared with
the three from state of the art methods (ILNIQUE, CORNIA, DIIVINE)
for each datasets taken into account (LIVE-itW, KONIQ, and SPAQ). For
each database, in each column, the best values are marked in boldface. . . 22

2.5 SROCC, PLCC, AUC and AUPR of the proposed solution alongside the
average intra-layer correlation (MEAN GM) and the abnormality score for
the databases LIVE-itW, KONIQ and SPAQ. For each database, in each
column, the best values are marked in boldface. . . . . . . . . . . . . . . . 24

3.1 Correlation between aesthetics properties and the aesthetics scores. . . . . 28

3.2 Spearman’s Rank-order Correlation Coefficient (SROCC) between the pre-
dicted image aesthetics quality and the ground truth. (* srocc are taken
from the authors pubblication) . . . . . . . . . . . . . . . . . . . . . . . . . 31

4.1 Image attributes available for AADB, AVA, and in the proposed selection. 43

4.2 Comparison of the proposed method with state-of-the-art methods on the
AADB dataset. The “–” means that the result is not available. . . . . . . . 50

4.3 Comparison of the proposed method with state-of-the-art methods on the
AVA dataset. In each column, the best and second-best results are marked
in boldface and underlined, respectively. The “–” means that the result
is not available. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

xv



LIST OF TABLES

4.4 Comparison of the proposed method with state-of-the-art methods on the
Photo.net dataset. In each column, the best and second-best results are
marked in boldface and underlined, respectively. The “–” means that the
result is not available. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

5.1 Results of the ablation study on the LaMem dataset reported in terms of
Spearman’s rank correlation (SROCC) and Mean Squared Error (MSE). . 60

5.2 Comparison with state-of-the-art methods in terms of Spearman’s rank
correlation and MSE on the LaMem dataset. For each model the number
of its parameters (in millions) is also reported. . . . . . . . . . . . . . . . . 60

6.1 For each of the 19 scenes, it is reported the number of images belonging to
that scene, the number of series, and the average series length. . . . . . . . 71

6.2 Average results over 5 repetitions in terms of Diversity score and Selection
precision. Due to the time complexity, the policy High-Contrast Color Sets
is executed a single time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

xvi



Chapter 1

Introduction

1.1 Why image collection management

Images are the oldest form of transportable communication (i.e. communication that can
be “transported” across time and space). The most antique image ever found is a life-sized
picture of a wild pig. It dates at least 45,500 years and origins from Sulawesi, an island in
Indonesia. This kind of prehistoric artwork can still nowadays communicate to us hints
like the deep symbolic significance of Sulawesi warty pigs in the ancient hunting culture.
The first photo was ever taken, a view from the window at Le Gras, dates back to 1825
by French inventor Joseph Nicéphore Niépce. It was the kick-starter of photography.
Nowadays, in the era of digital communication, images are increasingly the means by
which people communicate. According to the annual Internet Trends Report of 2019
from Bond1, on Twitter2, a platform that should be mostly text-only, today more than
half of the posts involves images, video or other media.

Nowadays taking a photo has become such easy as normal in nearly every situation of
our life. We take photos to capture moments, from the most personal events to the less
trivial situations of our daily routine. To remember things or even document situations.
Taking a photo has become part of our everyday life: images are a way for documenting
our lifetime, instead of relying on the individual’s perspective, a photograph can frame a
moment in time.

Almost everyone carries a high-quality camera in their smartphone and uses it to
communicate with other individuals and for the last two decades, people are increasingly
making use of images and videos in their transportable communication. Encouraged by
social media platforms to promote ourselves through digital content, and the declining
storage device prices as well have lead to a tremendous increase in personal digital content.
It is estimated that trillions of photos are captured globally each year 3.

In the modern era of smartphone photography, the ambition of taking a good image

1www.bondcap.com/report/itr19
2www.twitter.com
3www.riseaboveresearch.com
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has transfer the effort made by the people, from the moment of taking the picture, to
the stage of selecting the best shoot. Indeed it’s becoming a common practice to shoot
the same scene several times, deferring the choice of the best image to later, rather than
spend time to ensure the best possible single shot during the process of capturing the
moment.

Figure 1.1: Example of collection of captured photos with several repeated elements.

One of the major issues, that emerged as a consequence of accumulating large collec-
tions of captured photos, is that reliving the moments imprinted in the pictures, or simply
navigate through them, is becoming a tedious and unappealing task. This contributes to
a form of digital forgetting: users are spurred by the number of photos, and consequently,
those photos become rarely accessed and enjoyed again in the future. In figure 1.1 is
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reported as an example, a subset of a collection of images with several repeated elements.
The aim of automatic image collection management is to select the best images that
represent the whole group highlighting the various moments without losing information.

In response to these challenges, which emerged with large images collections, automatic
image collection management is becoming of paramount importance: the aim is to be able
to automatically manage huge amount of images preserving the best and most valuable
pictures.

Over the last years, various methods for automatic photo selection have been pro-
posed. Recent methods, as a result of the popularity of machine learning, moved from
the employ of visual features of images (i.e. colour histogram) to property that repre-
sents subjective characteristics, attempting to apprehend how users perceive a picture
(i.e. image quality). Although progress has been made in this field, the problem of image
collection management remains open.

1.2 The role of perceptual properties

The process of selecting a subset of photos from a larger collection, which best represent
the information in the whole, is guided by perceptual features.

The act of selecting, from a phenomenological point of view, involves an interest in
some pictures rather than others. This interest is related to various perceptual properties,
such as image aesthetics [69], image quality [70] and image memorability [68].

Humans make judgements and choices every day based on their inner aesthetic re-
sponses to aspects of the surrounding world. We make a decision, e.g., we buy this poster
rather than that one because we like its graphic composition, or we simply choose to sit
facing this direction rather than that one in the park because we find the view more plea-
surable [99]. One of the key determining factors that guide humans judgements in image
selection is image aesthetic. The aesthetics of a picture can be defined as the measure of
appreciation of the beauty of an image. Image aesthetics is a subjective property that
depends on the viewer’s preferences, experiences, and skills as a photographer. Despite
this, the occurrence of specific factors or patterns objectively makes an image more ap-
pealing than others. Image aesthetics can be influenced by several factors [35, 109, 53].
When people compare similar images tends to prefers brighter colors, sharp pictures and

(a) (b) (c) (d)

Figure 1.2: Sample pairs of similar images with different aesthetics and quality scores.
Respectively high (a) image aesthetics and low (b). High image quality (c),low (d).
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clearer and closer photos showing more detail. On the other hand, people usually dislike
images with dark lighting or washed colors [18]. Figure 1.2a and figure 1.2b shows the
same subject with different composition styles and colors. Figure 1.2a is preferable to
1.2b in terms of aesthetics since figure 1.2a has brighter colors and a better image style
composition, while in figure 1.2b colors are washed and the lights are darker.

Our conscious awareness is strongly correlated with the vision: more than 30% of
cortical neurons are devoted to vision [24]. As visual creatures, we are drawn to visual
realism and naturalness [10]. Therefore the demand for high-quality images is constantly
increasing. Despite cameras and sensors manufacturers are trying to satisfy this demand
with more sophisticated and precise technologies, it is not rare to shoot pictures that have
a low perceived visual quality. Poor external conditions, such as low light environment,
backlight scenes, or moving objects, alongside erroneous capturing settings, like exposure,
ISO (camera setting that brightens or darken a photo), and aperture, could cause annoy-
ing image artefacts and distortions that lead to an unsatisfactory perceived visual quality.
Image quality plays an important role in the selection of images, it is widely acknowledged
that people prefer pristine images rather than pictures affected by distortions. Figure 1.2c
and figure 1.2d shows the same subject with different perceived image quality. Immedi-
ately catches the eye that the erroneous capturing settings affected the figure 1.2d with
motion blur and burned area. Instead figure 1.2c appears to be flawless with respect to
the perceived image quality. Therefore 1.2c is preferable than 1.2d in terms of image
quality.

(a) (b) (c) (d)

Figure 1.3: Examples of high memorable images (a-b) and low memorable images (c-d)
from the LaMem dataset [58].

One of the reasons people take photos is to capture important situations to recall
them later on, usually with the intention of afterwards share their photos with other
people like friends or family members [85]. Image collections are a sort of diary of our
past experiences, like holidays, special events and so forth. From a psychological point of
view, taking photos improves memory for visual aspects of an experience. Taking pictures
mentally similarly heightens visual memory [3]. Photos can be seen as a concrete link
between our memories and experienced events. Moreover, humans have the remarkable
ability to remember whether they have seen an image before, even after seeing thousands
of images, each only once and only for a few seconds [117]. This peculiar property of some
pictures to stick in our minds better than others is called image memorability [58].
Image memorability can be helpful in the organization of the selected images to better
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bind the memory of experienced events and the taken images. In the figure 1.3(a-b)
are represented some samples of high memorable images, while in the figure 1.3(c-d) are
depicted examples of low memorable images.

1.3 Diversity

There are several reasons why there are plenty of similar images in our collections. Some-
times the dynamicity of the scene forces us to take a photo burst rather than a single
picture. Other times, to ensure the best photo, rather than spend time to evaluate the
composition of the image or other factors that can influence the aesthetics of the final
result, people prefer to take several images of the same scene, postponing the selection
of the best shot to later. For instance, during a sportive activity, a typical user would
shoot hundreds of images, many of which are repetitive and redundant. In the figure 1.4
is reported a typical series of pictures of the same scene.

(a) (b) (c) (d) (e)

Figure 1.4: Series of shots of a particular scene.

With the image quality, we can get rid of those annoying images affected by arte-
facts and consider only the pristine ones. By the image aesthetics instead, we can select
the most beautiful pictures from our collection. While with the image memorability we
can reorder them so that the most memorable pictures come first. Unfortunately, those
features do not ensure that the selection is devoid of similar pictures.

Since the differences are usually small (e.g. change of perspective, movement of the
subject), similar images may also have similar properties, therefore they may all be eligible.
Consequently, the resulting set that represents the given collection of images may suffer
from low entropy. To this end, is fundamental the concept of image diversity. During the
process of summarizing a set of pictures, the resulting subset of images should capture
every moment, without annoying repeated elements.
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1.4 Thesis overview

Exploring large collections of images is nowadays a problem more than ever: images are
everywhere and the stored photos are increasing day by day. The main focus of this
thesis is to tackle the problem of image collection management using convolutional neural
networks. To this end, this thesis follows a top-down approach to the problem, focusing
on both the general task and on the single problems that are implied.

When surfing a wide collection of images, systems that can automatically select the
most relevant pictures are of paramount importance to ease the charge. Sometimes the
very massiveness of the collection is itself a deterrent to the users who want to explore
them. An image collection management system can be seen as a system that takes as input
a collection of images and returns as output the most representative images of the given
set. In the figure 1.5 is reported a conceptualization of an image collection management
system.

Framework for summarization

Figure 1.5: Schematic overview of an image collection management system.

The process of summarizing a collection of images can be broken down into single
subproblems. For example, when we have to create a photo album of our vacation, a
possible strategy is to divide the images into groups and then, for each of the groups,
select the most representative image. Similarly, this thesis tackles the problem of image
collection management in a modular way. Therefore the first task should be to group
images into homogeneous groups as depicted in the figure 1.6. The criterion by which
the images are grouped is related to the kind of image collection the system is applied to.
Some examples of criteria to group images are the image content, the timestamp, or the
similarity between two images.

The subsequent task is the selection of the most representative image from each of the
previously proposed groups. As stated before, the act of selecting involves an interest in
some pictures rather than others. Interest that can be modelled with various perceptual
properties, such as image aesthetics, image quality and image memorability. Therefore
each of these properties has to be considered. An example of the process of selecting the
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Grouping mechanism

Figure 1.6: Given a collection of images, an image collection management system should
be able to group similar images.

best images from each group is reported in the figure 1.7, while in figure 1.8 is highlighted
an example the procedure for selecting the most interesting picture according to the image
aesthetics and quality.

Selection mechanism

Figure 1.7: For each of the group of images, the most representative image is selected.

Given the modularity of the approach to the task of image collection management,
this thesis considers each of the submodules as stand-alone problems with respect to the
state of the arts, therefore each of the submodules has its own literature.

Sorting
Image quality

Image aesthetics

Figure 1.8: For a given group of images, pictures are ordered with respect to the image
aesthetics and the image quality. The most representative one is then selected.

This thesis starts with the submodules that guide the image selection, therefore the
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image quality and image aesthetics, comparing the produced work with existing solutions
in the state of the arts. Later the attention is shifted to the module which leads the
ordering of the selected images, the image memorably. Finally, the module in charge of
maximising the diversity is introduced presenting a solution to the task of image collection
management joining all the previous modules.

1.5 Significant contributions

Given the modularity of this thesis, the contributions are distributed over the aforemen-
tioned submodules, in particular with respect to the image quality, image aesthetics, image
memorability and image diversity. The state of the arts is therefore analyzed for each of
these problems.

The thesis begins with the perceived image quality assessment. After presenting the
review of the state of the arts, a solution that aims to quantitatively represent the human
perception of quality is introduced. Although the problem of quality assessment is typi-
cally addressed as a regression task, in this thesis the perceived image quality assessment
is reformulated in an anomaly detection manner. This is because rather than predict a
score that best correlates to the mean opinion score, being able to distinguish good quality
images from bad ones, is more suitable for the image collection management problem.

The focus is later shifted to automatic assessment of image aesthetics. In the begin-
ning, a preliminary study is made by learning the aesthetics score on the basis of the
prediction of aesthetics-related attributes. Then, over the assumption that aesthetics is
inherently a subjective property influenced by certain factors such as the semantic con-
tent of the image, the attributes describing the artistic aspect, the photographic setup
used for the shot, etc. A new method for the automatic prediction of the aesthetics of
an image that is based on the analysis of the semantic content, the artistic style and the
composition of the image is presented. For each of the two studies, the state of the art is
revised considering the problem that is related to them.

Still image memorability estimation is then introduced, a relatively new and recent
problem as the review of the state of the arts points out. The proposed method goes in the
direction of breaking down the intrinsic image properties that influence the memorability
of the pictures. These intrinsic properties are respectively what kind of objects and scenes
are present and what are their characteristics, but also by extrinsic factors such as the
image locations where humans focus their attention.

Finally, the concept of image diversity is explored. After reviewing the state of the
art, a flexible and innovative framework that can be used both to explore large scale
image datasets and to summarize photo albums is proposed. The method first separates
images with respect to the scene category. Then, for each category, aims to select the most
diverse and beautiful images that represents that category. The presented pipeline is based
on features extracted from a Convolutional Neural Network to assess the diversity and
perceptual properties like the image quality and image aesthetics to ensure the selection
of pristine images.
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Chapter 2

No Reference, Opinion Unaware
Image Quality Assessment by
Anomaly Detection

2.1 Introduction

Even if cameras and sensors are becoming increasingly sophisticated and precise, it is not
rare to shoot pictures that have a low perceived visual quality. Poor external conditions,
such as low light environment, backlight scenes, or moving objects, alongside erroneous
capturing settings, like exposure, ISO (camera’s sensitivity to light), and aperture, could
cause annoying image artifacts and distortions that lead to an unsatisfactory perceived
visual quality. Being able to automatically distinguish good quality images from the bad
ones can help various types of applications to prune the input set of images, like automatic
photo album creation, or even help users to discard bad quality images from their personal
collection to save space and time for revisiting those pictures.

Even if subjective assessment is the most accurate criterion for image quality, it is not
possible to perform it over big collections in a relatively small amount of time. Without
taking into account the expensiveness and the cumbersomeness of manually evaluate pic-
tures, automatic Image Quality Assessment (IQA) algorithms have been widely studied
in recent years.

The perceptual quality of an image is a subjective measure and it is usually defined
as the mean of the individual ratings of perceived quality assigned by human subjects
(Mean Opinion Score—MOS). Given an image, IQA systems are designed to automatically
estimate the quality score. Existing IQA methods can be classified into three major
categories: full-reference image quality assessment (FR-IQA) algorithms, e.g., [1, 9, 32,
45, 101, 128, 2], reduced-reference image quality assessment (RR-IQA) algorithms, e.g.,
[129, 107, 80, 73], and no-reference/blind image quality assessment (NR-IQA) algorithms,
e.g., [86, 79, 76, 139, 124]. FR-IQA methods compare the distorted image with respect
to the reference image in order to predict a quality score, and because of that, they
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require both the original image and the corrupted one. RR-IQA algorithms assess the
image quality by exploiting partial information of the corresponding reference image.
The quality prediction is the result of a comparison between features extracted from the
reference and the image under test. NR-IQA algorithms estimate the image quality solely
on the distorted picture without the need of the reference image.

In this thesis, the focus is specifically on the no-reference opinion-unaware image
quality assessment. Driven by the need of being able to distinguish good quality images
from the bad ones, rather than predict a score that best correlate to the mean opinion
score, the problem is tackled by an anomaly detection approach.

The main contributions of this thesis with respect to the problem of image quality
assessment are:

• It is proposed an anomaly detection no-reference opinion-unaware method capable
of estimating the image quality by exploiting the correlations between feature maps
extracted by means of a convolutional neural network.

• The effectiveness of the method is demonstrated with respect to one no-reference
opinion-unaware image quality assessment and two opinion-aware methods, on three
databases containing real distorted images.

• It is proposed different way to evaluate NR-IQA methods based on their capabilities
to discriminate good quality images from the bad ones.

• The advantages of combining the correlations between feature maps with an anomaly
detection method are shown.

2.2 Related work

The majority of the existing methods on NR-IQA are designed to be trained on datasets
composed of mean opinion scores in addition to the distorted images. Ye et al. in [133]
proposed an unsupervised feature learning framework named Codebook Representation
for No-Reference Image Assessment (CORNIA). They rely on the use of codebook, a col-
lection of different type of features which encode the quality of an image. The framework
can be summed by four major steps: local feature extraction, codebook construction,
local feature encoding and feature pooling. In [94], Moorthy et al. present the Distortion
Identification-based Image Verity and INtegrity Evaluation index (DIIVINE), a two-stage
framework for estimating quality, based on the hypothesis that statistical properties of
images change in presence of distortions. These two stages are respectively the distortion
identification followed by distortion-specific quality assessment. The core of the method
uses a Gaussian scale mixture to model neighboring wavelet coefficients to then extract
the statistical description of the distortion in the input image. Lately, most of the works
in the state of the arts focus on the use of deep learning: Bianco et al. in [7] propose
DeepBIQ, a CNN pretrained on the union of ImageNet [108] and Places [142] datasets
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fine-tuned for the image quality task. In [15] Celona et al. schematically illustrate build-
ing blocks that are implemented and combined in different ways on CNN-based framework
for evaluating image quality of consumer photographs.

Nevertheless there are methods that further relax the constraint posed by the previ-
ously introduced NR-IQA algorithms, removing the requirement of having human sub-
jective scores, thus leading in two new sub category of the no-reference image quality
assessment algorithms namely opinion-aware and opinion-unaware/completely-blind.

Since they do not require training samples of distortions nor of human subjective
scores, opinion-unaware methods are usually robust generalization capability. Zhang et
al. in [136] propose ILNIQE, an opinion-unaware no-reference image quality assessment
algorithm based on natural scene statistics (NSS). In particular, they learn a multivariate
Gaussian model of image patches from a collection of pristine natural images. They then
compute the overall quality score average pooling the quality of each image patch of a
given image using a Bhattacharyya-like distance over the learned multivariate Gaussian
model.

It is well known that convolutional neural networks have the capability of intrinsically
encode quality of the images in their deep visual representation [138, 8]. In [38], Gatys
et al. represent textures by the correlations between feature maps in several layers of
a convolutional neural network, and show that across layers the texture representations
increasingly capture the statistical properties of natural images. Then in [39] they exploit
this correlations between feature maps to create a loss function that measures the differ-
ence in style between two images. Other studies reveals how this kind of correlations can
be used to classify style of the images [41, 22]. In this thesis, is used for the first time
the correlations between feature maps to the task of no-reference opinion-unaware image
quality assessment.

2.3 Proposed method

The aim of the proposed method is to estimate the quality score of a given picture ex-
ploiting the correlations between the feature maps coming from a VGG16 [114] trained
on the Imagenet dataset [108]. In particular, the arithmetic mean of this correlations,
and a score resulting from an anomaly detection method, on the intra-layer correlation
represented by the Gram matrix, are combined. The final image quality score is given by
the sum of these two metrics after applying min-max scaling to them. A brief overview
of the method is depicted in Figure 2.1.

2.3.1 Intra-Layer Correlation

The intra-layer correlation has been firstly introduced by Gatys et al. [38] as representative
of the texture, and since then it has been used in several other studies: as a loss [39, 54]
for style transfer, or to classify the style of the images [41, 22]. This property can be
defined as the correlation between the feature maps in a given layer and it can be done
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Figure 2.1: Schematic view of the proposed method. The intra-layer correlation is com-
puted by the Gram matrix over the activation volumes of a Convolutional Neural Network
(CNN). Then the abnormality and the average of the correlation are computed before
applying the min-max scaling on both of them. In the end, the two metrics are summed
resulting in the predicted image quality score.

by calculating the Gram matrix of the feature maps, which is defined as all possible inner
products of the feature maps. The Gram matrix has also been used in several other
domains and applications: from computing linear independence of a set of vectors to
represents kernel functions as in [65].

Given an input image I and a neural network Ne made of e hidden layers which can
be interpreted as the functional composition of e functions Lj followed by a final mapping
L that depends on the task: Ne = L ◦ Le ◦ ... ◦ L1. Let Nj(I) be the feature maps of the
j-th layer of the network Ne for the input I, with j ≤ e, which can be seen as a matrix
of shape Cj ×Hj ×Wj resulted from the application of the functional composition of the
first j functions L1, · · · , Lj of the network Ne such that Nj = Lj ◦ ... ◦ L1. For the layer
j-th the Gram matrix GNj can be defined as a matrix of shape Cj × Cj whose elements
are given by:

G
Nj

c,c′ =
1

CjHjWj

Hj∑
h=1

Wj∑
w=1

Nj(I)c,h,wNj(I)c′,h,w (2.1)

where c and c′ are the indices of the Gram matrix, and both vary in the range [1, Cj].
In the Figure 2.2 is reported an illustration of how the Gram matrix is computed from a
feature maps Nj(I).

GNj captures which features tend to activate together, therefore GNj is excepted to
be a symmetric matrix with a negligible diagonal representing the correlation between
a filter and itself. For the purpose of the proposed approach, only the lower triangular
matrix of GNj can be considered, which once flattened results in a feature vector xj of
size 1× [(Cj(Cj + 1)/2)−Cj]. For each layer j of the VGG16, in the Table 2.1 is reported
the resulting feature vector dimension representing the intra-layer correlation.

The Gram matrix is invariant with respect to the size of the input image I since
its dimension depends only on the number of filter Cj of the j-th layer, and it can be
computed efficiently if Nj(I) is reshaped into a matrix A of size Cj × (Hj ×Wj) so that
GNj = AAT/CjHjWj. In Figure 2.3 is reported a schematic overview of the Gram matrix
efficient computation.
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(a)

(b)

Figure 2.2: Schematic view of Gram matrix computation. In (a) is reported the feature
maps of the j-th layer. (b) illustrate, for some of the indices of the Gram matrix, how
they are computed. The symbol ◦ refers to the element-wise matrix product.

2.3.2 Anomaly Detection

The proposed anomaly detection technique is inspired by the approach presented in [96].
The degree of abnormality, that is the presence of distortions in the input image, is
computed by measuring the similarity between the aforementioned intra-layer correlation
representation of a given image, and a reference dictionary W of Gram matrices computed
from a database of pristine images. The similarity is measured through the Euclidean
distances between the feature vector x extracted from a given image I and the feature
vectors of the dictionary W . The final abnormality score is the sum of the average
distances and α times the standard deviation of the distances. It is defined as follow:

Abnormality score =
1

D

D∑
d=1

dist(x,wd) + α

√√√√ 1

D

D∑
d=1

(
dist(x,wd)−

1

D

D∑
d=1

dist(x,wd)

)
(2.2)

where D is the number of words in the reference dictionary W = {w1, ...,wD}, and
dist(x,wd) is the Euclidean distance between the feature vector x representing the input
image I and the words of the dictionary wd.

The dictionary is built from a subset of pristine images P = {I1, .., ID}: for each image
Id the Gram matrix is computed respect a given jth layer of the network Ne and keep only
the flattened lower triangular matrix of GNj of shape (Cj(Cj +1)/2)−Cj. The dimension
of the feature vector is then reduced to M with M < (Cj(Cj + 1)/2) − Cj by applying
the Principal Component Analysis (PCA) [130] to all the feature vector computed from
P . M represents the number of principal components such that a given percentage of the
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(a)

(b)

Figure 2.3: Visual overview of the Gram matrix efficient computation and feature vector
extrapolation. In (a) is shown how the activation volume is reshaped to efficiently compute
the Gram matrix in (b) to finally compute the feature vector that represents the intra-
layer correlation.

data variance is retained.

Finally, all the reduced features vectors of P are grouped into clusters using Mean
Shift [23], a centroid-based algorithm which use kernel density estimation to iteratively
move the sample to the nearest local maxima of the probability density with respect
to the input samples. It only has a parameter named bandwidth which represents the
width of the kernel, and the output are the best k clusters corresponding to k centroids.
The advantage of using Mean Shift as clustering algorithm is that it does not require to
explicitly define the number of clusters k in advance. The number of clusters is instead
variable and depends solely on the data and the width of the kernel chosen. A centroid
is the most representative point within the cluster, and in this case, is the mean position
of all the elements of the cluster. The considered dictionary W is therefore composed by
the coordinates of the center of each cluster found.

A schematic view of the dictionary creation pipeline is presented in the Figure 2.4.
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Table 2.1: Summary of the VGG16 [114] architecture alongside the resulting feature vector
dimension with respect to the intra-layer correlation.

Block Layer (Name) Layer (Type) Kernel Size # Filters Feature Vector Dimension

1
conv1 1 Convolutional 3× 3 64 2016
conv1 2 Convolutional 3× 3 64 2016

Max Pooling Pooling - - -

2
conv2 1 Convolutional 3× 3 128 8128
conv2 2 Convolutional 3× 3 128 8128

Max Pooling Pooling - - -

3

conv3 1 Convolutional 3× 3 256 32,640
conv3 2 Convolutional 3× 3 256 32,640
conv3 3 Convolutional 3× 3 256 32,640

Max Pooling Pooling - - -

4

conv4 1 Convolutional 3× 3 512 130,816
conv4 2 Convolutional 3× 3 512 130,816
conv4 3 Convolutional 3× 3 512 130,816

Max Pooling Pooling - - -

5

conv5 1 Convolutional 3× 3 512 130,816
conv5 2 Convolutional 3× 3 512 130,816
conv5 3 Convolutional 3× 3 512 130,816

Max Pooling Pooling - - -

6 fc6 Dense
7 fc7 Dense

2.3.3 Combining Method

The final quality score is the combination of factors: (1) the arithmetic mean of the CNNs
correlations and (2) the abnormality score.

To make these two factors comparable they are scaled[26]. Moreover, the correlation
of the abnormality score is flipped by computing 1—abnormality score. Then, with the
purpose of having better interpretability, final score is divided by 2 and multiplied by 100
in order to have values that ideally range between 0 and 100 as the MOS.

Since the anomaly detection method relies on the concept of distance from a dictionary
of pristine images, it implies that the closer the input image is to this dictionary, the less
abnormal is the considered picture. On the contrary, the farther the input representation
is from the dictionary, the higher is the abnormality score. The output of the anomaly
detection method is therefore negatively correlated with the Mean Opinion Scores.

On the other hand, it is reasonable to believe that a quality artefact in an input image
of a CNN, may alter the activation maps, hence it affects negatively the average intra-
layer correlation: the more corrupted (less qualitative appealing) is the input image, the
less correlated are the layers of the network. It reflects that the average of the intra-layer
correlation is positively correlated with the Mean Opinion Scores.
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Figure 2.4: Overview of the creation of the dictionary for the degree of abnormality
computation. The activation volumes of a given CNN are extracted and then the Gram
matrix is computed to get the intra-layer correlation for a subset of pristine images.
Subsequently dimensionality reduction is applied through Principal Component Analysis
(PCA). Finally Mean Shift algorithm is performed to compute clusters on which centroids
are then extracted as entry of the dictionary.

2.4 Experiments

In this section, first the databases taken into account for the experiments are described,
followed by the metrics used for the evaluation of the proposed approach and then the
implementation details of the method.

2.4.1 Database for Image Quality Assessment with Real Dis-
torted Images

There are several databases for image quality assessment with real distorted images. For
the experiments we considered one of the most used dataset in the field of IQA which is the
LIVE in the Wild Image Quality Challenge Database [40] (LIVE-itW) and two recent large
scale IQA databases namely: Smartphone Photography Attribute and Quality database
(SPAQ) [34] and the KonIQ-10k [47] (KONIQ).

The task of gathering opinion scores on the perceived quality of images is highly
subjective and subtle, for all the previously mentioned databases, therefore, every worker
was first provided with detailed instructions to help them assimilate the task. Since LIVE-
itW and KonIQ-10 rely on crowdsourcing frameworks, a selection of participants based on
the worker’s reliability was applied. Also, during and after the process of data annotation
several filtering steps were implemented to ensure an acceptable level of quality for the
resulting Mean Opinion Scores. To further validate the credibility of the collected scores,
the authors of the three databases, also reports the mean inter-group agreement as the
mean agreement between the MOS values of non-overlapping random groups of users
in terms of Spearman’s rank ordered correlation. In particular, the LIVE-itW database
reaches a value of 0.9896 while KonIQ-10 and SPAQ measure a correlation of 0.973 and
0.923 respectively.

The LIVE-itW database [40] is a collection of 1162 authentically distorted images
captured from many diverse mobile devices. The images have been evaluated by over
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8100 human observers through Amazon Mechanical Turk and each image has been viewed
and rated on a continuous quality scale by an average of 175 unique subjects. The Mean
opinion scores ranges from 0 to 100.

The KONIQ database [47] contains 10,073 images selected from the Yahoo Flickr
Creative Commons 100 Million dataset (YFCC100M) [121]. Each image has a total of
120 reliable quality ratings obtained by crowd-sourcing, performed by 1459 subjects. The
collected values of the Mean Opinion scores belongs to the interval [0, 5], for readability,
they are scaled in the range [0, 100] to be coherent with the other datasets.

Finally, the SPAQ database [34] consists of 11,125 pictures taken by 66 smartphones.
The images have been labeled through a subjective test, in a well-controlled laboratory
environment, with a total o 600 subjects. Each image has been rated at least 15 times.
The MOS varies between 0 and 100.

The datasets for image quality assessment with real distorted images are divided into
good quality images and bad quality images according to the MOS. As a threshold, for
each dataset, it has been decided to take the 75th percentile with respect to the MOS
distribution. Therefore, images having a MOS over the 75th percentile are labelled as
good quality images, while the remaining ones are labeled as poor quality images. These
thresholds are 71.71 and 71.74 for the KONIQ and LIVE-itW respectively while for the
SPAQ the 75th percentile respect the MOS is 68.82.

In the Figure 2.5 is reported the distributions of the Mean Opinion Scores of the three
datasets where it can be seen that KONIQ and LIVE-itW seam to distribute similarly with
unimodal behaviour, while the SPAQ’s distribution of the MOS appear to be bimodal.
An overview of database properties is provided in Table 2.2 and samples images alongside
MOS are in Figure 2.6.

(a) (b) (c)

Figure 2.5: Estimated density distribution of Mean Opinion Scores for the three datasets:
(a) LIVE in the Wild Image Quality Challenge Database (LIVE-itW), (b) KonIQ-10k
(KONIQ), and (c) Smartphone Photography Attribute and Quality database (SPAQ).
The bars represents the normalized histogram, the blue line is the estimated density
distribution while in red line is the 75th percentile respect the Mean Opinion Score (MOS).
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(a) (b) (c)

(d) (e) (f)

Figure 2.6: Sample images form the three Image Quality Assessment (IQA) databases:
(a) and (d) images from the LIVE-itW with a MOS of 78.81 and 43.67 respectively, (b)
and (e) KONIQ’s pictures with a MOS of 71.46 and 43.36; finally (c) and (f) photos form
SPAQ whit a MOS of 75.43 and 33.0 respectively.

Table 2.2: Overview of databases used for image quality assessment with real distorted
images.

Database Year No. of
Images

Rating per
Images

Environment Inter-Group
Agreement

MOS 75th
Percentile

LIVE-itW [40] 2015 1162 175 crowd-sourcing 0.9896 71.74
KONIQ [47] 2018 10,073 120 crowd-sourcing 0.9730 71.71
SPAQ [34] 2020 11,125 15 lab 0.9230 68.82

2.4.2 Database for Image Quality Assessment with Real Syn-
thetic Distortion

As pristine collection of images, has been taken into account a large scale database for
image quality assessment with synthetic distortion named Konstanz Artificially Distorted
Image quality Set (KADIS700k) [74]. For the purpose or the presented method, only the
non-distorted pictures have been considered. The dataset is composed of 140,000 pristine
images collected from Pixabay.com, a website for sharing photos and videos. According
to the image quality guidelines of Pixabay.com, users must upload pictures that have a
well defined subject, clear focus, and compelling colours. Also, images with chromatic
aberration, JPEG compression artefacts, image noise, and unintentional blurriness are
not accepted. Moreover, authors of KADIS700k have collected up to twenty independent
votes by Pixabay users claiming that the quality rating process provides a reasonable
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indication that the released images are pristine. After selecting 654,706 images with
resolutions higher than 1500 × 1200 they randomly sampled 140,000 images as pristine
reference images. Under the aforementioned conditions is believed that KADIS700k can
model the concept of pristine images necessary to build the proposed system.

An example of the pictures present in the dataset is reported in Figure 2.7.

(a) (b) (c)

Figure 2.7: Sample images form the KADIS700k databases. (a-c) random photos from
KADIS700k.

2.4.3 Experimental Setup

The most commonly used metrics to evaluate the performance of no-reference image
quality assessment methods are respectively the Pearson’s Linear Correlation Coefficient
(PLCC) and the Spearman’s Rank-order Correlation Coefficient (SROCC). Both are used
to compare the scores predicted by the models and the subjective opinion scores provided
by the dataset (for a detailed description see in the section of this thesis A.1 in the
appendix).

The figures of merit used to assess the ability of the methods to discriminate good
vs. bad quality images were: the area under a receiver operating characteristic (ROC)
curve, abbreviated as AUC, and the area under the precision-recall curve (AUPR). In
particular the AUC measures the overall performance of a binary classifier, and it ranges
between 0.5 and 1.0, where the minimum value corresponds to the performance of a
random classifier while the maximum value represents the oracle. Meanwhile, the AUPR
reflects the trade-off between precision and recall as the threshold varies.

2.4.4 Implementation Details

The proposed method is trained and tested using Python. The training process consists
of extracting the information of intra-layer correlation, from a subset of pristine images
of KADIS700k [74], and compute the dictionary W of k centroids trough Mean Shift.
Then the average intra-layer correlation and the degree of abnormality is computed from
a different subset of pristine images of KADIS700k [74] in order to save the minimum and
maximum value of both to lately perform min-max scaling in order to merge them. The
parameter α for the anomaly detection method has been chosen performing a parameter
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tuning over a subset of synthetically distorted images for KADIS700k, resulting in a value
of 2.

For the intra-layer correlation, have been used the ImageNet [108] pre-trained VGG16
provided by the Torchvision package of the PyTorch framework [102]. The model was
trained scaling the input images into the range of [0, 1] and then normalized using mean
[0.485, 0.456, 0.406] and standard deviation [0.229, 0.224, 0.225]. As preprocessing images
were first cropped such that the resulting size was evenly distributed between 8% and
100% of the original image area and then a random aspect ratio between 3/4 and 4/3 of
the original aspect ratio was applied. The resulting crops were finally resized to 224 ×
224. As layer for the representation have been used the output of the first convolutional
layer of the second convolutional stage (conv2 1) of the VGG16, which consists of 128
filters, resulting in a feature vector of shape 8192. Moreover, the input of the VGG16
images are scaled so the smaller edge results of 512 pixels and normalized according to
the mean value and standard deviation of ImageNet.

For the training phase, 10,000 pristine images from KADIS700k are selected, the Gram
matrix is computed for each image. Subsequently, PCA is applied with a percentage of
retained variance of 97%. Finally, Mean Shift algorithm is used with a flat kernel to
find the representative centroids and build the dictionary for the computation of the
abnormality score. The bandwidth for the Mean Shift was empirically estimated as the
average pairwise distance between the samples that are in the same cluster applying the
Nearest Neighbors algorithm. The resulting bandwidth is 1.804.

To perform the min-max scaling on both the abnormality score and the average value
of the intra-layer correlation, 1000 pristine images from KADIS700k are randomly selected
and different from the previous ones and the minimum and maximum values for the two
metrics are collected.

The proposed method is compared against three different no-reference benchmark
algorithms for the IQA, one opinion unaware, which does not require MOS during the
training phase named ILNIQE [136] and two opinion aware methods which require the
mean opinion scores of the images on which they are trained, namely CORNIA [133] and
DIIVINE [94]. For these methods, their original implementations alongside the saved
models released from the authors are taken. For this reason, these methods are executed
a single time.

2.5 Results

We compared the average performance in terms of SROCC, PLCC, AUC, and AUPR on
the three considered databases (LIVE-itW, KONIQ, and SPAQ) across 100 iterations.
Here below we report the overall (average) and by dataset performance.
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2.5.1 Average Performance

Table 2.3 reports the average performance over the three databases of the proposed
opinion-unware method and state-of the-art methods, both opinion unware and opinion
aware. This table permits to have a quick look of the best performing method whatever is
the database considered. The proposed method is on average the first in terms of SROCC,
AUC and AUPR against all the methods. In terms of PLCC, the proposed method is
the second best opinion-unware method.The PLCC gap is believed to be caused by the
fact that the proposed method is not trained using Mean Opinion Score hence it is not
forced to have a linear relationship with the target distribution. Moreover, as discussed in
Section 2.4.3, SROCC is a more suitable metric than PLCC for the evaluation of ordinal
variables.

Table 2.3: Pearson’s Linear Correlation Coefficient (PLCC), Spearman’s Rank-order Cor-
relation Coefficient (SROCC) area under the receiver operating characteristic curve (AUC)
and the area under the precision-recall curve (AUPR) of the proposed solution respect
the three state of the art methods (ILNIQUE, CORNIA, DIIVINE). In each column, the
best values are marked in boldface.

Method SROCC PLCC AUC AUPR

ILNIQUE † [136] 0.5596 ± 0.0000 0.5489 ± 0.0000 0.7327 ± 0.0000 0.4507 ± 0.0000
CORNIA * [133] 0.5638 ± 0.0000 0.5859 ± 0.0000 0.7329 ± 0.0000 0.4336 ± 0.0000
DIIVINE * [94] 0.5109 ± 0.0000 0.4870 ± 0.0000 0.7431 ± 0.0000 0.4501 ± 0.0000
Proposed method † 0.5989 ± 0.0021 0.4823 ± 0.0036 0.7659 ± 0.0009 0.4710 ± 0.0006

† opinion-unaware methods, * opinion-aware methods.

In terms of correlation, DIIVINE appears to be the least correlated according to both
SROCC and PLCC. ILNIQE and CORNIA are very close in terms of SROCC but they
perform worse with respect to the proposed method, while on the PLCC, CORNIA results
to be the most effective method, followed by ILNIQE.

Regarding the capability of the methods to discriminate good quality images from the
bad ones, in terms of AUC, the CORNIA, and ILNIQE methods have similar performance,
followed by the DIIVINE method which performs slightly better, and finally, by the
proposed method that achieves the best performance. Regarding the AUPR, the behavior
is very similar to the AUC excepts for the DIIVINE method which results to be better
than CORNIA.

2.5.2 Single Dataset Performance

The average results obtained on the three datasets show the generalization skills of the
proposed algorithm. In Table 2.4 is reported the performance of the methods under
examination for each dataset.

On the LIVE-itW database the performance highlights that the proposed method
performs better in terms of SROCC with respect to all methods, while it is the best in
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Table 2.4: SROCC, PLCC, AUC, and AUPR of the proposed solution compared with the
three from state of the art methods (ILNIQUE, CORNIA, DIIVINE) for each datasets
taken into account (LIVE-itW, KONIQ, and SPAQ). For each database, in each column,
the best values are marked in boldface.

Evaluation Dataset Method SROCC PLCC AUC AUPR

LIVE-itW

ILNIQUE † 0.4516 ± 0.0000 0.4968 ± 0.0000 0.6610 ± 0.0000 0.3501 ± 0.0000
CORNIA * 0.4307 ± 0.0000 0.4819 ± 0.0000 0.6598 ± 0.0000 0.3710 ± 0.0000
DIIVINE * 0.4599 ± 0.0000 0.4504 ± 0.0000 0.7127 ± 0.0000 0.4140 ± 0.0000
Proposed method † 0.4933 ± 0.0018 0.4058 ± 0.0028 0.7031 ± 0.0012 0.4112 ± 0.0007

KONIQ

ILNIQUE † 0.5130 ± 0.0000 0.5026 ± 0.0000 0.7214 ± 0.0000 0.4480 ± 0.0000
CORNIA * 0.5510 ± 0.0000 0.5654 ± 0.0000 0.7294 ± 0.0000 0.4218 ± 0.0000
DIIVINE * 0.4734 ± 0.0000 0.4322 ± 0.0000 0.7177 ± 0.0000 0.4329 ± 0.0000
Proposed method † 0.5741 ± 0.0042 0.4256 ± 0.0042 0.7446 ± 0.0011 0.4049 ± 0.0007

SPAQ

ILNIQUE † 0.7142 ± 0.0000 0.6473 ± 0.0000 0.8156 ± 0.0000 0.5539 ± 0.0000
CORNIA * 0.7096 ± 0.0000 0.7103 ± 0.0000 0.8094 ± 0.0000 0.5080 ± 0.0000
DIIVINE * 0.5993 ± 0.0000 0.5784 ± 0.0000 0.7989 ± 0.0000 0.5035 ± 0.0000
Proposed method † 0.7292 ± 0.0002 0.6155 ± 0.0038 0.8501 ± 0.0003 0.5970 ± 0.0003

† opinion-unaware methods, ∗ opinion-aware methods.

terms of AUC and AUPR against all the opnion-unware methods but the second best
(with a negligible difference of about 0.006 on average) with respect to the DIIVINE,
which is an opinion-aware method. In terms of PLCC, ILNIQE is the best then followed
by CORNIA, DIIVINE and the proposed method. The LIVE-itW is the database on
which all the methods perform worse with respect to the others datasets. This can be
caused by the dimension of the dataset, which is one-tenth of the others.

On the KONIQ database, the proposed method performs better in terms of SROCC
and AUC with respect to all methods. Surprisingly, ILNIQE reaches the top performance
on AUPR even if on the other measures is not highly competitive. The best in terms
of PLCC is the CORNIA. Even in this case, performance of all methods, regardless the
metric, are quite low.

Finally, on the SPAQ database, the overall behavior follows the one presented in the
average performance (cf. Table 2.3): the proposed method is the best in terms of SROCC,
AUC, and AUPR while is not competitive in terms of PLCC.

Summing up, the proposed method is first in terms or SROCC against all the methods
over the three considered databases. It is the best opinion-unaware method in terms of
AUC while it is the second best against an opinion-aware method only on the LIVE-itW
dataset with a difference of 0.096. Since the proposed method does not force any kind
of linear relationship between the output and the data distribution, it is not competitive
in terms of PLCC: it is the lowest performing method except for the SPAQ database
were it is placed third. Considering the AUPR metric, except for the KONIQ database,
the proposed method is the best of all methods on SPAQ and the second best on the
LIVE-itW database of a small amount (0.0028).

Figure 2.8 shows, for each of the databases, the predicted quality score distributions
with respect to the ground truth MOS. While in the Figure 2.9 are reported two pictures
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from the three dataset LIVE-itW, KONIQ, and SPAQ, alongside the predicted image
quality scores and the mean opinion scores.

(a) (b) (c)

Figure 2.8: Scatter plots of the predicted quality scores respect MOS for the three consid-
ered datasets: (a) LIVE-itW, (b) KONIQ, and (c) SPAQ. In red is depicted the second-
order interpolation line. The points in blue belongs to the bad quality images (MOS
< 75◦ percentile of the MOS distribution for that dataset) while the orange ones refer to
the good quality images.

2.5.3 Ablation Study

In this section the focus is on the contribution given by the anomaly detection method
to the solely average of the intra-layer correlation. Table 2.5 shows that the intra-layer
correlation achieves competitive results in terms of SROCC, AUC, and AUPR while is
weaker with respect to the PLCC. On the other hand, the output from the anomaly
detection method tends to be less effective on the four metrics. Although, the abnormality
score tends to be more competitive on the PLCC except on the KONIQ database on which
the PLCC scores is very low.

Even if the average intra-layer correlation alone shows interesting performance, com-
bined with the abnormality score results in an increase of the PLCC while maintaining
similar performance on the other metrics.
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(a)
QS: 67.94 MOS: 75.69

(b)
QS: 63.91 MOS: 71.27

(c)
QS: 73.37 MOS: 82.67

(d)
QS 42.71 MOS: 16.13

(e)
QS: 44.33 MOS: 52.64

(f)
QS: 42.79 MOS: 42.79

Figure 2.9: Examples of predicted quality score (QS) alongside the mean opinion score
(MOS). First column images (a,d) belong to LIVE-itW database, second column picures
(b,e) are from KONIQ dataset while the last column photos (c,f) belong to the SPAQ
collection.

Table 2.5: SROCC, PLCC, AUC and AUPR of the proposed solution alongside the average
intra-layer correlation (MEAN GM) and the abnormality score for the databases LIVE-
itW, KONIQ and SPAQ. For each database, in each column, the best values are marked
in boldface.

Dataset Method SROCC PLCC AUC AUPR

LIVE-itW
MEAN GM 0.4930 ± 0.0000 0.3520 ± 0.0000 0.7043 ± 0.0000 0.4068 ± 0.0000
ABNORMALITY SCORE 0.4599 ± 0.0075 0.3609 ± 0.0266 0.6826 ± 0.0045 0.3966 ± 0.0035
Proposed method 0.4933 ± 0.0018 0.4058 ± 0.0028 0.7031 ± 0.0012 0.4112 ± 0.0007

KONIQ
MEAN GM 0.5512 ± 0.0000 0.3050 ± 0.0000 0.7379 ± 0.0000 0.3998 ± 0.0000
ABNORMALITY SCORE 0.4873 ± 0.0220 0.1343 ± 0.0335 0.7169 ± 0.0102 0.4380 ± 0.0082
Proposed method 0.5741 ± 0.0042 0.4256 ± 0.0042 0.7446 ± 0.0011 0.4049 ± 0.0007

SPAQ
MEAN GM 0.7281 ± 0.0000 0.5227 ± 0.0000 0.8505 ± 0.0000 0.5934 ± 0.0000
ABNORMALITY SCORE 0.6590 ± 0.0152 0.4387 ± 0.0526 0.8037 ± 0.0104 0.5525 ± 0.0100
Proposed method 0.7292 ± 0.0002 0.6155 ± 0.0038 0.8501 ± 0.0003 0.5970 ± 0.0003

AVERAGE
MEAN GM 0.5908 ± 0.0000 0.3932 ± 0.0000 0.7642 ± 0.0000 0.4667 ± 0.0000
ABNORMALITY SCORE 0.5354 ± 0.0149 0.3113 ± 0.0376 0.7344 ± 0.0084 0.4624 ± 0.0072
Proposed method 0.5989 ± 0.0021 0.4823 ± 0.0036 0.7659 ± 0.0009 0.4710 ± 0.0006
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Chapter 3

Modeling image aesthetics through
aesthetics-related attributes

3.1 Introduction

Easy access to a camera and the consequent nearly effortless task of taking photos has
made shooting a picture similar to natural action. We took photos in every moment of
our days, for example to remind something or to capture events. Despite cameras are
becoming increasingly sophisticated and smart, it is not rare to shoot images that are not
pleasing in terms of aesthetics. Given the exponential growth of the number of images
taken and stored, selecting pleasing images has become a tedious and boring task. Being
able to automatically distinguish good aesthetics images from bad ones can help various
types of applications, such as automatic photo album creation, media storage techniques
and so on.

This thesis proposes a method based on a MLP that, from features extracted by
an ImageNet pretrained CNN, predicts eleven aesthetics-related attributes. Then a SVR
[104] is trained to predict image aesthetics on the basis of the aesthetics-related attributes
computed in the previous stage.

The main contributions of this thesis in the direction of predicting the image aesthetics
through aesthetics-related attributes are the following:

• To introduce an aesthetics quality estimation method that relies on the prediction
of aesthetics-related attributes.

• To show that predicting the aesthetics of an image is more accurate through aesthetics-
related attributes rather than modeling only the aesthetics or jointly the aesthetics-
related attributes and the global aesthetics.

• To demonstrate the effectiveness of the proposed approach which outperformed
the state of the art of about 5.5% in terms of Spearman’s Rank-order Correlation
Coefficient (SROCC) over the ”Aesthetics with Attributes Database” (AADB).
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3.2 Related work

Automatic aesthetics assessment of images is usually treated as a classification or regres-
sion task based on ratings provided by human annotators [6]. In recent years, there has
been a lot of research effort and various approaches have been proposed.

Datta et al. [28] carefully selected 56 hand-crafted visual features based on standard
photography and visual design rules to discriminate between aesthetically pleasing and
displeasing images.

Dhar et al. [31] proposed a method for predicting image interestingness by exploiting
high-level describable image attributes divided into three categories: compositional (image
layout or configuration), content (objects or scene types depicted) and sky-illumination
(natural lighting conditions).

With the availability of more labeled data the trend has been shifting from methods
based on hand crafted features to deep learning. Recent works have both been focused
on sophisticated training loss [63, 111, 100, 20] and more powerful features [91, 106, 48].

Given the importance of photography rules and aesthetics attributes, Kong et al.
have collected the “Aesthetics with Attributes Database”, or AADB [63]. This collection
includes images that have been rated by several human observers in terms of both global
aesthetics and visual aesthetics-related attributes. They proposed a Convolutional Neural
Network (CNN) architecture to jointly predict semantic photo content, global aesthetics
and aesthetics-related attributes.

Malu et al. [91] proposed a multi-task network based on features extracted from a
ResNet-50 [44]. To better encapsulate the information from the ResNet-50 they ex-
tracted 16 rectified convolution maps from the ReLU output of the 16 residual blocks
of the ResNet-50. The proposed architecture is used to predict eight aesthetics attributes
alongside the global aesthetics score.

In [111] the authors explored the relationship between aesthetics score and aesthetics
attributes introducing the PI-DCNN: a ResNet optimized over three different loss func-
tions: regression, ranking and a privileged information loss which rely on some domain
knowledge and additional information between attributes and aesthetics.

In [100] Pan et al. exploited the feature extracted from a ResNet-50, and proposed a
multi-task neural network to predict both the aesthetics score and the attributes. Different
from the other works, they proposed a framework in which the network is trained in an
adversarial manner: the discriminator distinguishes the predictions given by the proposed
multi-task network from the real labels.

Chen [20] proposed a different training framework based on data covariance learning
to improve performance of baseline architectures: the method proved that training an
architecture modeling the data uncertainty is more effective than training with the mean
squared error.

In [106] authors combined low-resolution, semantically strong features with the high-
resolution, semantically weak features from the EfficientNets B4 [119] to predict simulta-
neously 8 aesthetics tags and the global aesthetics score.
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Figure 3.1: The proposed method. Given an input image, a multi-level spatially pooled
features set is extracted from a Convolutional Neural Network pretrained on ImageNet.
This feature set is then fed to a Multi Layer Perceptron to predict image aesthetics-related
attributes. Finally a Support Vector Regression machine is used to estimate the image
aesthetics score starting from the aesthetics-related attributes.

3.3 Proposed method

Figure 3.1 shows the pipeline of the proposed method. The first stage is a MLP that
predicts the eleven aesthetics-related attributes of an input image on the basis of MLSP
features extracted from an ImageNet pretrained network. The second stage is based on
a SVR that takes the attributes predicted in the first stage as input and it estimates
the global image aesthetics score. The design choices have been driven by the following
considerations.

MLSP features demonstrated to be very effective for image aesthetics prediction [48].
The main idea was to create a feature vector that encodes information from multiple levels
of a CNN. This is achieved by concatenating Global Average Pooled (GAP) activations
from fixed blocks of a given CNN trained for image classification.

The use of aesthetics-related attributes for the estimation of image aesthetics has been
investigated in previous works [28][31]. Datta et al. [28] proposed several visual attributes
and studied the correlation between those properties and the aesthetics score. Some
examples of attributes are: light exposure, colorfulness, depth of field and rule of thirds.
They also proposed a Support Vector Classification machine that uses 15 visual attributes
for the classification of high and low rated photographs in terms of interestingness.

Dhar et al. [31] proposed an aesthetics estimation method that from low-level features
(e.g. Color spatial distribution map, Spatial Pyramid of shape features etc.) predicts
aesthetics-related attributes such as presence of a salient objects, opposing colors, presence
of people and clear skies.

The proposed method takes inspiration from the paper by Hosu et al. [48] for what
concerns the use of MLSP features and from the paper by Dhar et al. [31] for what
concerns the use of aesthetics-related attributes to predict image aesthetics.

To assess the effectiveness we experimented different CNN architectures (ResNet-50,
EfficientNets B4, Inception-v3, InceptionResNet-v2) pretrained on ImageNet [5, 108] from
which the MLSP features are extracted. The proposed method is also compared with two
variants: a single-task MLP trained to predict solely the aesthetics score and a multi-task
MLP trained jointly over the eleven aesthetics attributes and the aesthetics score. The
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Table 3.1: Correlation between aesthetics properties and the aesthetics scores.

Property SROCC

Balacing elements 0.3830
Color harmony 0.6227
Content 0.7279
Depth of field 0.5098
Light 0.6221
Motion blur 0.2204
Object 0.6415
Repetition 0.1023
Rule of thirds 0.3892
Symmetry 0.1063
Vivid color 0.6161

All of the above (SVR) 0.9374

performance was measured in terms of Spearman’s Rank-order Correlation Coefficient (
see also Appendix A.1 for further details and formulae).

3.4 Experiments

3.4.1 Dataset

The proposed method is trained and tested on the AADB [63], a database composed of
10,000 images. Each image of the database has the aesthetics rating and the assessment
of eleven aesthetics-related attributes provided by five different subjects. The images are
divided into training (8,500), validation (500) and testing sets (1,000), and they were
collected from the Flickr website and curated manually. With the help of professional
photographers the authors has selected eleven attributes that are closely related to image
aesthetics judgements: interesting content, object emphasis, good lighting, color harmony,
vivid color, shallow depth of field, motion blur, rule of thirds, balancing element, repeti-
tion, and symmetry.
To gather the data, authors ask qualified Amazon Mechanical Turk (AMT) workers to
rate ”positive” if an attribute conveyed by the image can enhance the image aesthetics
level, or ”negative” if the attribute degrades image aesthetics. According to the authors,
the default value was ”null”, meaning that the attribute does not affect image aesthetics.
The collected labels were then translated into real values encoding ’positive’ as 1, ’neg-
ative’ as -1 and ’null’ as 0. For each image, the attribute score is the average over all
the users judgements. Figure 3.2 reports, for each of the eleven aesthetics attributes, the
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Figure 3.2: Value distribution for each of the eleven aesthetics attributes. Null values are
those which have a mean score of 0. Positive values are those images with on average
more positive labels than negative, vice-versa for the Negative.

distribution of the mean values to underlying imbalances of the ground truths: attributes
like motion blur, symmetry or repetition contains many ”null” values.

For the aesthetics score, AMT workers were allowed to express their judgement on a
scale from 1 to 5. For each image, the aesthetics score is the average over all the users
judgements. The aesthetics score was further normalized in order to fit a range of [0, 1].
Figure 3.3 depicts the distribution of the aesthetics scores.

In order to highlight the intrinsic power of the aesthetics-related attributes, table 3.1
reports the SROCC between the values of each attribute and the overall aesthetics score.
Color harmony, Content, Light, Object, Vivid color correlate more than others with the
image aesthetics with an SROCC higher than 0.6. To better highlight the prediction
power of the aesthetics-related attributes, a SVR is trained for image aesthetics score
estimation based on the human ground truth. On the whole all the attributes achieve an
SROCC value higher than 0.9. We also investigated the correlation between the SROCC
of each of these attributes and the percentage of null values in the ground truth and it
has been found a SROCC of -0.9182. This suggests that the poor correlation of some
attributes with the aesthetics score is more likely due to the null values rather than the
expressiveness of the attribute itself.

3.4.2 Experimental Setup

The models have been developed in PyTorch and trained on an Nvidia GTX 1070 GPU.
The MLP is composed of three stacked linear layers with ReLu activations. The training
has been done with a batch size of 16 and for a maximum of 100 epochs adopting the early
stop technique with patience of 6 epochs over the average of the SROCC with respect to
the validation set. As optimizer was used Adam [59] with a learning rate of 1.5e-05. The
first two layers of the MLP were trained with a dropout probability of 0.5.

For the feature extraction part, as in [48], it has been decided to extract and store
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Figure 3.3: Score distribution of the AADB database. The red line indicates the 0.5 value.

from images having a different resolution, fixed sized narrow MLSP features of dimension
(1×1× b) where b is the number of kernels from which features are computed. To extract
these featuress it has been adopted the Global Average Pooling layer (GAP) over selected
activation blocks output: for the EfficientNets B4, Inception-v3 and InceptionResNet-v2
it has been decided to select the same block as done by the original works ([106, 48]). Note
that for the EfficientNets B4 authors extract features from given blocks in a different way,
while for the ResNet-50 have been selected all the five convolutional blocks. There are 6
blocks in EfficientNets B4 (3,056 kernels), 11 blocks in Inception-v3 (10,048 kernels), 43
in InceptionResNet-v2 (49,248 kernels) and 5 blocks in ResNet-50 (3,904 kernels).

The most commonly used metric to evaluate the performance of automatic image
aesthetics assessment is the SROCC. It is used to compare the scores predicted by the
models and the subjective opinion scores provided by the dataset and it evaluates the
monotonic relationship between two continuous or ordinal variables. The SROCC operates
on the rank of the data points ignoring the relative distances between them.

3.5 Results

As stated before, to better understand the contribution given by the proposed method, the
proposed pipeline is compared against two different alternatives which are common in the
state of the art: a single-task Neural Network [6, 48] trained to predict the aesthetics score
directly from the image and a multi-task Neural Network [63, 100] trained to predict at
the same time the eleven aesthetics attributes and the aesthetics score. Table 3.2 reports
the mean of SROCC achieved on 10 repetitions of the experiments. The table reports,
for each of CNN archictecture experimented, the proposed approach and the two variants
mentioned above. The table also reports results taken from the most recent state-of-the-
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Table 3.2: Spearman’s Rank-order Correlation Coefficient (SROCC) between the pre-
dicted image aesthetics quality and the ground truth. (* srocc are taken from the authors
pubblication)

Name (base architecture) Architecture type SROCC

Kong et al. (Alexnet) [63] Multi-Task CNN 0.6782*
Malu et al. (Resnet-50) [91] Multi-Task CNN 0.6890*
PI-DCNN (Resnet-50) [111] Multi-Task CNN 0.7051*
Chen (Resnet-50) [20] Multi-Task CNN 0.7080*
Pan et al.(ResNet-50) [100] Multi-Task CNN 0.7041*
Reddy et al. (Efficientnet b4) [106] Multi-Task CNN 0.7059*

EfficientNets B4
Single-Task MLP 0.7281 ± 0.0138
Multi-Task MLP 0.7219 ± 0.0039
SVR over MLP’s tag prediction 0.7454 ± 0.0033

ResNet-50
Single-Task MLP 0.7083 ± 0.0067
Multi-Task MLP 0.7194 ± 0.0060
SVR over MLP’s tag prediction 0.7384 ± 0.0023

Inception-v3
Single-Task MLP 0.7242 ± 0.0065
Multi-Task MLP 0.7197 ± 0.0029
SVR over MLP’s tag prediction 0.7354 ± 0.0025

InceptionResNet-v2
Single-Task MLP 0.7316 ± 0.0029
Multi-Task MLP 0.7308 ± 0.0036
SVR over MLP’s tag prediction 0.7429 ± 0.0015

art approaches which jointly predict aesthetics-related attributes and image aesthetics.
Overall, independently from the architectural choice, the proposed method outper-

forms the state of the art of about 5.5% in terms of SROCC. The improvement of the
proposed method with respect to the other two alternatives is of about 2.4%. The enhance-
ment given by the proposed method confirms that predicting image aesthetics through the
estimation of aesthetics-related attributes is more effective than a multi task CNN. More-
over, it is more effective predicting the aesthetics score on the basis of aesthetics-related
attributes rather than predicting the aesthetics score along with attributes or solely the
aesthetics score. Figure 3.4 shows an example of the predicted images attributes with
respect to the ground truth values.
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Figure 3.4: Example of predicted aesthetics-related attributes (orange line) with respect
to the ground truth (blue line).
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Chapter 4

Incorporating Composition and Style
Knowledge into a CNN for Image
Aesthetic Assessment

4.1 Introduction

Aesthetics of an image is defined as the measure or appreciation of the beauty of an
image. Image aesthetics is a subjective property that depends on the viewer’s preferences,
experience, and skills as a photographer. Despite this, the occurrence of specific factors
or patterns makes an image objectively more appealing than others. Researchers have
in fact found that aesthetics can be influenced by several factors including lighting [35],
color scheme [109], contrast [53], composition [78], semantic photo content [16, 84], and
image styles [97, 62].

The semantic content of a photo is a key aspect in the evaluation of aesthetic quality:
(i) psychology research shows that certain kinds of content are more attractive than
others [36]; (ii) professional photographers choose different photographic techniques and
have different aesthetic criteria in mind when shooting different types of contents [28, 84].

In the same way, image styles such as “Long Exposure”, “Macro”, “Bokeh” and others,
or image geometric composition rules such as “Rule of Thirds”, “Curved” and others,
influence the aesthetic quality of an image [97, 62]. Figure 4.1 shows an example of a
high-quality image and a low-quality image. In this example, the image on the top has
been rated on average by a group of humans with high level of aesthetics. This is likely
due to nice attributes such as, good lighting and harmonious color combinations, which
make the image attractive. In contrast, the image below has a low aesthetic level rate
which likely is due to low light and dull colors.

Literature reports mostly on three different aesthetics recognition tasks: high vs. low
aesthetic quality [82, 55, 87, 78], aesthetic score regression [6, 48, 111, 100], and aes-
thetic score distribution prediction [118, 141, 19]. Whatever is the recognition task, most
of researchers do not explicitly model the aforementioned factors that influence image
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Figure 4.1: Two images with high and low esthetics from the AADB database [63]. The
left image has a high aesthetic likely thanks to good lighting and harmonious color com-
binations, while the image with a low aesthetic has low light and dull colors.

aesthetics and indeed they prefer holistic approaches [28, 84, 93, 48]. Besides, methods
explicitly modeling aesthetic attributes try to learn a universal model to be applied to
images with different aesthetic attributes [100, 111, 69]. However, images that share the
same aesthetic attribute or particular combinations of attributes can also have different
levels of aesthetics. It is therefore necessary to learn aesthetic prediction models that spe-
cialize for each type of attribute and at the same time are able to consider the correlation
between several attributes.

Here we describe a new method that aims to resolve the aforementioned limitations.
The proposed method models the aesthetics of the image by explicitly taking into account
image semantic content, style and composition. In particular, it exploits privileged side
information related to aesthetic attributes, that already demonstrated to be effective
for improving the aesthetic modeling of the image [91, 100]. Instead of having a single
aesthetic estimator to govern the images with whatever aesthetic attributes you want,
this thesis moves to the opposite in which each image based on its attributes has an ad
hoc estimator of aesthetic quality.

To better exploit side privileged information given by image style and composition
attributes, the training stage of the proposed method is multi-stage. The first training
stage involves a Multi Layer Perceptron (MLP) network (the AttributeNet) which is
specially to recognize image style and composition. This network takes as input semantic
features extracted by a pre-trained network (the Backbone). The second training stage
concerns a hypernetwork (HyperNet).

The latter exploits the attributes prior encoded into the embedding generated by the
AttributeNet to predict the parameters of the target network dedicated to aesthetic esti-
mation (AestheticNet). The adoption of the attribute-conditioned hypernetwork, there-
fore, determines attribute-specific aesthetic estimators. The HyperNet is trained using the
Earth Mover’s Distance (EMD) as a loss function to better learn the distribution of user
judgments attributed to each image. This strategy allows to model the consensus and the
diversity of opinions among the annotators and consequently to improve the effectiveness
of the proposed method.

Given a test image, the proposed method predicts image style and composition as well
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as the aesthetic score distribution.
To summarize, the contribution of this thesis with respct to the image aesthetic as-

sessment are the following.

• To present a deep learning-based method that not only estimate aesthetics in terms
of score distribution but also determine the style and composition of the input image.

• To propose a hypernetwork which adaptively generates the aesthetic quality pre-
diction parameters basing on aesthetic attributes. The proposed method predicts
image aesthetics in a content and attribute aware manner, therefore it is not limited
to a holistic evaluation of the aesthetic quality.

• To carry out comprehensive experiments for unified aesthetic prediction tasks: aes-
thetic classification, aesthetic regression, and aesthetic label distribution. For all
of these tasks, the proposed method achieves higher performance than state-of-the-
art approaches on three common benchmark datasets (AADB [63], AVA [95], and
Photo.net [28]).

4.2 Related work

In this section, first, it is reviewed the relevant literature related to image aesthetic quality
assessment. Then it is highlighted the differences between the proposed method and
similar existing methods.

4.2.1 Image aesthetic quality assessment

From the seminal work of Datta et al. [28] many research efforts have been made, and
various methods have been proposed for estimating the aesthetics of images [30]. Several
papers proposed the use of hand-crafted features to encapsulate both aspects of human
perception and photographic rules. For example, Datta et al. [28] carefully selected 56
hand-crafted visual features based on standard photographic rules (such as rule of thirds,
colorfulness, or saturation) to discriminate between aesthetically pleasing and displeasing
images. Luo et al. [84] extracted features encoding photographic rules, e.g. composition,
lighting, and color arrangement, to evaluate aesthetics in different ways based on the
photo content. Zhang et al. [137] modeled image aesthetics by focusing on the image
composition which is modeled using graphlets small-sized connected graphs.

However, methods based on hand-crafted features can only achieve limited success [30]:
(i) hand-crafted features can not exhaustively model the variations of photographic rules
between different categories of images; (ii) hand-crafted features are heuristics, and so it
is challenging to mathematically model some photographic rules. Based on the previous
considerations and thanks to the availability of more labeled data, the trend has shifted
from hand-crafted feature-based methods to deep learning methods [6, 46, 143].
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RAPID [82] is a double-column network that captures both local and global informa-
tion of images for discriminating low and high aesthetics. Given that one patch may not
well represent the fine-grained information in the entire image, Lu et al. [83] extended
RAPID by proposing Deep Multi-patch Aggregation Network (DMA-Net). In DMA-Net,
an input image is represented by a bag of random cropped patches. The proposed lay-
ers, namely the statistics and sorting layers, enabled the integration of multiple input
patches. Given that DMA-Net failed to encode the global layout of the image, Ma et
al. presented the Adaptive Layout-Aware Multi-Patch Convolutional Neural Network
(A-Lamp CNN) [87]. This method images of arbitrary size as input and learns from both
fine-grain details and holistic image layout simultaneously. It consists of two subnets, i.e.
a Multi-Patch subnet which is very similar to DMA-Net and a Layout-Aware subnet con-
sisting of an object-based attribute graph. Multi-Net Adaptive Spatial Pooling ConvNet
(MNA-CNN) [90] is trained and tested on images at their original sizes and aspect ratios.
It computed aesthetics by combining multi-level features and scene information. Chen
et al. [19] designed the Adaptive Fractional Dilated Convolution (AFDC) that, similarly
to MNA-CNN, avoids altering original image aspect ratio and composition. RGNet [78]
builds a region graph to represent the visual elements and their spatial layout in the
image, and then performs reasoning on the graph to uncover the mutual dependencies of
the local regions. Gated Peripheral-Foveal Convolutional Neural Network (GPF-CNN)
[141] is a deep architecture designed to: encode the global image composition; extract the
fine-grained details from aesthetic-relevant regions.

Professional photographers adopt different photographic techniques and have various
aesthetic criteria depending on the portrait content. Therefore, Kao et al. [55] proposed a
Multi-task Convolutional Neural Network (MTCNN). This model aims to simultaneously
estimate the semantic content and the aesthetic class of an image.

Neural IMage Assessment (NIMA) [118] replaced the classification layer of a pre-
trained ImageNet CNN with a fully-connected regression head that predicts the distri-
butions of ratings per image. The squared Earth Mover’s Distance (EMD) has been
employed as the loss function. In this thesis, the network for aesthetic score distribution
is optimized by minimizing EMD loss, and approach similar to the one proposed in [118].
Multi-level Spatially Pooled activation blocks (MLSP) [48] exploited a transfer learning
strategy that uses features extracted from a pre-trained ImageNet CNN.

Some recent works regard multi-modal aesthetic evaluation models that leverage visual
information along with user comments. The latter encodes high-level semantic information
and are relevant for aesthetic decisions [143, 46, 140].

4.2.2 Correlation with existing methods

Several state-of-the-art methods are similar to the one proposed in this thesis in that they
use multiple attributes describing the aesthetic or artistic aspect of a photo for aesthetic
evaluation [63, 69, 37, 111, 100].

Leonardi et al. [69] and Gao et al. [37] used attributes as mid-level representation
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to estimate the aesthetics of the image. Thus, the errors on the attributes might be
propagated to the assessed aesthetics. Pan et al. [100] proposed a multi-task deep network
to learn the aesthetic score and aesthetic attributes simultaneously. Attributes were used
as additional information for the learning paradigm called Learning Using Privileged
Information (LUPI) [123]. Besides, adversarial learning was introduced to capture the
correlation between the aesthetic score and attributes. Shu et al. [111] also exploited
LUPI by proposing Deep Convolutional Neural Network with Privileged Information (PI-
DCNN): a novel method exploring photo attributes as privileged information for photo
aesthetic assessment.

There are three major differences between the previous works and the one proposed
in this thesis:

• First, previous methods are limited to the datasets annotated with aesthetic at-
tributes, namely AVA or AADB. In contrast, in the proposed method, side informa-
tion about composition and style is learned from specially designed datasets. The
proposed method can therefore generalize to a larger number of aesthetic attributes.

• Second, the previous methods learn a universal model of aesthetics that depends
indiscriminately on the aesthetic attributes. In contrast, the proposed method learns
aesthetic models that are dependent on the different aesthetic attributes present
within the image and their correlation.

• Finally, Earth Mover’s Distance (EMD) is used as a loss function to better learn
the distribution of user judgments attributed to each image. This strategy allows
to model the consensus and the diversity of opinions among the annotators and
consequently to improve the effectiveness of the proposed method.

4.3 Proposed method

Given an input image X, the goal of the proposed method is to estimate both the aesthetic
score distribution q̂ and the presence of a set of aesthetic-related attributes ŷ by using
the network f parametrized with θ∗:

X
f(θ∗)−−−→ (q̂, ŷ). (4.1)

More specifically, f ← (fs, ft) consists of two networks. The network fs handles
the side information regarding the aesthetic-related attributes and produces the final
output ŷ and the embedding es. The latter is exploited by an attribute-conditioned
hypernetwork θ̂t = h(es; θ

∗
h) that adaptively generate the parameters θ̂t of the network ft.

Such a network ft carries out the main task of aesthetic assessment. Hence, by using the
attribute-conditioned hypernetwork the aesthetic assessment task is subordinated to that
of attribute estimation.
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θ∗ ← (θ∗h, θ
∗
s , θ
∗
b ) is the set of learned parameters of the proposed method. Unlike the

θ∗b parameters which belong to a pre-trained backbone, the others are learned for the
tasks. Similar to [4], a two-step optimization procedure is adopted to introduce attribute-
constraint into the hypernetwork.

The first step regards the training of the parameters θs of the network fs. Let Ds =
{(X(i)

s ,y(i))}Ni=1 denotes the training set of N training samples. Each training sample

consists of a color image X
(i)
s ∈ Rd and K aesthetic-related attributes y(i) ∈ RK . Given

the training set Ds, the goal is to learn a network fs : Rd → RK , which predicts whether
an attribute occurs or not into the input image:

Lside{fs(eb; θs),y) | θs ∈ Θs}, (4.2)

where θs ∈ Θs are the learnable real-valued parameters and eb = b(Xs; θ
∗(L)
b ) is the

embedding corresponding to the activations of layer L of the pre-trained backbone b
given the input Xs.

The second training concerns the hypernetwork. Instead of directly learning the θt
parameters of the network ft, the hypernetwork is trained to learn the parameters θh of
a metamodel h. The output of this metamodel is θ̂t. The network h can therefore be
thought of as a generator of parameters to obtain attribute-specific aesthetic estimators.

Let Dt = (X
(i)
t ,q

(i))
N

i=1 denotes the training set of N training samples. Each training

sample consists of a color image X
(i)
t ∈ Rd and a distribution of aesthetics ratings q(i) =

[qs1 , qs2 , ..., qsB ]. Where sj is the j-th score bucket, B is the total number of score buckets,
and qsj denotes the number of voters that give the discrete score sj to the image. Given
the training set Dt, the goal is to learn the parameters θh of the metamodel to generate the
parameters for the network ft : Rd → RB, which predicts the aesthetic score distribution
q̂:

Ltask{ft(eb;h(es; θh)),q) | θh ∈ Θh}, (4.3)

where eb is the same embedding as in Eq. 4.2, es = fs(eb; θ
∗(M)
s ) is the attribute-

conditioned embedding obtained from the M -th layer of the pre-trained fs given the
input eb, and θh ∈ Θh are the learnable real-valued parameters.

4.3.1 Proposed network architectures

The proposed architecture includes four different networks trained using a multi-stage
approach: the Backbone, the AttributeNet, the HyperNet and the AestheticNet. The
overall architecture of the model is shown in Figure 4.2.

The Backbone is an ImageNet [29] pre-trained neural network that outputs multi-
level features used as inputs of the AestheticNet and the AttributeNet. The latter is a
Multi Layer Perceptron (MLP) network specially trained for image style and composition
recognition. The features obtained from the previously trained AttributeNet are then used
as HyperNet inputs. It is a metamodel dedicated to calculating the weights and distortions
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Figure 4.2: The proposed method is composed of four main parts: the Backbone, the
AttributeNet, the HyperNet and the AestheticNet. The input image is first fed to the
Backbone to extract a feature set that encodes the content of the image. Then, this
feature set is fed to AttributeNet. The goal of the AttributeNet is to predict aesthetics-
related attributes and influence the input of the HyperNet. The HyperNetwork aims to
predict the weights and the biases of the AestheticNet. Finally, the AestheticNet infers
the aesthetic score distribution of the input image over the content related feature set
with the weights and the biases predicted by the HyperNet. *Trained with dropout

of the AestheticNet. Therefore, the HyperNet is trained to allow the AestheticNet to
predict aesthetics scores for input images in close agreement with human judgments.

Backbone

Many of the earlier approaches to image aesthetics assessment extract features from
warped and/or cropped input images [6, 118, 111]. A shortcoming of these methods
is that they alter the composition of the image and the aspect ratio of the objects. Thus,
they may harm the task of aesthetics assessment.

On the other hand, previous works have shown the effectiveness of multi-level fea-
tures to predict perceptual judgements, either for image quality assessment [75] or image
aesthetics assessment [48, 106, 69].

For the previous reasons, the Backbone network b : X → eb encodes an input image,
at the original size, X ∈ Rd into a Multi-Level Spatially Pooled (MLSP) embedding vec-
tor eb ∈ RD. The resulting embedding vector encodes information at multiple levels of
abstraction: from low- to high-level features. This goal is achieved by stacking activations
from L layers of a given pre-trained CNN. As the spatial resolution of the different ac-
tivation maps varies, a Global Average Pooling (GAP) is adopted to squeeze the spatial
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dimensions into a channel activation vector. Therefore, the size of the MLSP embedding
vector depends solely on the number of channels in each layer. This last aspect allows
processing images at full resolution without the need to resize or crop them.

To summarize, the Backbone network b(X; θ
∗(L)
b ) outputs the embedding eb corre-

sponding to the activations of L layers given the input X.

An ImageNet-pretrained EfficientNet-B4 [119] is exploited as Backbone network b:
a very efficient yet effective model not only on ImageNet but also on transfer learning
datasets. Recently, it demonstrates its effectiveness for image aesthetic assessment [106,
69]. Following [106], the activations of the MBConv blocks [119] having numbers L =
{15, 21, 25, 29, 31} are considered. Given the input image X with shape h × w × 3, the
resulting activation maps have shape: h

16
× w

16
×112, h

16
× w

16
×160, h

32
× w

32
×272, h

32
× w

32
×272,

and h
32
× w

32
× 448. The previous 5 activation maps are spatially narrowed using the

GAP and stacked on the channel dimension, thus obtaining a fixed sized narrow MLSP
embedding vector of shape 1× 1× 1264.

AttributeNet

The AttributeNet fs : eb → ŷ with ŷ ∈ RK is a Multi Layer Perceptron (MLP) that aims
to categorize the backbone embedding eb with respect to K aesthetic-related attributes.
More specifically, ŷ← (ŷv, ŷc), where ŷv ∈ RKv is the set of image styles and ŷc ∈ RKc is
the set of composition rules. Therefore, the MLP performs two tasks simultaneously and
consists of three linear blocks. The first block is a linear layer with ReLU that transforms
the embedding vector eb into an embedding vector, es:

es = ReLU(W>
s eb + bs). (4.4)

Given that es is shared between the two tasks, it intrinsically encodes the style and
composition as well as their relationships. The second and third blocks are independent
linear layers categorizing the input image into style and composition:

ŷv = W>
v es + bv, (4.5)

ŷc = W>
c es + bc, (4.6)

where Wv and bv are the parameters for predicting the style ŷv, and Wc and bc are the
parameters for predicting the composition ŷc.

AestheticNet

The AestheticNet ft(eb; θ̂t) aims to predict the aesthetic score distribution q̂ given the
embedding vector eb produced by the Backbone. It is a MLP composed of M linear
layers whose parameters θ̂t = {(Ŵ1, b̂1), (Ŵ2, b̂2), ..., (ŴM , b̂M)} are computed by the
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HyperNet h:

x1 = ReLU(Ŵ>
1 eb + b̂1), (4.7)

xi = ReLU(Ŵ>
i xi−1 + b̂i), with i = 2, ...,M − 1 (4.8)

q̂ = Ŵ>
Mxi−1 + b̂M . (4.9)

In general, the input of a linear layer is xin ∈ RNin , and the corresponding output is
xout ∈ RNout . Thus, the weights of the layer corresponds to W ∈ RNin×Nout and the bias
are equal to b ∈ RNout . The number of parameters in a linear layer is NinNout for w and
Nout for b.

HyperNet

The HyperNet h(es; θ
∗
h) is the metamodel that generates the parameters θ̂t for the M

layers of the AestheticNet. Therefore, the HyperNet is composed of M HyperNet Blocks
(HBs), h = {HB1, HB2, ..., HBM}.

Each HB is composed of a linear layer that reduces the size of the embedding es ∈ RD

to a size of d | d� D:
er = ReLU(Wr>

i es + bri ), (4.10)

where ReLU is the activation function, Wr
i ∈ RD×d are the learned weights, and bri ∈

Rd are the learned bias. Two linear layers are then dedicated to the estimation of the
parameters, Wi and bi of the i-th layer of the AestheticNet:

Ŵi = Ww>
i er + bwi , (4.11)

b̂i = Wb>
i er + bbi . (4.12)

Given the generated weights Ŵi ∈ RNin×Nout , the learned parameters of the linear layer
are Ww

i ∈ Rd×NinNout and bwi ∈ RNinNout , respectively. Instead, for the generated bias
b̂i ∈ RNout , the learned parameters of the linear layer are Wb

i ∈ Rd×Nout and bbi ∈ RNout .

4.4 Experiments

In this section, first the considered datasets are described, then the evaluation metrics
used to estimate the performance and the training procedure of the proposed method are
described.

4.4.1 Datasets

Datasets for aesthetic-related attribute recognition

Most previous methods that exploit the relationship between attributes and aesthetic
quality rely on the use of the aesthetic attributes provided for the AVA and AADB
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datasets [37, 111]. Although the two sets of attributes are valuable as they span the tra-
ditional photographic principles of color, lighting, focus, and composition, they have some
drawbacks. First, they are not exchangeable or can be merged because their annotation
has a different meaning: in the AVA dataset, annotations are binary values that indicate
the occurrence of the attribute in the image; for AADB, the annotation of each attribute
can assume continuous values between -1 and 1, where “positive” and “negative” indicates
that the occurrence of the attribute improves or degrades the aesthetic level of the image,
respectively. Second, only a subset of the AVA images (about 4.44%) provides the style
annotations. Third, the number of attributes in the two sets is limited. Few attributes
categorize images for composition style (e.g., Rule of Thirds and symmetry). Although
the role of emotion in the aesthetic experience is proven [25], no attributes are specifying
what emotions the image content conveys.

Based on the above considerations, a different and broader set of attributes is consid-
ered in this work. Attributes were chosen by taking into account not only the composition
but also the style of an image. Among these, there are the optical techniques used during
the shot (such as bokeh effect and depth-of-Field), the genre of the image content (e.g.,
horror or romantic), the atmospheric light conditions (such as hazy or sunny), finally, the
mood aroused by the image (e.g., serene).

In this thesis it has been used KU-PCP [67] and FlickrStyle [56] dataset. The set Dt is
used to train the AttributeNet and it is composed by the two datasets mentioned above.
Table 4.1 compares the lists of attributes present in the AADB, the AVA datasets and
the list of the 29 attributes taken from the KU-PCP and FlickrStyle datasets.

FlickrStyle: The FlickrStyle dataset [56] is a collection of 80,000 photographs gath-
ered from the Flickr website annotated with 20 curated style labels. These can be cate-
gorized into:

• Atmosphere: Hazy, Sunny

• Color: Bright, Pastel

• Composition styles: Detailed, Geometric, Minimal, Texture

• Genre: Horror, Noir, Romantic, Vintage

• Mood: Ethereal, Melancholy, Serene

• Optical techniques: Bokeh, Depth-of-Field, HDR, Long Exposure, Macro

The dataset is split into 64,000 training images and 16,000 testing images. At the time
of writing, a total of 63,493 is still downloadable. Thus, the new splits result in 50,868
training images and 12,625 testing images. Images sampled from the dataset are shown
in Figure 4.3a.

KU-PCP: The KU-PCP dataset [67] consists of 4,244 outdoor photographs (3,169 for
training and 1,075 for testing). It has been annotated by 18 human subject to categorize

42



CHAPTER 4. INCORPORATING COMPOSITION AND STYLE KNOWLEDGE
INTO A CNN FOR IMAGE AESTHETIC ASSESSMENT

Table 4.1: Image attributes available for AADB, AVA, and in the proposed selection.

Attribute Name AADB AVA Proposed Attribute Name AADB AVA Proposed

Balancing elements X Melancholy X
Bright X Minimal X
Bokeh X Motion Blur X X
Center X Negative Photo X
Color harmony X Noir X
Complementary X Object X
Content X Pastel X
Curved X Photo Grain X
Depth-of-Field X X X Pattern/Repetition X X
Detailed X Romantic X
Diagonal X Rule of Thirds X X X
Duotones X Serene X
Ethereal X Silhouettes X
Geometric X Soft Focus X
Hazy X Sunny X
HDR X X Symmetry X X
Horizontal X Texture X
Horror X Triangle X
Light X Vanishing Point X
Light on White X Vertical X
Long Exposure X X Vintage X
Macro X X Vivid Color X

Bokeh DoF Hazy HDR Long Exposure Macro Minimal Noir Pastel

(a)
Center Curved Diagonal Horizontal Pattern RoT Symmetric Triangle Vertical

(b)

Figure 4.3: Sample images from (a) the style categories of the FlickrStyle database [56]
and (b) the geometric composition categories of the KU-PCP database [67].

43



CHAPTER 4. INCORPORATING COMPOSITION AND STYLE KNOWLEDGE
INTO A CNN FOR IMAGE AESTHETIC ASSESSMENT

images into nine not mutually exclusive geometric classes: center, curved, diagonal, hori-
zontal, pattern, Rule of Thirds (RoT), symmetric, triangle, and vertical. Sample images
for each category are reported in Figure 4.3b.

Datasets for image aesthetic assessment

AADB: The Aesthetics and Attributes DataBase (AADB) dataset [63] contains a set
of 10,000 images downloaded from the Flickr website.1 Five Amazon Mechanical Turk
(AMT) workers annotate each image with an overall aesthetic score and a set of eleven
meaningful attributes. These attributes span traditional photographic principals of color,
lighting, focus and composition, and are the following: interesting content, object em-
phasis, good lighting, color harmony, vivid color, shallow depth of field, motion blur, rule
of thirds, balancing element, repetition, and symmetry. For the aesthetic score, AMT
workers were allowed to express their judgement on a scale from 1 to 5. For each image,
the aesthetic score is the average over all the users judgements. The AADB database was
split by its authors into 8,500 images for training, 500 images for validation and 1,000
images for testing. Figure 4.4a shows the distribution of mean ratings for training and
test sets.

AVA: The Aesthetics Visual Analysis (AVA) dataset [95] is a large-scale and challeng-
ing dataset for image aesthetic assessment. It contains more than 250,000 photos gathered
from www.dpchallenge.com. Each image provides three types of annotations: aesthetic
ratings ranging from 1 to 10 given by about 200 voters; 0, 1 or 2 textual tags chosen
from 66 that describe the semantic content of the image; photographic style annotations
corresponding to 14 photographic techniques. From the overall set of images, the authors
sampled 20,000 for testing (of which only 19,926 are currently available). Following [48],
the remaining 235,574 images are further randomly split into training (95%) and valida-
tion (5%) sets. Figure 4.4b shows the distribution of mean ratings for training and test
sets.

Photo.net: The Photo.net dataset [28] is collected from www.photo.net.2 It contains
20,278 images annotated by at least 10 users to assess the aesthetic quality from one to
seven. Of all the images in the dataset, only 16,662 have the distribution of aesthetics
ratings and are available. Following [141], from the overall images, 1000 images are used
for validation, 1200 images are used for test, and the remaining 14,462 images are used
to train. Since the image indexes for each split are not available from [141], the images
are randomly divided based on the previous partitioning. To mitigate any bias due to
the data division, the partitioning is repeated 10 times and the average performance is
reported across the 10 runs.

1http://www.flickr.com
2Available at http://ritendra.weebly.com/aesthetics-datasets.html
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Figure 4.4: Distributions of the aesthetic scores on the AADB [63] (a), AVA [95] (b), and
Photo.net [28] (c) datasets.

4.4.2 Evaluation Metrics

The proposed method is evaluated with respect to three aesthetic quality tasks (i) aes-
thetic score regression, (ii) aesthetic quality classification, and (iii) aesthetic score distri-
bution prediction. For the aesthetic score regression task, the mean score of the predicted
score distribution is estimated via µ =

∑N
i=1 si × pi, with si representing the score bucket

and pi that is the estimated probability for the i-th bucket. Following [90, 87, 55], for the
aesthetic quality classification, a threshold over the mean score has been applied using
the threshold T such that images with predicted score above T are categorized as high
quality and vice versa. The evaluation metrics related to the three task are the following:

• Image aesthetic score regression: Results are reported in terms of Spearman’s Rank-
Order Correlation Coefficient (SROCC), Pearson’s Linear Correlation Coefficient
(PLCC), Root Mean Squared Error (RMSE), and Mean Absolute Error (MAE).
SROCC measures the monotonic relationship between the ground-truth and the
predicted scores, PLCC measures the linear correlation between the actual and the
predicted scores. Both SROCC and PLCC range from -1 to 1 and values closer to
the extremes indicate better results. RMSE and MAE range from 0 to +∞ and
smaller values indicate better results.

• Image aesthetic quality classification: Classification performance is measured in
terms of the overall accuracy, defined as Accuracy = TP+TN

P+N
.

• Image aesthetic score distribution prediction: EMD is used to estimate the closeness
of the predicted and ground-truth rating distributions. The EMD is defined in
Equation 4.15 with r = 1 and lower values of EMD mean better results.

For a detailed description see the section of this thesis A.1 in the appendix.

4.4.3 Training Procedure

The learnable parameters of the proposed model are exclusively θs and θh, i.e. those of
the AttributeNet fs and those of the HyperNet h. In fact, as previously described in
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Section 4.3.1, the θ∗b parameters belong to a fixed ImageNet-trained Backbone. On the

other end, the AestheticNet receives the generated parameters θ̂t from the HyperNet.

Similar to [4], a two-step optimization procedure is adopted to introduce attribute-
constraint into the HyperNet. First the AttributeNet is trained for aesthetic-related
attributes recognition. Then the AttributeNet is froze and the HyperNet is trained for
the aesthetic assessment.

Both the AttributeNet and the AestheticNet receive the embedding eb produced by
the pre-trained Backbone as input. To reduce the training time, as in [48] and [69],
the embedding produced by the Backbone for the dataset images are stored instead of
calculating them at each training process.

Training for aesthetic-related attributes recognition Multi-Task Learning (MTL)
is exploited to train the Multi Layer Perceptron parameters θs of the AttributeNet for
predicting both image style and image composition. Let θs = {Ws,Wv,Wc} repre-
sent the weights for the AttributeNet. The bias terms are eliminated for simplicity.
Given the dataset Dv = {(X(i)

v ,y
(i)
v )}Mi=1 for image style recognition and the dataset

Dc = {(X(i)
c ,y

(i)
c )}Ni=1 for image composition recognition, the proposed AttributeNet aims

to minimize the combined loss of both tasks:

argminθsav

M∑
i=1

Lv(e(i)
b ,y

(i)
v ) + ac

N∑
j=1

Lc(e(j)
b ,y(j)

c ), (4.13)

where av and ac control the importance of each task and correspond to 1 and 10, re-
spectively. The embedding e

(i)
b = b(X

(i)
v ; θ

∗(L)
b ) e

(j)
b = b(X

(j)
c ; θ

∗(L)
b ) are obtained from

the Backbone for both the training sets. The dataset Dv used for style recognition is
FlickrStyle. As described in Section ??, the FlickrStyle categories have been annotated
as mutually exclusive therefore cross-entropy is adapted as Lv. The KU-PCP dataset
instead is adopted as Dc training set. It is labeled with nine not mutually exclusive image
composition classes. Hence, the binary cross-entropy is used as the Lc loss function.

The cardinality of the image style recognition dataset is greater than that of the
image composition: the FlickrStyle dataset has 50,868 training images, while KU-PCP
consists of 3,169 training images. For this reason, during the training phase, the number
of images between the two datasets is balanced by performing data augmentation on
KU-PCP. Augmentation techniques that do not affect the image composition, i.e., color
jittering (random adjustment of brightness, contrast, saturation, hue), random horizontal
flipping, random grayscale, and random patch erasing, have been selected.

The size of the embedding vector es is fixed to 512. The learning rate is initially set
to 1e−4 and then dropped by 10 every 20 epochs. A batch size of 32, randomly sampling
images from both the KU-PCP and the FlickrStyle, is used. The model is trained for a
maximum of 60 epochs using Adam [59] as optimizer monitoring the accuracy over the
validation set to select the best model.
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Training for aesthetic assessment The second training concerns the θh parameters
of the HyperNet for generating the parameters τthetat of the AestheticNet, which in turn
manages the aesthetic assessment. In this thesis, the aesthetic assessment is formulated
as a label distribution prediction problem. More in detail, the proposed network ft is
not trained to predict the Mean Opinion Score (MOS), instead it infers the l1-normalized
score distribution q̂ = [q̂s1 , q̂s2 , ..., q̂sB ]. Where si is the i-th score bucket, B is the total
number of score buckets, and q̂si denotes the number of voters that give the discrete score
si to the image.

Given the dataset Dt = {(X(k)
t ,q(k))}Nk=1, the ground-truth of each image k is repre-

sented by a score distribution q = [qs1 , qs2 , ..., qsB ] defined as above.
The HyperNet is optimized as follows:

argminθh

N∑
k=1

Ltask(e(k)
b ,q(k)), (4.14)

where e
(k)
b = fs(eb; θ

∗(M)
s ) is the attribute-conditioned embedding obtained from the

previously trained AttributeNet for the training image X
(k)
t . The loss Ltask is the Earth

Mover’s Distance (EMD). Given the predicted q̂ and the ground-truth q score distribu-
tions, the EMD loss function is defined as follows:

EMD(q̂,q) =

(
1

N

N∑
k=1

|CDFq̂(k)− CDFq(k)|r
) 1

r

, (4.15)

where CDF∗(k) is the cumulative distribution function, r equal to 2 is used to penalize
the Euclidean distance between the CDFs.

The AestheticNet consists of M = 5 linear layers whose output sizes are 512, 256,
256, 64, respectively. The last linear layer have a number of neurons in output equal to
the number of buckets of the score distribution which depends on the training dataset:
AADB dataset have a total of 5 buckets (B = 5) with s1 = 1 and sB = 5; AVA dataset
have a total of 10 buckets (B = 10) with s1 = 1 and sB = 10; the Photo.net dataset,
B = 7, s1 = 1, sB = 7. This training is ran for 40 epochs exploiting the Adam optimizer.
The initial learning rate corresponds to 1e−5, then it is divided by 10 every 20 epochs.
The SROCC is tracked over the validation set to select the best model.

4.5 Results

In this section, first the results obtained by the method proposed for aesthetic-related
attribute recognition are reported. Then the effectiveness of the proposed method for
image aesthetic assessment is measured on the three considered datasets, namely AADB,
AVA, and Photo.net. Next, the results are compared with those of many other methods
in the state-of-the-art.
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Aesthetic score: 4.95 (2.27)
Style: Noir (N/A)
Composition: N/A (N/A)

Aesthetic score: 3.25 (2.29)
Style: Geometric Composition (N/A)
Composition: Diagonal (N/A)

Aesthetic score: 7.09 (7.68)
Style: Macro (Macro)
Composition: Center (N/A)

Aesthetic score: 6.91 (8.30)
Style: Detailed (N/A)
Composition: Center (N/A)

Figure 4.5: Output produced by the proposed method on sample images from the AVA
dataset. For each image, the aesthetic score and the attributes predicted by the proposed
method are reported (ground-truth is in brackets). “N/A” means that the dataset does
not provide any style annotation for the image.

Figure 4.5 shows some sample predictions produced by the proposed method on the
AVA test images. For each image, the aesthetic score and style and composition tags
predicted by the proposed method as well as the corresponding ground-truth are reported.

4.5.1 Image style and composition recognition

The performances of the proposed method is evaluated over the image style and compo-
sition recognition over their relative datasets, respectively the FlickrStyle dataset for the
former and the KU-PCP dataset for the latter.

The style labels are learnt and predicted on the 63,493 images available or the FlickrStyle
dataset, labelled with 20 different visual styles. Accordingly to the original paper, 20%
of the data is used for the test set. Figure 4.6 reports the confusion matrix on the test
set. Unfortunately the results are not directly comparable with those the original paper
for two main reasons. First, a considerable amount of pictures is missing (about 20%
of images with respect to the presented datasets). Second the publishers of the dataset
compute the confusion matrix over a random class-balanced subset of the test data (each
class has equal prevalence), a subset which is not provided. Notwithstanding, the pro-
posed method shows similar behaviour over the per-class accuracies: the proposed model
performs well over styles as Sunny, Noir and Macro while is less effective on attributes
like Romantic and Depth of Field. Observing the confusion matrix reported in Fig. 4.6,
the proposed model shows understandable confusion over similar styles: Depth of Field
vs Bokeh, Horror vs Noir and Pastel vs Vintage.

The performance of the proposed method is evaluated with respect to the image com-
position recognition on the official test set of KU-PCP dataset. As the authors of the
dataset, the performance is quantitatively evaluated measuring the score in terms of accu-
racy: Accuracy = Nc

N
where N and Nc respectively indicate the number of total total and

correctly classified photographs. As the publishers of the dataset, an image is considered
correctly classified, if it is assigned to at least one of the ground-truth composition classes.
The proposed model registers an accuracy of 70.87 which is in line with the performance
of the authors training an SVM classifier over the deep features extracted from a CNN
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Figure 4.6: Confusion matrix on the Flickr Style categories.

pre-trained on ImageNet, which achieve an accuracy of 70.23%.

4.5.2 Image aesthetic assessment

In this section we summarise the results and compare them with state-of-the-art methods.
For each dataset we report the results declared by the authors in the reference papers for
the calculated metrics.

As a baseline we considered a dummy automaton that always assigns the average of
the training set scores to each test image. More in detail, for each test image, a normal
distribution is generated with a mean equal to the average of the training set scores and
a standard deviation randomly sampled in the range [-0.5,0.5].

Table 4.2 reports the results on the AADB dataset. From the results it is possible to
draw several conclusions. First, the proposed method outperforms all the state-of-the-art
methods for the SROCC metric which is the only one to be reported by all methods. Sec-
ond, the proposed method outperforms Leonardi et al. [69] for all metrics. In particular,
the accuracy of the proposed method is 2% higher than that of the Leonardi. Finally, the
third method, i.e. RGNet [78], has a SROCC of 0.03 lower than the proposed method.

In Table 4.3 the results on the AVA dataset are reported. All the state-of-the-art
methods, apart from PI-DCNN [111] and Pan et al. [100], calculated accuracy, thus indi-
cating that they treat aesthetic evaluation as a binary problem. The Baseline achieved an
accuracy of 71.28% which is 12% lower than the best accuracy corresponding to 83.59%
for RGNet. Interestingly, no method achieves the best performance for all metrics. This
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Table 4.2: Comparison of the proposed method with state-of-the-art methods on the
AADB dataset. The “–” means that the result is not available.

Network architecture Accuracy (%) ↑ SROCC ↑ PLCC ↑ MAE ↓ RMSE ↓ EMD ↓

Baseline 61.58 -0.0744 -0.0543 0.1449 0.1799 0.1407

Reg-Net (AlexNet) [63] – 0.6782 – – – –
Malu et al. (ResNet-50) [91] – 0.6890 – – – –
PI-DCNN (ResNet-50) [111] – 0.7051 – – – –
Chen et al. (ResNet-50) [20] – 0.7080 – – – –
Pan et al. (ResNet-50) [100] – 0.7041 – – – –
Reddy et al. (EfficientNet-B4) [106] – 0.7059 – – – –
RGNet (DenseNet-121) [78] – 0.7104 – – – –
Leonardi et al. (EfficientNet-B4) [69] 79.51 0.7454 0.7479 0.1062 0.1351 –
Proposed 81.64 0.7567 0.7616 0.0832 0.1059 0.0951

makes it difficult to understand which method is the best. RGNet obtains the best accu-
racy, while MLSP [48] shows the highest regression metrics against mid-ranking accuracy
(81.68%). The proposed method ranks second for the regression metrics, first for the
EMD metric, while it achieves an accuracy 3% lower than the 83.59% by RGNet.

Figure 4.7 shows ten samples from the AVA test set predicted by the proposed method
as having high aesthetic quality (the top five images) and low aesthetic quality (the bottom
five images), respectively. Plots of the ground-truth and predicted distributions are also
shown. As it is possible to see, the model can achieve a high degree of accuracy, with an
estimate of the score distribution almost perfect in some cases.

In Figure 4.8 there are two examples of failure of the proposed method on the AVA
test set images. The method behaves badly on images with not very Gaussian score
distributions. This might depend on the fact that 99.77% of the images in the dataset
instead follows a Gaussian distribution [95].

Finally, Table 4.4 shows the comparison on the Photo.net dataset. The results for
state-of-the-art methods are reported by [141]. The performance is not directly compa-
rable. The evaluation protocols adopted for the methods are different (see the column
“Evaluation protocol” for details about the adopted protocols). The performance of the
proposed method is comparable to that reported for GPF-CNN that is the method achiev-
ing results similar to ours.

Several things can be deduced from the results. First, the Baseline accuracy is very
high (66.58%) compared with the average obtained by the methods on this dataset. It
exceeds that of three methods, i.e. GIST SVM [93], FV SIFT SVM [93], and MTCNN
[55]. Second, the proposed method records a significant improvement on all metrics apart
from accuracy compared to GPF-CNN. In particular, the SROCC of 0.5650 is 0.04 higher
than that of GPF-CNN, the MAE is 0.05 lower. Third, the small standard deviation
indicates that the proposed method is able to generalize well.
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Figure 4.7: Sample predictions by the proposed method on AVA test images. Top 2 rows:
predicted images with high aesthetic quality, coupled with plots of their ground-truth
and predicted score distributions. Bottom 2 rows: predicted images with low aesthetic
quality, coupled with plots of their ground-truth and predicted score distributions.
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Figure 4.8: Failure cases of the proposed method on the AVA test set images.
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Table 4.3: Comparison of the proposed method with state-of-the-art methods on the AVA
dataset. In each column, the best and second-best results are marked in boldface and
underlined, respectively. The “–” means that the result is not available.

Network architecture Accuracy (%) ↑ SROCC ↑ PLCC ↑ MAE ↓ RMSE ↓ EMD ↓

Baseline 71.28 -0.0003 -0.0021 0.6230 0.7550 0.0743

RAPID (AlexNet) [82] 74.20 – – – – –
DMA-Net (AlexNet) [83] 75.42 – – – – –
MNA-CNN (VGG16) [90] 76.10 – – – – –
Reg-Net (AlexNet) [63] 77.33 0.5581 – – – –
MTCNN (VGG16) [55] 78.56 – – – – –
Multimodal DBM Model (VGG16) [143] 78.88 – – – – –
NIMA (VGG16) [118] 80.60 0.5920 0.6100 – – 0.0520
GPF-CNN (VGG16) [141] 80.70 0.6762 0.6868 0.4144 0.5347 0.0460
NIMA (InceptionNet) [118] 81.51 0.6120 0.6360 – – 0.0500
MLSP (InceptionNet) [48] 81.68 0.7524 0.7545 0.3831 0.4943 –
GPF-CNN (InceptionNet) [141] 81.81 0.6900 0.7042 0.4072 0.5246 0.0450
MULTIGAP (InceptionNet) [46] 82.27 – – – – –
A-Lamp (VGG16) [87] 82.50 – – – – –
AFDC+SPP [19] 83.24 0.6489 0.6711 – – 0.0447
PI-DCNN (ResNet-50) [111] – 0.6578 – – – –
Pan et al. (ResNet-50) [100] – 0.7041 – – – –
RGNet (DenseNet-121) [78] 83.59 – – – – –
Proposed 80.75 0.7318 0.7329 0.4011 0.5128 0.0439

Table 4.4: Comparison of the proposed method with state-of-the-art methods on the
Photo.net dataset. In each column, the best and second-best results are marked in bold-
face and underlined, respectively. The “–” means that the result is not available.

Network architecture Accuracy (%) ↑ SROCC ↑ PLCC ↑ MAE ↓ RMSE ↓ EMD ↓ Train-val-test remarks

Baseline 66.58 ± 0.30 0.0060 ± 0.02629 0.0053 ± 0.0285 0.4481 ± 0.0023 0.5652 ± 0.0023 0.0789 ± 0.0004 15K train, 1000 val, 1200 test*

GIST SVM [93] 59.90 – – – – – 5-fold cross-validation
FV SIFT SVM [93] 60.80 – – – – – 5-fold cross-validation
MTCNN (VGG16) [55] 65.20 – – – – – about 15K train, 3000 test
GPF-CNN (VGG16) [141] 75.60 0.5217 0.5464 0.4242 0.5211 0.0700 15K train, 1000 val, 1200 test
Proposed 70.05±0.89 0.5650±0.0153 0.5698±0.0141 0.3714±0.0065 0.4700±0.0071 0.0689±0.0009 15K train, 1000 val, 1200 test*

* Average and standard deviation on the 10 iterations of train-val-test splits.
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Figure 4.9: The predicted weights for several images of the AVA test set are plotted in the
2D space after the t-SNE transformation. This figure shows the weights extracted from
the last layer of the target network, the weights of the other layers also show a similar
distribution. For each of the depicted images, the predicted aesthetic score (ground-truth
is in brackets) is reported.

4.5.3 Visualization of predicted weights

To assess the influence of the style of the images over the aesthetics prediction, the weights
generated by the HyperNet are extracted from several images of the AVA test set. All of
the 19,926 images have been labelled with style attributes from the FlickrStyle dataset
with a model trained as stated before: first the AttributeNet is trained for aesthetic
attributes recognition on both the FlickrStyle and KU-PCP datasets. Then the HyperNet
is trained for the aesthetic assessment over the AVA dataset. Then 200 images have
been randomly selected for each of the 20 style attributes and store the weights of the
AestheticNet’s last linear layer predicted by the HyperNet. Then the dimension of the
predicted weights has been reduced with t-distributed stochastic neighbor embedding (t-
SNE) [122] and plotted them in a 2D space for visualization. In Figure 4.9, are shown the
transformed weights extracted from the last layer of the HyperNet, weights from other
layers also exhibit similar distribution.

From Figure 4.9, several interesting behaviours can be observed. First, for different im-
ages the generated weights vary. This indicates that the proposed method adopt distinct
weights for evaluating image aesthetics in a self-adaptive manner. Whereas for traditional
automatic aesthetics assessment models the weights are fixed for all input images.
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Secondly, images belonging to the same image style generate weights that are close to
each other. This verifies that the training of the AttributeNet is effective.

Furthermore, it is noticeable how the information encoded in the embedding produced
by the AttributeNet is successfully propagated through the whole model. As can be seen
from Figure 4.9, even though their image aesthetics vary, images sharing the same style
(e.g. HDR, paste, macro) generate similar weights for image aesthetics assessment.

This encoding of the image style in the proposed model is believed to makes it self-
adaptive in the direction of understanding the image aesthetics through the attributes
that describe its artistic aspect and the photography rules applied when shooting. Thus,
the proposed model is believed to be more flexible and exhaustive in the evaluation of
image aesthetics.
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Chapter 5

Image Memorability using Diverse
Visual Features and Soft Attention

5.1 Introduction

A remarkable feature of human cognition is the ability to remember different images that
have been seen only once [64]. Furthermore, different people tend to remember or forget
same pictures. This result suggests that people encode and discard very similar types of
information. Precisely, images that are usually forgotten seem to lack distinctiveness and
a fine-grained representation in human memory [64]. Taking into account the aforemen-
tioned considerations, it seems that memorable images have some kind of intrinsic visual
features, making them easier to remember. Indeed, past studies have shown that memora-
bility is a measurable stationary property of an image shared across different viewers [52]
and that it is possible to determine a compact set of attributes characterizing the mem-
orability of any individual image [51]. These results led researchers wondering how to
predict accurately which images will be remembered and which will be not, resulting in
the first large scale visual memorability estimation with near-human performance [58].

Nowadays, we are continuously being exposed to photographs when browsing the In-
ternet or leafing through a magazine. Exploiting memorable pictures can have a huge
impact in many applications, also thanks to the relationship between emotions and mem-
orability [13]. Just to give some examples, estimating the memorability can help to
automatically select the images that can have a key role in optimizing the conversion
rate for media advertisement and online shopping, or in improving the communication
of a specific concept. More recently, researchers started to show interest in how to make
an image more memorable, by exploiting deep architectures for generating memorable
pictures by exploiting style-transfer techniques [112].

In this thesis, we proposed a novel approach to compute memorability that exploits
the combination of feature computed by different Convolutional Neural Networks (CNNs)
and an attention map extracted from a caption generation model with visual attention.
In details, the main contributions of the approach are:
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• To achieve comparable or better results with respect to state-of-the-art approaches,
respectively in terms of Spearman’s rank correlation and Mean Squared Error (MSE);

• To reduce the amount of parameters with respect to the best performing technique
in terms of Spearman’s rank correlation.

5.2 Related work

In the first works on image memorability, Isola et al. [51, 52] showed the ability of our
mind to remember certain images better than others and also that memorability is a stable
property across different viewers. They introduced a database for which they collected
the probability that each image will be remembered after a single view as well as image
attribute annotations (such as spatial layout, content and aesthetic properties) in order
to:

• Understand which features are highly informative about memorability;

• Demonstrate that memorability is not influenced by content frequency or familiar-
ity, namely the presence of particular objects, scene categories, relatives or famous
monuments. However, some contents like faces are memorable, while vistas and
peaceful settings are not;

• Prove that memorability is not correlated with aesthetics, interestingness, and sim-
ple image features.

Furthermore, they developed a method to predict the memorability of an image involving
the use of Support Vector Regressor machines on the combination of global image features
– GIST [98], SIFT [66], HOG [27], SSIM [110], and color histogram. Following the
intuition of Isola et al. [51] that memorability and visual attention are correlated, Mancas
and Le Meur [92] demonstrated that attention-related features can effectively replace some
of the low-level features used by Isola et al. [52] and thus reducing the dimensionality of
the feature set. Afterwards, Bylinskii et al. [12] proved that the interplay between intrinsic
image properties (the fact that some scene categories are more memorable than others)
and extrinsic factors, such as image context and observer behavior, are necessary to build
an improved image memorability model. The effectiveness of the proposed solution has
been assessed on FIne-GRained Image Memorability (FIGRIM) dataset that is composed
by more than 9K images.

Khosla et al. [58] released LaMem, the first large scale dataset for image memorabil-
ity containing 60K images. Alongside the dataset, they proposed MemNet, a CNN for
memorability score estimation. The model is based on the fine-tuning of Hybrid-CNN
[142], a CNN trained using 3.5 million images from 1,183 categories, obtained by merging
the scene categories from Places database [142] and the object categories from ImageNet
[108]. They achieved near human consistency rank correlation (0.68) for memorability.
Fajtl et al. [33] proposed AMNet, a model consisting of a ResNet50 [44] pre-trained on
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Figure 5.1: Overview of the proposed model for image memorability estimation. The
attention map produced by the caption generation model is combined channel-wise with
the feature volume.

ImageNet, a soft attention mechanism, and a Long Short-Term Memory [42] for mem-
orability score regression. The AMNet model achieved a performance of 0.677 in terms
of Spearman’s rank correlation on LaMem dataset. Recently, Squalli-Houssaini et al.
[116] approached the task of image memorability estimation as a classification problem
instead of a regression one. They developed a model combining features extracted from
both a VGG16 [114] pre-trained on ImageNet and an image captioning system [60] and
outperformed both state-of-the-art and human consistency correlation (0.72) on LaMem
dataset.

5.3 Proposed method

Image memorability is influenced by some intrinsic image properties, namely what kind
of objects and scenes are present and what are their characteristics, but also by extrinsic
factors such as the image locations where humans focus their attention. Our approach
tries to model memorability according to the aforementioned aspects by using a CNN for
encoding intrinsic characteristics of objects, and a soft attention mechanism for estimating
attention maps that highlight salient regions. Furthermore, in the proposed model, a
CNN pre-trained on image memorability is include for mapping how features encode
memorability.

5.3.1 Architecture

The proposed model, depicted in Figure 5.1, estimates a memorability score given as input
an RGB image of size 256× 256 pixels. It consists of two CNNs trained on two different
tasks, and a soft attention mechanism based on a system originally designed for caption
generation [132]. The aforementioned blocks (i.e. soft attention and memorability) are
followed by two convolution layers preceding the last regressor module, which estimates
the memorability score.
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Feature extraction The two considered CNNs are two ResNet50 architectures pre-
trained respectively for: image memorability estimation on LaMem dataset [58] and object
recognition on Imagenet [108] dataset. These two CNNs are considered to provide the
model prior information over the memorability of the image as well as knowledge of the
image context. Both the architectures are truncated before their last average pooling
layer in order to obtain two feature maps of size 2048×8×8. These feature maps are first
passed through a convolution layer which halves their channel dimension, then they are
L2-normalized by dividing the feature map by its L2-norm, and finally stacked together
obtaining a new feature map having a dimension equal to 2048× 8× 8.

Soft attention mechanism To focus the model attention on salient regions that are
highly informative for memorability estimation, in the proposed model is included a state-
of-the-art captioning generation approach [132] for extracting attention maps. This cap-
tioning generation model is trained on the MS COCO dataset [77] and produces at most
50 attention maps with spatial size 8× 8 pixels, each one focusing on a particular detail
of the image. These maps are exploited by averaging them in order to get a single and
global attention map.

Memorability estimation The feature map extracted from the two CNNs is weighted
with the attention map generated from the captioning model replicated channel-wise.
Finally, the resulted weighted feature map is given as input to a three-layer CNN to
predict the memorability score.

5.3.2 Training procedure

In order to improve the generalization of the model and minimize the risk of overfitting,
data augmentation techniques are used during the training phase. Specifically, random
scaling in the range [0.8, 1.2] is first applied to the image, which then is randomly flipped
along the vertical axis. Subsequently, random crop (0.8 to 1.0) of the image is applied
before sub-sampling it to a size of 256 × 256 pixels. Finally, the image is normalized by
subtracting and dividing each image by the mean and standard deviation estimated on
the ImageNet training set [108] in order to limit the variability of the input range.

The training procedure consists of two phases. First one ResNet50 is trained from
scratch on LaMem [58] dataset for image memorability. Then the whole model is fine-
tuned on the same dataset freezing the weights of the two ResNet50 and the weights of the
caption generation model with visual attention [132]. Both of the training processes are
trained to minimize the mean squared error between the ground-truth and the predicted
image memorability scores. For the first stage, the model is trained for 150 epochs due
to a larger number of parameters to learn, with a batch size of 10 images. For the second
phase, the model is trained for only 50 epochs with a bigger batch size of 16 images.

During both the training processes, the technique of early stopping is being used
analyzing the Spearman’s rank correlation (see in the section of this thesis A.1 for the
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Figure 5.2: Sample images from the LaMem dataset [58].

definition) on the validation set. For both stages the ADAM optimizer [59] is used with
starting learning rates respectively of 5× 10−7 and 5× 10−5 for the first and the second
stage. Both the learning rates are decreased every epoch as follows:

LR(epoch) =

[
1−

(
epoch

total epochs

)0.9
]
∗ LR0, (5.1)

where epoch is the 0-based index of the actual epoch, LR0 is the initial learning rate, and
total epochs is the total number of epochs for the training process.

5.4 Experiments

In the following sections, the dataset and metrics adopted for evaluating the proposed
method are described. Experimental results are then reported. The proposed approach
have been developed using the PyTorch framework [102], on a NVIDIA GTX 1070 GPU.

5.4.1 Dataset

The proposed model is evaluated on the LaMem dataset [58], a collection of 58,741 images
annotated with a memorability score. The images were sampled from different existing
datasets and cover various indoor and outdoor scenes. Figure 5.2 shows some samples
from the dataset. The provided memorability score were collected on Amazon Mechanical
Turk using an improved version of the memorability game introduced in [52]. The data
are divided into five random training, validation and test set splits. Each of these splits
has respectively 45k images as training set, 3741 as validation and 10k as test set. For
each split, training and validation sets are labeled from the same group of people while
the test is labeled from a different group.

5.4.2 Evaluation Metrics

Following [58], the performance of the proposed method are evaluated using the SROCC,
[103] and the MSE previously introduced in the section .
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Table 5.1: Results of the ablation study on the LaMem dataset reported in terms of
Spearman’s rank correlation (SROCC) and Mean Squared Error (MSE).

Method SROCC ↑ MSE ↓
ResNet50-LaMem 0.680 0.0083
ResNet50-LaMem + ResNet50-ImageNet 0.686 0.0080
Whole model 0.687 0.0079

Table 5.2: Comparison with state-of-the-art methods in terms of Spearman’s rank corre-
lation and MSE on the LaMem dataset. For each model the number of its parameters (in
millions) is also reported.

Method SROCC ↑ MSE ↓ # parameters
AMNet [33] 0.677 0.0082 39M
MemNet [58] 0.640 N/A 62M
Squalli et al. [116] 0.720 0.0092* 280M
Proposed model 0.687 0.0079 130M
*Estimated by the authors.

5.5 Results

In this section the performance of the proposed model is reported by averaging both
the Spearman’s rank correlation and MSE over the five splits of LaMem dataset. The
proposed model reaches an average rank correlation of 0.687 and a MSE of 0.0079 over
the five splits of LaMem.

Table 5.1, reports the results of an ablation study investigating how each module of
the proposed model affects the overall performance. In particular, a single ResNet50 [44]
trained on the task of image memorability achieves a Spearman’s rank correlation of 0.680
and a MSE of 0.0083. The model involving the combination of the feature maps extracted
from the two ResNet50 without the use of the attention map increases the correlation by
0.006 and lowers the MSE by 0.0003. Finally, it can be seen that the whole model, i.e.
the addition of the soft attention mechanism, increases performance by 0.001 for the
Spearman’s rank correlation and decreases the MSE by 0.0001.

Table 5.2 compares the proposed method with the state-of-the-art on LaMem [58]
dataset. The performance provided are reported in terms of correlation and MSE as
the average results over the five dataset splits. From the results reported in Table 5.2
it can be observed that in terms of Spearman’s rank correlation, the proposed model
performs slightly worse with respect to the best state-of-the-art model [116]. Given that
Squalli et al. [116] do not provide the MSE, their solution have been implemented and
it obtained an error of 0.00923. Based on this result, the proposed approach reduces the
MSE by 0.0013 using a number of parameters equal to less than half of those used by [116].
Furthermore have been conducted an analysis of the efficiency of proposed solution respect
to previous methods. To this end, Figure 5.3a compares the Spearman’s rank correlation
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Figure 5.3: Spearman’s rank correlation vs. model parameters (the dashed line depicts
the human consistency rank correlation [57]) (a). MSE vs. model parameters (b).

and the number of parameters, while Figure 5.3b plots the MSE and the number of
parameters. Among the methods that outperform the human consistency correlation
(0.68), the proposed model achieves lower performance by using a reduced amount of
parameters. Instead in terms of MSE, the proposed method is the solution exploiting
more efficiently its parameters by obtaining the smallest MSE with the fewest parameters.
Figure 5.4 shows samples from LaMem dataset with memorability scores estimated by

the proposed solution as well as ground-truth memorability scores. Furthermore, the
corresponding attention maps are provided for each image to highlight how these maps
in most cases focus on the relevant subjects in the scenes.
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a) 0.805 (0.804) b) 0.739 (0.744) c) 0.890 (0.892) d) 0.791 (0.787) e) 0.782 (0.778)

f) 0.782 (0.784) g) 0.839 (0.838) h) 0.824 (0.829) k) 0.615 (0.614) l) 0.692 (0.694)

Figure 5.4: Sample images from LaMem dataset with estimated and ground-truth (in
brackets) memorability scores. Below each image its depicted the related visual attention
map produced by the caption generation model.
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Chapter 6

A general purpose method for image
collection summarization and
exploration

6.1 Introduction

Nowadays nearly everybody takes photos, for any reason and at any time. With the
growth of the smartphone industry, anyone has a high-quality camera in their pocket,
and tacking a picture it is just one click away. Images are a way of communication,
and most of the online social networks are now dominated by media content. While the
prices of the storage are decreasing, the number of photos stored is increasing, leading to
collections of images which sizes begin to be a barrier for relieving the captured moments
and exploring them, we are submerged by images: in 2015, 300 million photos were
published to Facebook [135] daily on average while in 2016, an average of 80 million
photos were shared every day on Instagram [50].

The problem of exploring large collections of images is also relevant in the development
of deep learning algorithms for signal or image recognition. Deep Neural Architectures
require large amount of data for the training process, for instance Imagenet [29] or Mi-
crosoft Common Objects in Context [77] contain million of images. Surfing those kinds of
image collections, just to simply have a clue on which data we are working on, is basically
impossible. It is therefore clear that methods for the automatic selection of the most
important and diverse images from a collection of pictures are needed.

Here we propose a flexible framework that can be used both to explore large scale image
datasets and summarize photo albums. The proposed approach aims at summarizing
image collection by maximizing the diversity between images selected and their quality
and/or aesthetic rate.

In figure 6.1 is reported as example the summarization of the pictures included in the
Automatic Triage for a Photo Series dataset [18]. In the figure is highlighted how the
images are first grouped according to the semantic content, and later how the represen-

63



CHAPTER 6. A GENERAL PURPOSE METHOD FOR IMAGE COLLECTION
SUMMARIZATION AND EXPLORATION
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...

...

Automatic Triage for a Photo Series dataset

 semantic  content grouping

PORTRAIT IMAGES STAGE CONCERT IMAGES

Figure 6.1: Summarizzation example of the Automatic Triage for a Photo Series dataset
produced by the proposed method. In the first phase, images are divided into groups
with homogeneous semantic content. Subsequently, the most representative pictures are
extracted from each of the groups.

tative images are selected from each group. The final summary is therefore given by all
the representative images of all the semantic content groups.

To summarize, the contribution of this thesis are the following.

• To present a framework capable of summarizing large collection of images taking
into account the diversity and the quality of the resulting set.

• To evaluate the proposed method with respect to various baseline methods.

• To demonstrate the effectiveness of the proposed framework over a user study.
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6.2 Related work

Automatic photo selection or album summarization have gained much attention in recent
years, and has been studied by several researchers. A simple yet effective way to automat-
ically summarize large photo collection is to divide images into subs groups, for example
using algorithms like mean shift [21] or K-means [88], and then select one picture for each
group. Following this direction Li et al. [71] proposed an automatic organization frame-
work for photo collections based on image content, exploiting a hierarchical clustering
technique.

A possible way to improve solutions based on clustering is to model the concept of
diversity, for example by adopting solutions that aim to maximise the contrast of the
selected subset, like the one proposed by Campadelli et al. in [14], where they solve the
problem of selecting high-contrast set as combinatorial optimization problem on graphs.

Yeh et al. [134] proposed a personalized ranking system for amateur photographs
based on aesthetics rules (e.g. Rule of Thirds, Simplicity, Clarity, Color Harmonization)
to automatically ranking photographs taking into account individual preferences.

Li et al. [72] propose in their manuscript an automatic selection system based on the
aesthetic quality of consumer photos, focused solely on photos with faces.

The problem of personal photo collections summarization has been formalized for the
first time by Sinha et al. [115]. In particular, they state that the problem of photo
collections summarization can be formalized over three salient properties, respectively
the quality, diversity and coverage that an informative summary should satisfy. In their
manuscript, they define the quality of a photo summary as the interestingness or attrac-
tiveness of the photos present in it, the diversity as a measure of its non-redundancy, and
the coverage as a property that reflects how many important concepts are present in the
photolog are also represented in the summary. They therefore, propose a summarization
framework that optimizes these properties to generate an informative overview.

Other works [126, 127, 17] focused on photos albums and in particular considered the
various possible events that characterize those albums. In [17] Ceroni et al. propose an
expectation-oriented photo selection method, which combines a variety of image-related
factors such as image quality, presence of faces, concept features, and collection based
features such as album size. Wang et al. [126] claim that the selection process is influenced
by the event type, therefore they propose a selection method that takes into consideration
the event type, and vary its decision.

6.3 Proposed method

Given a collection of images H, the proposed method selects the most representative
images on the basis of several criteria: diversity, quality and aesthetics. The pipeline
is divided in three main components, respectively group selection, clustering of pictures
within a group and best picture selection.

The first module (group selection) aims to group images into L groups {G1, · · · ,GL}
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based on the semantic content. The choice of the semantic classes is arbitrary and should
depend on the kind of task. For example, if we are exploring a dataset, a possible set
of semantic classes is the one proposed by Imagenet [29]. Otherwise, if we want to
summarize a photo album, scene categories as the one proposed in the Camera Scene
Detection Dataset (CamSDD)[105] are more suitable since they cover the most common
scenes that can be found in a photo album.

Subsequently, each group of images is processed by the clustering of pictures within a
group and best picture selection modules. In particular, in the first stage, the images of
a group Gi are divided into k sets of pictures {C1, C2, ..., Ck} on basis of visual similarity.
Afterwards, the best representative picture of the group Cj is selected on the basis of three
perceptual properties: image quality, image aesthetics and object emphasis (whether the
image emphasizes foreground objects). Therefore each group Gi is represented by the
most k emblematic and diverse images, an the whole set H is made up of L× k pictures.

Figure 6.2 shows the schematic overview of the presented pipeline for selecting the
best and diverse k photos representing a set of images.

Group selection

In the first step, given a collection of images H, the images are grouped on the basis of the
semantic content in L groups {G1, · · · ,GL}. Some examples of semantic classes considered
are: animals, mountain, architecture, etc. Each group is therefore composed of n pictures
Gl = {I1, I2, ..., In} such that

⋃L
i=1 Gi = H and Gi ∩ Cj = ∅, ∀i, j ∈ {1, ..., L}|i 6= j.

Clustering of pictures within a group

In the second step, given a group of images Gl, the proposed method clusters the pictures
using the K-Means algorithm [88] into k clusters {C1, C2, ..., Ck} by exploiting the features
extracted from the last convolutional layer, after the global average pool, of a ResNeXt-
101 32x8d [131]. To better encode the image content, the ResNeXt-101 is pre-trained
in weakly-supervised fashion [89] on 940 million public images with 1.5K hashtags [29],
followed by fine-tuning on ImageNet1K dataset. This phase ensures the diversity selection
creating k clusters of visually similar images such that

⋃k
i=1 Ci = Gl and Ci∩Cj = ∅, ∀i, j ∈

{1, ..., k}|i 6= j.

Best picture selection

Finally, for each cluster Ci of a given group Gl, the best image is selected with respect
to three perceptual properties, quality, aesthetics and emphasis. Given an image I, let
indicate a(I) its perceived aesthetics, q(I) its visual quality and u(I) its grade of object
emphasis. Define b(C) as the function that, given a group of images C, it returns the best
image in C:

b(C) = arg max
I∈C

a(I) + q(I) + u(I)

3
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Figure 6.2: Overall pipeline of the proposed framework. Given a collection of photos, first
images are divided into homogeneous semantic content groups. Then for each group, the
photos are grouped in k clusters adopting the K-means algorithm over features extracted
from a ResNeXt-101. Subsequently, for each cluster the best image is elected according
to the image aesthetics, quality and the emphasis to the subject of the photo (object
emphasis).

The best subset B of images representing G can be defined as:

B = {b(Ci)|1 ≤ i ≤ k}

6.4 Experiments

In this section, first the considered datasets are described, then the evaluation metrics
used to estimate the performance and the training procedure of the proposed method are
described.

6.4.1 Datasets

Choosing the right database is crucial when developing any image summarization solu-
tions. Unedited and complete photo collections are hard to harvest online. Most online
photo sharing sites (e.g Flickr), typically contains images that users have chosen to share,
therefore they have already been selected from a collection of photos. Even though there
already exist several publicly available datasets for the training and testing of image
summarization methods, they all have significant limitations.

Some of the most recent datasets are derived from the Yahoo Flickr Creative Com-
mons 100M Dataset (YFCC100M)[121]. The YFCC100M contains 100 million images
and videos gathered from Flickr. Each image in the dataset is accompanied by useful
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metadata which comprises user ID, tags, and the timestamp of the image. One of the
most popular datasets gathered from the YFCC100M is the CUration of Flickr Events
Dataset (CUFED) [126]. It is an event curation dataset composed of 1883 albums. It
covers a total of 23 most common events of daily life, ranging from Wedding to Nature
Trip, and each album contains between 30 and 100 images. Although it includes a consid-
erable amount of images, the CUFED dataset is strictly related to events, and since the
photos are collected from Flickr, is therefore uncommon to find several repeated images.
Another similar dataset, based on the YFCC100M, has been proposed in [113].

Given the difficulty of finding a dataset composed of images collections, with several
repeat pictures, the Automatic Triage for a Photo Series dataset [18] is exploited grouping
the photo series according to their camera scene.

Automatic Triage for a Photo Series

The Automatic Triage for a Photo Series dataset [18] consists of 15,545 unedited photos,
larger than 600 × 800 pixels, organized in 5,953 series. To gather the data, the authors
of the Automatic Triage for a Photo Series, in a contest like environment, asked the
participants to submit personal photo albums. In total, they collected over 350 album
submissions from 96 contributors. They then exploit, for time neighbour images, SIFT
descriptors [81] and colour similarity to find photo series. Furthermore, for pictures con-
taining human faces, they ensured that each series contain the same group of people. They
then split series of photos containing more than 8 shots. In particular, following [125] they
adopted a variant of k-means on the 116-dimension global features, where the centre is a
representative picture instead of a mean. Finally, all the collected clusters were manually
checked to filter clusters with terrible image quality or privacy concerns. After gathering
the photo series, they ran a crowd-sourced user study over the Amazon Mechanical Turk
(MTurk) [61] to collect human preferences over the best picture of each photos series.
Rather than ask participants to rank all the photo series, they instead request to perform
pairwise comparisons on images from the same series using a forced-choice methodology
in order to better measure small differences. In particular, they asked: “Imagine you take
these two photos, and can only keep one. Which one will you choose, and why?”. Along-
side the choice of the best pictures, participants were asked to describe at least why a
particular photo is preferred or why the other photo is not preferred. In the figure 6.3 are
reported some of the photos series from the Automatic Triage for a Photo Series dataset.
In order to obtain a global ranking for each image series, they used the Bradley-Terry
model [11], which describes the probability of choosing the image Ii over Ij as a sigmoid
function of the score difference between two photos.
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(a) (b)

(c)

Figure 6.3: Examples of photos series from the Automatic Triage for a Photo Series
dataset. In each series of images (a, b, c) is highlighted in green the one preferred by the
majority of the people.

Camera Scene Detection Dataset

The Camera Scene Detection Dataset (CamSDD)[105] is a large-scale dataset containing
more than 11,000 pictures of sizes 576 × 384 pixels, grouped in 30 of the most important
scene categories. Images of the dataset were crawled from Flickr1 using the same setup
as in [49]. After collecting the pictures, images with distorted colours and watermarks,
heavily edited pictures or monochrome were manually removed. According to the authors,
the dataset was designed to be as much diverse as possible in order to cover all the different
environments and shooting conditions. Therefore, each scene category contains images of
different places, captured under different viewpoints and rotation angles. The dataset is
also balanced with respect to the number of images in each category: on average there are
around 350 photos in each group. The 30 categories of the CamSDD dataset, alongside
an example of the images representing the classes, are depicted in the figure 6.4.

To cope with the necessity of having a set of images with repeated elements, it has
been decided to group the photo series from the Automatic Triage for a Photo Series
dataset according to their scene. Since some of the scenes from the CamSDD dataset
were not so popular in the images of the considered dataset, they have been removed
and take into account only a subset of all the possible scenes. Furthermore, scenes like
cat and dog have been grouped together into the master scene Animals. Therefore a
total of 19 scenes has been considered, respectively: Architecture, Backlight, Beach, Blue
Sky, Cloudy Sky, Food, Greenery, Group portrait, Indoor, Kids, Mountain, Night shot,
Portrait, Snow, Stage concert, Sunset Sunrise, Underwater, Waterfall and Animals.

In order to divide the series into 19 scenes, it has been implemented a majority vote
strategy, where the assigned scene of a series is given by the majority of the scene predicted

1https://www.flickr.com/
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Figure 6.4: The 30 categories of the Camera Scene Detection Dataset.

belonging to that series. To further improve the quality of the scene classification only
the labels which had a probability higher than 0.7 have been considered, thus 55% of
images have been removed. An overview of the scene distribution is reported in the table
6.1. Architecture and Group portrait are the most commons scenes, while Waterfall and
Mountain are the least common ones.

6.4.2 Evaluation metrics

The performances of the proposed method are evaluated over the Diversity score, the
Selection precision, and the Average probability.

Due to the nature of the dataset, images belonging to the same series are very similar,
therefore the diversity of the methods can be measured by counting the number of different
series in the selection, over the number of images to be selected.

The goodness of the selection is evaluated counting the number of best images with
respect to the number of images to be selected. For each series, the best image is the one
with the maximum probability of being selected.

Since the Automatic Triage for a Photo Series is human-annotated, and therefore each
image is provided with the probability of choosing one particular image rather than the
others. The average of the probability values of the selected images (Average probability)
has been taken into account in support of the Selection precision to measure the quality
of the results. In fact, it is not entirely taken for granted that there is always one single
image better than the others, therefore the probabilities may be similar among different
images.
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Table 6.1: For each of the 19 scenes, it is reported the number of images belonging to
that scene, the number of series, and the average series length.

Scene name
Number of

images
Number of

series
Average series

length

Architecture 1131 443 2.55 ± 0.95
Backlight 129 48 2.69 ± 1.08
Beach 295 110 2.68 ± 0.89
Blue Sky 209 71 2.94 ± 1.39
Cloudy Sky 140 57 2.46 ± 0.75
Food 367 164 2.24 ± 0.50
Greenery 164 72 2.28 ± 0.51
Group portrait 1006 409 2.46 ± 0.82
Indoor 211 90 2.34 ± 0.76
Kids 565 222 2.55 ± 0.89
Mountain 59 23 2.57 ± 1.01
Night shot 236 87 2.71 ± 1.10
Portrait 71 27 2.63 ± 0.99
Snow 261 93 2.81 ± 1.21
Stage concert 84 33 2.55 ± 0.70
Sunset Sunrise 104 36 2.89 ± 0.84
Underwater 88 39 2.26 ± 0.71
Waterfall 57 21 2.71 ± 0.98
Animals 280 100 2.80 ± 1.10

Sum 5457 2145 2.53 ±0.92

Given n series of images {S1,S2, ...,Sn}, from which we have to select k different
images {I1, I2, ..., Ik}, where k 6 n.
The Diversity score can be defined as:

Diversity score =

∣∣{Sx|Ii ∈ Sx, 1 ≤ i ≤ k}
∣∣

k
. (6.1)

The Selection precision as:

Selection precision =

∑k
i=1BEST (Ii)

k
(6.2)

where

BEST (I) =

{
1 if p(I) = maxIi∈Si |I∈Si p(Ii)
0 otherwise

(6.3)

and p(I) is the probability of the picture I of being selected.
Finally the Average probability can be defined as:

Average probability =
1

k

k∑
i=1

p(Ii) (6.4)

Given that k 6 n, the Diversity score ranges between a value of 1/k which reflect
a low diversity, and a upper bound of 1, indicating the maximum diversity of the set.
Selection precision ranges between 0 and 1.
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6.4.3 Implementation Details

The proposed framework is tested using Python. The perceived image quality is extracted
exploiting the method presented in [70], while the image aesthetics and the object emphasis
are computed with the system proposed in [69]. K-Means is randomly initialized and
executed 10 times in order to select the best results each time and reduce the variability
of the results.

The performances of the proposed method are computed over an average of five rep-
etitions. The proposed solution is compared against two different alternative policies,
respectively the Random and the Oracle, and a solution adapted from the state of the
arts High-Contrast Color Sets [14]. The Oracle strategy, given a group of images, selects
randomly k images from the best ones. Since for each series of images there is only a
single best picture, the Oracle will always result to be the best in terms of Diversity score
and Selection precision. The Random policy, instead selects k random images from the
given group.

The proposed method is also compared with respect to the solution proposed by
Campadelli et al. . In their work they solve the problem of selecting high-contrast color
set as combinatorial optimization problem on graphs. In order to adapt the proposed
algorithm to the problem of image summarization, images are considered to be nodes of
the graph, like the colours in the reference manuscript, and model the distance between
the images with the aforementioned image properties. In particular, the distances between
two images is given by the cosine similarity over the ResNeXt-10 features, plus the average
of the image quality, the image aesthetics and the object emphasis.

Values of k as 5, 10 or 20, have been take into account as a possible number of images
that a user would like to extract.

6.5 Results

In this section the proposed method is compared against the aforementioned Oracle,
Random and High-Contrast Color Sets policies with respect to the Diversity score, the
Selection precision and the Average probability. In the table 6.2 are reported the average
performances of the considered policies over five repetitions.

In terms of diversity, as the number of items to be selected increases, the Diversity
score of the proposed method sightly decreases. From the Random perspective, instead,
the gap in terms of Diversity score start to be noticeable as k increases. This suggests
that the proposed method is able to correctly partitioning the images with respect to their
content. From this point of view, also High-Contrast Color Sets is competitive.

In terms of Selection precision, the Random strategy fluctuates near the value of 0.3
with a noticeable variance. The proposed method instead reach a Selection precision of
0.58 when selecting 5 images, meaning that 3 out of 5 images are the best ones, and
decrease to 0.55 when k is equal to 20. The High-Contrast Color Sets lies between the
Random strategy and the proposed method.
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The Average probability confirms the general behaviour highlighted by the Selection
precision.

Table 6.2: Average results over 5 repetitions in terms of Diversity score and Selection
precision. Due to the time complexity, the policy High-Contrast Color Sets is executed a
single time.

Diversity score

Policy name\k 5 10 20

Random 0.97 ± 0.01 0.95 ± 0.01 0.88 ± 0.01
Oracle 1.0 ± 0.0 1.0 ± 0.0 1.0 ± 0.0
High-Contrast Color Sets 1 0.99 0.98
Proposed method 1.0 ± 0.004 0.98 ± 0.01 0.97 ± 0.01

Selection precision

Policy name\k 5 10 20

Random 0.37 ± 0.05 0.41 ± 0.04 0.40 ± 0.02
Oracle 1.0 ± 0.0 1.0 ± 0.0 1.0 ± 0.0
High-Contrast Color Sets 0.45 0.46 0.45
Proposed method 0.58 ± 0.016 0.56 ± 0.01 0.55 ± 0.01

Average probability

Policy name\k 5 10 20

Random 0.37 ± 0.03 0.41 ± 0.02 0.43 ± 0.01
Oracle 0.69 ± 0.01 0.70 ± 0.01 0.69 ± 0.01
High-Contrast Color Sets 0.45 0.44 0.45
Proposed method 0.50 ± 0.01 0.50 ± 0.01 0.50 ± 0.01

In the figure 6.5, for each of the considered scene category, it is reported the average
performances with respect to the Selection precision and the Average probability. The
best performing class result to be snow, while the worst one is cloudy sky. Except for the
Mountain scene, the figure 6.5 also highlight that for scenes with a Selection precision
less than 0.5 (e.g. Blue sky, Cloudy sky, Night shot and Animals) the low values of the
Selection precision are not reflected by the Average probability, suggesting that the selected
photos may not be the worst ones. This behaviour is pointed out by the figure 6.6: where
the proposed method is wrong it selects the second best picture rather the the best one.

6.5.1 Subjective results

The ground truth of the Automatic Triage for a Photo Series dataset is strictly related to
the series of images. Therefore the just presented results only reflect the property of the
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Figure 6.5: Per class average Selection precision and Average probability of the proposed
method. Green line indicate the value of 0.5.

presented method to choose the best images from multiple series and whether that they
are different or not. Nonetheless, with the available ground truth, it is not possible to
evaluate the goodness of the overall selection. To this end it has been decided to asses the
proposed method over the judgment of 7 different human subjects. In that regard, human
raters have been asked to select the best image selection with over the three algorithm,
respectively the proposed method, the Oracle and the Random policies. All the 19 scenes
and values of k of 5 an 10 have been taken into account. It has been omitted k = 20
due to the large number of images selected and the consequently difficulty of compare the
three algorithm. Before the experiments, subjects were asked to select the best group of
images taking into account the concept of diversity (i.e. privilege group of images without
repeated subjects) and the overall aesthetics and quality of the photos providing them
some visual examples.

In the figure 6.7 are reported the percentages of votes obtained by each algorithm over
the conducted study. The first pie chart refers to the overall scores while the other two
plots are specific to the group cardinality 5 and 10 respectively. As pointed out by the first
pie chart the proposed method results to be the most selected one followed by the oracle
and then by the random policy. This trend can be attributed to the fact that even if the
oracle strategy chooses between the best images, it is not true that the selected images
are the best ones. The proposed method instead, guided by the considered perceptual
properties, aim to select the most beautiful images among all the pictures. In particular,
the proposed selection strategy seems to perform better when selecting 5 images rather
than 10.

In the figure 6.8 for each of the 19 camera scenes are reported the percentages of
preferences given by the human raters. Almost in every situations the proposed method
surpasses other methods. Is interesting comparing these results with the one discussed
in the figure 6.5. In particular, if we focus on the scenes category that performs awful
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Figure 6.6: Example of the images selected by the proposed method over the scene
Night shot. On the first row are reported the images selected by the proposed method
while on the others lines are reported the alternatives. The selected images that coincide
with the best image from the ground truth are highlighted in green, purple otherwise.
Images that are the best one and are different from the chosen one are highlighted in
yellow. For each image, in the red box on is reported the ground truth probability of the
images.
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Figure 6.7: Preferences votes distribution over the three considered strategy. The first
chart report the overall decision, while the remaining two are with respect to the group
cardinality of 5 and 10 respectively,
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Figure 6.8: For each of the 19 considered scenes, and for each of the considered policies,
are reported the percentage of votes given by the human raters.

over the Selection precision (less than 0.5), we found that the Average probability is more
accurate than the Selection precision. Therefore only the Mountain scene have a lower
value of Selection precision with respect to the Average probability, and in the figure
6.8 the Mountain scene is the worst ones. Instead, scenes like Blue sky, Cloudy sky,
Night shot and Animals where the low values of the Selection precision is1 not reflected
by the Average probability, the proposed algorithm is the most selected one as pointed
out by the figure 6.8.
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Chapter 7

Conclusions

In this thesis, we have investigated automatic image collection management using convo-
lutional neural networks. To this end, we followed a top-down approach focusing on both
the general task and on the single problems that are implied.

The process of summarizing a collection of images has been broken down into single
subproblems, namely the image quality, image aesthetics, image memorability and image
diversity, and the contribution of this thesis are towards each of these problems.

As a first step we addressed image quality assessment by introducing a model that
classifies good and bad quality pictures by exploiting the information deep encoded in
CNN pretrained on ImageNet, using only a subset of artefact-less images. To this end,
we presented a pipeline that relies on the Gram matrix computed over the activation vol-
umes of a CNN to encode the intra-layer correlation. This is further processed used in an
anomaly detection fashion to improve the performance obtained by using average intra-
class correlation only. The effectiveness of the proposed approach has been demonstrated
on three different datasets containing real distorted images. Moreover, cross-dataset ex-
periments conducted highlighted the robustness and generalization skills of the proposed
approach in comparison to other algorithms in the literature.

Then we investigated the assessment of image aesthetics and introduced a method
based on the prediction of eleven attributes that are closely related to aesthetics judge-
ment. The designed model makes use of MLSP features extracted from an ImageNet-
pretrained CNN to predict these eleven attributes with an MLP. Then, an SVR has been
trained to infer the aesthetics score of the input images over the prediction of the aforemen-
tioned MLP. The experimental results with four different architectures have demonstrated
the effectiveness of the proposed approach. In particular, it has been demonstrated that
predicting the image aesthetics through related attributes leads to an improvement of
5.5% in terms of SROCC with respect to the state of the art.

The same problem has been tackled with a self-adaptive method that explicitly consid-
ers semantic content, style, and composition. In particular, the proposed method exploits
the side information related to the aesthetic attributes of an image to build an ad-hoc
image aesthetics estimator. The parameters of the aesthetic estimator are adaptively
generated from a metamodel consisting of an attribute-conditioned hypernetwork. Given
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an image, the resulting model predicts (i) the style and composition of the image, (ii)
the distribution of the aesthetic score. Experimental results on three benchmark datasets
show that the proposed method achieves comparable performance to previous methods
for aesthetic quality classification. Instead, it outperforms state-of-the-art methods for
both image aesthetic score regression and aesthetic score distribution prediction.

Subsequently, we explored image memorability and proposed an approach that in-
volves the use of two CNNs respectively trained for image recognition and image mem-
orability. The features extracted from these two CNNs were then used to exploit the
knowledge of the context as well as the information about the memorability of the im-
age. Moreover, a soft attention mechanism has been used to focus the model attention
on highly informative regions for memorability estimation. The proposed model obtained
on the benchmark dataset comparable results with respect to state-of-the-art approaches
demonstrating the effectiveness of the proposed method. Moreover, the proposed solu-
tion achieved the smallest MSE with the fewest parameters among the methods that
outperform the human consistency correlation.

In conclusion, in order to explore the concept of image diversity, a flexible framework
that can be used to both explore large scale image datasets and to summarize photo
albums has been proposed. The designed pipeline aims at maximizing the diversity and
the quality of the resulting set. The proposed method first classifies each image with
respect to the camera scene, and then, for each of the scene groups, computes the best
k pictures. To this end, the proposed method relies on the features extracted from a
ResNeXt-101 32x8d to capture the most diverse pictures, and the concepts of image
quality, image aesthetics and whether the image emphasizes foreground objects to select
the best pictures. The experimental results over the benchmark dataset demonstrated
the effectiveness of the proposed approach. Moreover, experiments conducted over human
preferences confirmed the capabilities of the proposed method.

Given the modularity of this thesis to the problem of image collection management,
there are several possible ways of extension. Future work will likely focus on other types
of perceptual properties. For example, the emotion evoked by an image also plays an
important role in the process of selecting images. Therefore being able to automatically
estimate such feelings could be beneficial to the overall pipeline. Other peculiar properties
of images that can be taken into account to have a better selection of images are the
interestingness of the images and the image popularity.

A different direction from exploring other types o perceptual properties extend this
thesis is related to the exploitation of these features to the image selection task. To this
end, different approaches such as Graph Neural Networks could also be investigated.
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Appendix A

Human subjectivity

Classical features, intended as measurable attributes of an object, such as its colour, form
or orientation have usually been defined by clear-cut criteria: i.e. for the image compo-
sition rule of thirds, the subject of the photo must be placed along with the imaginary
guidelines that divide the image into nine equal parts. This is not the case for perceptual
features: i.e. the judgment of aesthetics quality of picture can be affected by commonly
established photographic rules, such as image composition, lighting [35] and contrast [53].
But there are no strict rules that define if a photo is aesthetically pleasing or not with
respect to these attributes. Not all images with the rule of thirds can be considered good
photos. It should be evident that people differ in their preferences, which depends on
highly subjective factors not easily describable. Nonetheless, it is possible to capture the
subjectivity over perceptual properties by collecting a large amount of human perceived
scores. One of the most reliable and definitive ways of gathering subjective human evalu-
ations is adopting an online crowdsourcing platform where users can assess the evaluation
virtually. One of the most popular systems, employed to gather a large number of opin-
ions from a diverse distributed populace, is Amazon Mechanical Turk (AMT)1. Given a
set of images that have to be labelled, participants to the task are asked to provide an
opinion on the perceived visual attribute (i.e. quality, aesthetics) of the presented images.
To ensure adequate quality of the answers experiments are designed with an entry bar-
rier (e.g. pass a qualification test) and incentive for participation using a micropayment
scheme.

Once the data have been collected, in order to define the ground-truth for designing
and evaluating reliable models, a ”global opinion” is usually computed for each image
in the set. According to the number of both participants and labels, there are possible
ways to obtain a ”global opinion”, such as unanimous agreement and Mean Opinion Score
(MOS). Typically when the number of opinions assigned to each image is limited, and
the label space is narrow (e.g. in the CUHK-PQ [120] dataset for the image quality
each image is labelled by ten participants and the possible classes are two) is used the
unanimous agreement. In particular, each image is assigned to the label that all the

1https://www.mturk.com/
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participants agreed (e.g. a photo is classified as high or low quality only if eight out
of the ten reviewers agree on its assessment). When hundred of opinions per image are
available, and the associated rating varies on a fixed integer scale (i.e. in the AVA dataset
each image has an average of 210 votes and a score ranging from 1 to 10 [95]) the average
score for the image I, also known as MOS, is commonly used as a proxy for the perceived
image quality or the image aesthetics. Given the image I, the MOS can be defined as:

MOS(I) =
1

N

N∑
i=1

ri(I), (A.1)

where ri(I) is the i− th individual score of the image I.

A.1 Goodness of the fit

The ambition of subjective property assessment models (i.e. image quality, aesthetic and
memorability assessment) is to emulate the human perception, consequently to obtain a
high correlation with the MOS. The most commonly used metrics to evaluate the perfor-
mance of subjective property assessment methods are respectively the Pearson’s Linear
Correlation Coefficient (PLCC) and the Spearman’s Rank-order Correlation Coefficient
(SROCC). Both are used to compare the scores predicted by the models and the subjec-
tive opinion scores provided by the dataset. The PLCC correlation evaluates the linear
relationship between two continuous variables while the SROCC evaluates the monotonic
relationship between two continuous or ordinal variables. Both indexes are used to eval-
uate the correlation between variables. However, according to [43], Spearman’s index is
more suitable to evaluate relationships involving ordinal variables than Pearson’s index.
The automatic image quality assessment methods aim to predict a quality index of the
image which simulates the Mean Opinion Score achieved thanks to subjective evaluation
of users. Since both the quality index and the MOS are continuous and ordinal variables,
the SROCC is the most reliable evaluation metric for IQA methods.

The PLCC is a statistic that captures the linear correlation between the predicted
scores and MOS; it ranges between +1 and −1, where a value of +1 or −1 reflects a
totally positive, or negative respectively, linear correlation, and a value of 0 is no linear
correlation. Given n as the number of the considered samples, xi and yi the sample points
indexed with i, x̄ and ȳ the means of each sample distribution; we can define the PLCC
as follows:

PLCC =

∑n
i=1 (xi − x̄) (yi − ȳ)√∑n

i=1 (xi − x̄)2
√∑n

i=1 (yi − ȳ)2
. (A.2)

Instead, the SROCC operates on the rank of the data points ignoring the relative
distances between them, hence assesses the monotonic relationships between the actual
and predicted scores. As the PLCC, it varies in the interval [+1,−1] and for n considered
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samples it is defined as follow:

SROCC = 1− 6
∑n

i=1 d
2
i

n (n2 − 1)
, (A.3)

where di = (rank(xi)− rank(yi) is the difference between the two ranks of each sample.
Alongside the PLCC and SROCC, the quality of a regression model is commonly

evaluated comparing the estimated outputs against the actual values, in particular mea-
suring the difference, or error, between them. Some of the most popular error metrics are
the Mean Absolute Error (MAE), the Mean Squared Error (MSE), and the Root Mean
Squared Error (RMSE).

The MAE describe how close the estimated values are to the real ones. It is defined
as follow:

MAE(ŷ, y) =
1

N

N∑
i=1

|ŷi − yi|, (A.4)

where yi are the output values, ŷi are the ground-truth values, and N is the number of
samples. It describes the magnitude of the residuals, and because of the absolute value, it
does not indicate underperformance or overperformance of the model. MAE range from
0 to +∞ and smaller values indicate better results.

The MSE is similar to the MAE except that the differences are squared. The equation
can be formalized as:

MSE(ŷ, y) =
1

N

N∑
i=1

(ŷi − yi)2, (A.5)

where again ŷi are the actual scores, yi the predicted scores and N is the number of
samples. As the MAE it range between 0 and +∞, where 0 indicate that the model is
a perfect predictor. The main difference between MSE and MAE is that MSE penalized
more the outliers than the MAE because of the square.

Finally RMSE is basically the MSE scaled to the original error:

RMSE(ŷ, y) =

√√√√ 1

N

N∑
i=1

(ŷi − yi)2. (A.6)
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