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Abstract 

The unique properties of the self-assembled quantum dots, such as the discrete energy levels and 

a precise control of additional features, like an entangled photon emission, by the dot shape and 

size, have a great potential in the optoelectronic device fabrication for quantum network 

applications. For this reason, one of the main challenges in the self-assembled quantum dot 

fabrication is the reproducibility of the dots in terms of shape and size. Droplet epitaxy is well-

established for the fabrication of III-V compound semiconductor nanostructures and allows to 

control the quantum dot density and size in a wide range. The size distribution of the self-

assembled droplet epitaxial dots is strictly determined by the original size distribution of the 

droplets. Droplet epitaxy allows to fabricate the quantum dots on (111) surfaces, thus exploiting a 

C3v symmetry of the surface, to obtain highly symmetric dots, which is desirable for a generation 

of entangled photon pairs. 

The thesis is devoted to the fabrication of GaAs and InAs quantum dots on GaAs (111)A-oriented 

substrates, in particular on the vicinal one. The use of the vicinal substrates is caused by the 

possibility to grow thick layers of Bragg reflectors, which are necessary to increase an extraction 

efficiency from the quantum dots. Firstly, we carried out the study of the fabrication of GaAs dots 

on exact GaAs(111)A substates. The conditions to fabricate highly symmetric dots are shown. It 

was demonstrated that these dots have fine structure splitting as low as 4.5 μeV. Then, an extensive 

fundamental study on the nucleation of Ga and In droplets on miscut substrates, highlighting the 

role of the Ehrlich-Schwöbel barriers at the step edges controlling the adatom diffusion and the 

strain relaxation was performed. The interest to InAs dots is motivated by the possibility to 

fabricate telecom band quantum emitters for long-distance quantum communications. We found 

conditions to grow InAs quantum dots on vicinal GaAs(111)A substates emitting at telecom 

wavelengths using a very flat and smooth InAlAs metamorphic layer. The metamorphic layer is 

necessary to reduce the strain between dots and a barrier layer and to shift an emission to telecom 

range. The photoluminescence characterization of the dots shows the fine structures splitting as 

low as 16±6 μeV at telecom O-band. Finally, these InAs quantum dots were embedded in a cavity, 

using GaAs/AlGaAs distributed Bragg reflectors, which boosted the brightness of these emitters. 

Keywords: droplet epitaxy, quantum dots, GaAs(111)A, vicinal surface, telecommunication 

range, fine structure splitting, entangled-photon emission 
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Introduction 

Among different research areas, connected to widespread use of quantum technology, Quantum 

Information and Communication are one of the most advanced1. The term “Quantum Information” 

is used for any physical information that is encoded in quantum systems. Quantum Information 

Processing (QIP) deals with the manipulation of quantum information, to perform tasks, which are 

unachievable in a classical context, for instance, an absolute secure transmission of information, 

known as quantum cryptography2. 

Nowadays, widely developed optical fiber networks provided an availability of commercial 

quantum cryptographic systems, where secure keys are encoded by quantum bits (qubits) – the 

basic unit of Quantum Information, which refers to the state space of a two-level quantum   

system1–3. So, the long-term goal of the QIP is a creation of a large quantum network (the Quantum 

Internet), over which photons will transport quantum information to specific quantum nodes 

(Quantum Computers), where it would be processed and stored1,4. 

Coming back to a simpler task of QIP, that is quantum cryptography, there are two main 

approaches for a quantum key distribution (QKD). The first based on the coding of the quantum 

state of a single particle and on the principle of the impossibility to distinguish reliably two non-

orthogonal quantum states. Thus, security of this approach is based on the theorem prohibiting the 

cloning of an unknown quantum state. Due to the unitarity and linearity of quantum mechanics, it 

is impossible to create an exact copy of an unknown quantum state without affecting an initial 

state. There are many QKD protocols based on the approach, and the general one is BB84 

(developed by Charles Bennet and Gilles Brassard in 1984)5, exploiting quantum states of single 

photons (for instance, polarization of photons). 

The second approach is based on the quantum entanglement. Two particles (including those 

separated in the space) can be in a correlation state, so the measurement of the selected value 

carried out on one of the particles will determine the result of the measurement of the value on the 

second particle. Basic QKD protocol exploiting, for instance, pair of polarization-entangled 

photons is E91 (developed by Artur Konrad Ekert in 1991)6. For example, spherically symmetrical 

atom emits two photons in opposite directions. These photons have an indefinite circular 

polarization, but due to the symmetry their polarizations are opposite. The polarizations became 

known only after the measurement. An interception of one photon of an entangled pair (the 

measurement of the photon polarization) leads to the instant termination of the entanglement, so 

the presence of an interference with the cryptographic system can be understood by measuring 

Bell inequality. 
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At the present time, there are several solid-state sources for generation of single and/or entangled 

photons. For instance, entangled photon pair sources can be achieved by spontaneous parametric 

down-conversion (SPDC) in nonlinear crystals7,8, intracavity atomic ensembles9, and biexciton 

(XX) – exciton (X) cascade emission of quantum dots (QDs)1,3,8. 

Among all these sources, QDs are considered as an ideal one and can be used for both QKD 

protocols. As a source of single photons, QDs emit highly indistinguishable photons with gigahertz 

repletion rate on demand1,10. 

The present work is aimed for the fabrication of QDs on GaAs(111)A substrates. The main focus 

lies on the popular InAs/InAl(Ga)As QDs obtained by Droplet Epitaxy (DE) technique on vicinal 

GaAs(111)A, exploiting C3v symmetry of the surface to obtain highly symmetric QDs and using 

step-flow growth mode of the vicinal surface to have possibility to grow thick buffer layers, 

especially thick layers of distributed Bragg reflectors (DBRs), for entangled photon emission at 

telecom band (1.31 – 1.55 μm). 

Chapter 1 describes the concept of QD as a source of entangled photons. Also, there is a review 

of epitaxial fabrication of semiconductor QDs for single and entangle photon generation. 

Chapter 2 gives an overview of the history of molecular beam epitaxy (MBE) as a basic epitaxial 

growth technique, the processes during the epitaxial growth, and the main in situ monitor technique 

– Reflection High Energy Electron Diffraction (RHEED). 

Chapter 3 discusses in detail the method for QD fabrication, used in this work – DE technique. 

Chapter 4 describes the experimental setups used in the work. There is an overview of MBE 

machine, the morphology characterization technique – Atomic Force Microscopy (AFM) and the 

low temperature confocal microscopy setup to analyze optical properties of telecom DE InAs QDs. 

Chapter 5 discusses DE QD fabrication on (111) surfaces and presents results on GaAs QD self-

assembly on singular GaAs(111)A substrates. 

Chapter 6 demonstrates the study of the fabrication of GaAs QDs and In droplets on vicinal 

GaAs(111)A substrates. 

Chapter 7 presents first experimental results on the fabrication of telecom DE InAs QDs on 

vicinal GaAs(111)A substrates for entangled photon pair generation. 
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Part I. Background 

Chapter 1. QD as an ideal source                                                                         

for polarization entangled photon pair generation 

What is making QDs so attractive for this purpose? 

There are many advantages of QD as an entangled photon emitter. A wide range of semiconductor 

materials can cover all desired wavelengths. For instance, GaAs/AlGaAs QDs emit about 

700 – 800 nm, which is compatible with quantum memory and quantum repeater technology based 

on Rb atoms11–13. If we want QD emission at telecom band for optical fiber networks, we can 

choose InAs/InGa(Al)As QDs14,15. Blue and ultraviolet wavelengths can be achieved with QDs 

based on Nitrides16,17. III-Nitrides QDs also can emit at room temperature due to high exciton 

binding energy. 

There are different techniques for epitaxial QD fabrication such as Stranski-Krastanov (SK) 

growth mode3,8,14,16, DE1,3,8,13, and nanowire quantum dots (NWQDs)17. 

 

Figure 1.1. (a) Schematic energy potential of a quantum dot. The quantum dot potential can be approximated by a 

two-dimensional (2D) harmonic oscillator model with different effective masses for electron and holes. The first 

three quantized electronic (black) and hole (red) levels are illustrated. (b) Illustration of the nine s-shell states’ 

charge carrier configurations. The resulting quantum states are defined by the number of electrons (filled circles) 

and holes (empty circles) and their respective spin configuration (direction of arrows). The dark exciton state has a 

parallel spin configuration, resulting in an optically inactive state with a long lifetime8. 

But the main advantage of QDs is the generation of entangled photons on demand. Let us consider 

only the lowest energetic level for electrons and holes in the conduction and valence bands of QD, 

so called s-shell (see Figure 1.1.a). The s-shell conduction band can be maximally occupied by 

two electrons with different spin configuration, due to the Pauli exclusion principle. Same the s-

shell valence band can be occupied by two holes. Therefore, there are only 9 possible electron-

hole configurations in the s-shell of QD (see Figure 1.1.b). Due to the optical selection rules, two 

configurations in the s-shell, where both the electron and hole have the same spin configuration 

are optically inactive and are called dark excitons1,3,8. 
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An important excitation state in the QD s-shell, to obtain entangled photon pair, is a fully occupied 

s-shell with two electrons and two holes, forming two excitons. This is called a biexciton (XX) 

state. One electron hole pair (first bright exciton) can recombine, emitting first single photon and 

leaving QD in the second bright exciton state. Then, the remaining exciton also recombines, 

emitting second single photon. This is called the biexciton (XX) – exciton (X) cascade (see 

Figure 1.2). The direct transition from XX state to the ground (G) state only with one photon is 

impossible. 

 

Figure 1.2. The XX-X cascade. The XX state decays under the emission of a right circular (R) (left (L)) polarized 

photon to a single X state, which subsequently decays to the G state under the emission of an orthogonal-circular 

polarized photon. The polarization of the emitted photons is governed by the electron and hole spin configuration 

of the recombining electron-hole pair3. 

The cascade follows either the left or right decay channel – in ideal case degenerated in energy – 

leading to a sequence of circular right (R) biexciton and circular left (L) exciton photons, or vice 

versa. The probability to decay by the left or right channel is 50% and without measuring we 

cannot distinguish the polarization of photons. But when we measure the polarization of the first 

photon, we immediately know the polarization of the second. Therefore, the polarization of these 

two photons is entangled and the resulting two-photon state can be written as: 

( )
1

2
XX X XX XR L L R = + ,    (1.1) 

where RXX (LXX) and RX (LX) are biexciton and exciton photons in the circular right (left) 

polarization base, respectively. The two-photon state can be rewritten in terms of horizontal (H) 

and vertical (V) polarization, by using ( )
1

2
H R L= +  and ( )

2

i
V R L= − 3: 

( )
1

2
XX X XX XH H V V = + .    (1.2) 
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Since only one XX can occupy the s-shell of a QD at a time as well as the finite and short lifetimes 

of XX and X, the QD is the polarization entangled photon pair source on demand. 

QDs suffer from different entanglement degrading effects such as recapture processes, valence 

band mixing or spin-flip processes3,8. However, the main requirement for QDs to be an ideal 

entangled photon emitter is a low fine structure splitting (FSS) of X state, induced generally by an 

asymmetry of QD shape or the composition1,3,8,13. The presence of the FSS destroys polarization 

entanglement because the energy of photons of left or right decay channels are different and we 

can distinguish the polarization by measuring the photon energy (see Figure 1.3). 

 

Figure 1.3. The effect of the fine structure splitting (FSS) on the XX-X cascade. The anisotropic exchange 

interaction causes the intermediate exciton state to be energetically split by the FSS. Consequently, a mixing of the 

exciton states appears, leading to the emission of two horizontally polarized photons (H) (vertically polarized 

photons (V))3. 

The origin of the splitting can be described by the electron-hole exchange interaction3,8: 

( )3

, , , ,

, ,

ˆ ˆ ˆ ˆˆ
FS i h i e i i h i e i

i x y z

a S S b S S
=

 = −  +  ,   (1.3) 

where ,
ˆ

h iS  ( ,
ˆ

e iS ) stand for the hole (electron) spin operator and ai and bi are the spin-spin coupling 

constants in the three spatial axes (i = x, y, z). In the basis of initially degenerate bright and dark 

exciton states, denoted according to their spin projections 1+ , 1− , 2+ , and 2− , the matrix 

representations of ˆ
FS  yields18 

0 1

1 0

0 2

2 0

0 0

0 01ˆ
0 02

0 0

FS

+  
 
 +  =

 − 
 

 − 

,   (1.4) 
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with the abbreviations 0

3 9

2 4
z za b

 
 = + 

 
, ( )1

3

4
x yb b = − , and ( )2

3

4
x yb b = + . As illustrated by 

the block-diagonal form of ˆ
FS , the bright ( 1 ) and dark ( 2 ) excitons do not mix and are 

split according to 0 . The off-diagonal elements 1  and 2 , however, lead to a splitting of both, 

bright and dark excitons, forming new eigenstates as symmetric and antisymmetric 

combinations18. In case of symmetrical QD, 
1  = 0 (bx = by), and there is no FSS. 

The FSS of the bright exciton can be observed via the splitting of the X transition line. In the case 

of the XX state, both electron and hole spins are in a singlet state, resulting in no fine structure for 

the XX state. However, one will still observe the FSS in the emitted biexciton photons’ energy 

since the XX state recombines into the intermediate X state. Therefore, the excitonic FSS can also 

be measured in the spectrum of the biexciton photons, as shown in Figure 1.4. 

 

Figure 1.4. The emission spectra of XX-X cascade with non-zero FSS8. 

The FSS leads to an exciton-spin precession , which directly affects the polarization state (the two-

photon state is no more time-independent)3,8: 

1

2

x FSi E

XX X XX XH H e V V
 

 = + 
 

,    (1.5) 

where τx is the time interval between the XX and X photon emission. In practice, this leads to an 

oscillation between two possible eigenstates. The photons of QD with FSS are still maximally 

entangled, but the resolution of the experimental setup should be good enough to resolve the 

oscillations with the time 
2

FS

t
E


= . Therefore, only a narrow subset of the decay events can be 

used as well-defined entanglement sources3. 

High value of the FSS makes unpractical the use of QDs for entangled photon pairs generation. 

However, employing different filtering schemes (spectral or temporal), it is possible to increase 

the range of an acceptable FSS value and still generate a substantially strong entanglement3,19,20. 

But, of course, the lowering the FSS is the main goal of QD fabrication for entangled photon 

generation. 
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1.1. QDs with the low FSS 

As mentioned above, the FSS is generally induced by anisotropy of QD shape or composition1,3,8. 

Thereby, it is reasonable to fabricate symmetrical QDs to eliminate the FSS. 

Over the decades only a strain-induced SK growth technique was known for an epitaxial QD 

fabrication. Thereby, a photon entanglement has been studied on SK In(Ga)As QDs grown on 

GaAs(001) substrates21,22. But QD fabrication with the low FSS on (001) surface of zinc-blend 

crystals is a challenge due to the strain and surface diffusion anisotropy in the  110  and 110    

directions. The probability to find a good In(Ga)As QD with the low FSS value below 1 μeV (a 

“hero” QD) is in the order of few percent22. Nevertheless, successful attempts of SK dot fabrication 

with the low FSS were done. For instance, large low-strain In0.3Ga0.7As QDs show the FSS below 

10 μeV on average due to the fact that the shallow confinement potential lowers the sensitivity of 

the wavefunction with respect to structural asymmetries of the QD23. 

Also, In(Ga)As materials has In-related large nuclear Overhauser field (an effective magnetic field, 

generated collectively by nuclear spins, decreasing the spectral diffusion of the electron spin)24, 

which leads to a fluctuations of the FSS over time25. Therefore, GaAs/AlGaAs semiconductor 

system became more promising for entangled photon generation due to smaller nuclear spin of Ga 

(3/2) compare to In nuclear spin (9/2), thus minimizing the perturbation of the FSS by Overhauser 

effect26. 

However, GaAs and AlAs crystals have a very small lattice mismatch. On the one hand, it should 

decrease the influence of strain and piezoelectricity on the FSS value, but on the other, SK 

GaAs/AlGaAs QDs fabrication is impossible due to no strain in the epilayers. 

There are several approaches permitting the fabrication of epitaxial GaAs/AlGaAs QDs. The first 

is the DE technique1,3,13, which is described in Chapter 3. DE relies, for QD fabrication, on the 

kinetically controlled crystallization, via annealing in group V atmosphere, of previously formed 

nanodroplets of group III metals1. DE allows to control the size and density of QDs in wide range 

and more significant the shape of self-assembled nanostructures. Another approach, which 

originated from DE, is local droplet etching (LDE) technique1,3,27 (also described in Chapter 3). 

This method is the fabrication of QDs by etching of nanoholes after droplet nucleation (instead of 

the crystallization step in DE)27. The nanoholes are subsequently filled with a semiconductor 

material different from the etched surface, and capped, after annealing, with barrier material. LDE 

allows to fabricate highly symmetric GaAs QDs on AlGaAs(001) surface with a very low FSS 

value (see Figure 1.5). So far, the highest level of entanglement fidelity of 0.94 without either the 

temporal post-selection or the external tuning has been measured from GaAs QDs with a finite 
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FSS value of 1.2 μeV fabricated by LDE method28. The fidelity is the measure of "closeness" of 

two quantum states. The fidelity is equal to 1 if the states are perfectly identical, it is equal to zero 

if they are orthogonal. The fidelity between the reconstructed state and a Bell state is an 

entanglement witness: if the fidelity is larger than 1/2 then two states are entangled29. 

 

 

Figure 1.5. (a) AFM image and (b) corresponding linescans along  110  and 110    crystal directions of AlGaAs 

surface prior to GaAs filling. Nanoholes are obtained by Al-droplet etching. (c) Polarization-resolved μ-

photoluminescence (μ-PL) spectra of neutral exciton emission from representative GaAs QDs, obtained by filling 

nanoholes. (d) The emission energy obtained by Lorentzian fits of the spectra as a function of polarization angles. 

The linear-polarization angles of 0º and 90º correspond to the  110  and 110    crystal directions30. 

Another way how to decrease the FSS value is the use of (111) growth surfaces with natural C3v 

symmetry instead of (001) surfaces with D2d symmetry. It has been predicted theoretically (see 

Figure 1.6) that QD structures fabricated on (111) surfaces feature a vanishing the FSS31. Then, a 

great suppression of the FSS32 and high entanglement fidelity of 0.86 without post-selection33 have 

been demonstrated experimentally in self-assembled GaAs QDs grown on AlGaAs(111)A surface. 
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Figure 1.6. Square of the wave functions for the first three electron (e0, e1, e2) and hole (h0, h1, h2) states of the 

structures S1 (disk-shaped QD), S5 (lens-shaped QD), and S9 (elongated disk-shaped QD) grown along [111] 

direction. The isosurfaces enclose 75% of the probability densities. Corresponding absorption spectra in arbitrary 

units. The inset for structure S9 is a blowup of the excitonic line separated by the FSS (lower part)31. 

For the fabrication of any QD systems (with or without strain) on (111) surfaces, it is necessary to 

use DE. SK growth technique is almost impossible on (111) surfaces due to the low threshold 

energy for compressive strain relaxation in epitaxial layers by the insertion of misfit dislocations 

at the substrate–epilayer interface34,35. Recently self-assembly SK GaAs QDs on 

InAl(Ga)As(111)A surface were demonstrated36–38 by turning from compressive to tensile strain. 

And even these tensile strained SK GaAs QDs grown on InAlAs/InP(111)A show low FSS value 

below 10 μeV36. 

Using DE technique, highly symmetrical GaAs/AlGaAs(111)A QDs with a triangular and 

hexagonal shape have been demonstrated39,40 to improve the yield of entanglement–ready photon 

sources up to 95%13. Additional advantage of last works on DE GaAs QD fabrication on (111) 

surfaces13,40 compare to pioneering studies32,33 and DE QD fabrication on (001) substrates is the 

use of much higher temperature for droplet crystallization. It improves the crystal quality of grown 

materials and subsequently optical properties and brightness of QDs without any post annealing 

steps, but also shift their wavelength emission. 
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1.2. Energy and FSS tunable sources of entangled photons 

Still to produce high number of QDs with zero FSS on one chip is a complicated task. Moreover, 

it is necessary for future application in quantum communication to entangle photons from different 

sources, and these photons should be indistinguishable. Therefore, it requires that different QDs 

should emit identical entangled photon pairs, the emission wavelength of photons from different 

QDs should be matched. 

To control emission wavelength of QDs, it is possible to use external perturbations, which is also 

can affect on an anisotropy induced FSS. The first approach is to use an external electric field. The 

electric field causes the Stark effect, shifting spectral lines of QDs and consequently the emission 

wavelength. Such devices consist of an intrinsic layer of QDs, embedded in a p-i-n doped planar 

microcavity41,42. Applying an electric field, it is possible to tune energy levels of QDs and, 

therefore, to change the emission energy of XX-X cascade (see Figure 1.7). Also, for practical 

applications, such as an optical quantum computing, it is important to have an electrically driven 

entanglement source. 

 

Figure 1.7. Spectrum of emission from entangled-light-emitting diode under direct current (DC) and alternating 

(AC) excitation. A sinusoidal AC voltage was applied together with a DC bias41. 
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An interesting concept of tunable entangled light emitting diode is presented in the work of 

Toshiba's Cambridge Research Laboratory43. The concept combines electrically tunable and 

optically pumped QD device (see Figure 1.8a). This device is optically excited by light emitted 

from the so-called ‘pumping diode’ surrounding it, when applying a forward bias to the top contact 

on the left. A reverse bias applied to the top contact from the inner diode is used to apply static 

fields for tuning the QD emission, making this the so-called ‘tuning diode’. The device is fully 

electrically operated with wavelength tuneability of more than 25 nm (see Figure 1.8b) and with 

the tuning of the FSS below 10 μeV (see Figure 1.8c), resulting in electrically triggered entangled 

photon pair generation. 

 
 

Figure 1.8. (a) Concept of device. The central 5 nm InGaAs layer serves as pump and absorption layer for the on-

chip optically excited device. It generates light at 950 – 1000 nm in the pumping diode (left) which is absorbed in 

the tuning diode (right), exciting QDs. The shown layer thicknesses are not to scale. DBR represents the distributed 

Bragg reflector. (b) Emission spectrum of on-chip optically excited single quantum dot (QD) as a function of 

applied bias voltage to the tuning diode. A wavelength shift of around 30 nm is observed for XX and X emission. 

(c) Corresponding change of the FSS of the QD as a function of the applied bias. The values were extracted via a 

numerical fit to measured polarization-filtered time-resolved photon-pair correlations. Error bars determined by the 

standard error from the numerical fit are negligible. The red curve is a numerical fit based on the theoretical model 

for dependence of the splitting due to the quantum confined Stark effect43. 
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Figure 1.9. (a) Sample schematic: the mechanically thinned sample glued to a piezoelectric element. (b) SEM 

image of a cleaved facet of the non-thinned sample. From bottom to top: DBR layers, metamorphic buffer layer, 

QDs, and capping layer. (c) Top image: PL spectrum of QD at 0 V, denoted are exciton (X), trion (T), and biexciton 

(XX) states, and the intensity is plotted in arbitrary units. Bottom image: QD emission as a function of applied 

voltage to the piezo in an overall range of 900 V44. 

Even applying an electric field, we can tune the FSS, but it is a not optimal option to eliminate the 

FSS. Another approach is the use of an external strain field. Applying a strain field, it is possible 

to compensate an anisotropy induced FSS (in simple way – make the QD more symmetrical). The 

simplest device is an optically excited QD structure on a piezoelectric substrate, allowing to tune 

the QD emission (see Figure 1.9). 
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Also, piezoelectric substrate can be combined with the p-i-n diode QD structure (see Figure 1.10a). 

Such device can tune both, the QD emission wavelength and the FSS value (see Figure 1.10b, c). 

 
 

Figure 1.10. (a) Sketch of the device. An n-i-p nanomembrane is integrated on top of a piezoelectric actuator 

allowing the in-situ application of anisotropic biaxial strains [in the (001) plane of the GaAs nanomembranes] by 

tuning the voltage (electric field) Vp (Fp). Independently, a voltage applied to the nanomembrane (Vd) allows the 

electric field (Fd) along the [001] direction to be controlled. (b) μ-PL map of a single QD as a function of Fp and 

Fd. The two fields were varied one after the other, i.e., Fp = -10 kV/cm when Fd is ramped up (bottom), whereas 

Fd = -7 kV/cm when Fp is ramped up (top). The abscissa indicates the energy of the emitted photons. The ordinate 

indicates the value of Fp and Fd used in the experiment. The exciton (X), biexciton (XX), and charged exciton (X+ 

and X-) transitions from the same QD were identified by polarization-resolved -PL spectroscopy45. 

The next generation improvement was done by applying several in-plane piezoelectric distortions. 

J. Wang et al. demonstrated the full suppresion of FSS by applying two independent in-plane strain 

components46,47. But for energy tuning, a second independent stressor is placed on top of the 

sample. The extraction of the photons, however, requires the technologically challenging use of a 

transparent strain transmitter between the sample and the top stressor. 

R. Trotta et al. proposed to use the six-legged semiconductor-piezoelectric device for quantum 

optics with three independent in-plane stressors3,12. Two pairs of legs of the device can be used to 

fully erase the FSS, while the third leg enables energy tuning at a fixed FSS. As the membrane is 

open to the top, the emitted photons can be easily collected by microscope objectives. Furthermore, 

the structure enables the possibility of using QDs embedded in a diode structure to electrically 

pump the entangled photon source41–43. 
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Figure 1.11. (a) Sketch of the six-legged semiconductor-piezoelectric device for quantum optics used to engineer 

the strain status of a nanomembrane (grey region) containing QDs. (b) Microscope picture of the central part of the 

final device. (c) Tuning the exciton energy at zero fine structure splitting. Behavior of the FSS as a function of EX. 

The dashed line shows the threshold of 1 μeV12. 

Finally, such piezoelectric structure was combined with the highly entangled photon pair QD 

source without any temporal post-selection – GaAs/AlGaAs QDs, fabricated by LDE approach48. 

An entanglement fidelity is achieved up to 0.978 after taking into account setup-related 

entanglement deteriorating effects (phase shifts induced by the optical elements and laser 

background). It is indicated the presence of almost negligible, albeit nonzero, decoherence 

mechanisms, likely related to spin-scattering. And authors suggest that this imperfection may be 

overcome using a Purcell enhancement to achieve fidelities > 0.99, thus making quantum dots 

evenly matched with the best probabilistic entangled photon sources. 
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1.3. QD as a single photon emitter 

Another limitation of QDs in QIP applications is a low extracting efficiency of entangled photons 

or the brightness of the QD source. Since the brightness is mainly addressed to the perspective of 

the single photon source (SPS), it is necessary to introduce the idea of using QDs as the SPS. 

The SPS emits only one photon at a time. QDs can act as the single photon emitters and produce 

single photons on demand via the decay of a single exciton, as mentioned above. The verification 

of nonclassical light (single photon behavior) by measuring the photon number distribution is 

experimentally hard to obtain, since the occurrence of random sampling due to optical losses or 

imperfect detectors causes the photon numbers to attain Poissonian character as a classical light 

source. But the verification of single photon behavior can be done via the degree of anti-bunching 

reflecting the occurrence of multi-photon generation. It is measured by the equal-time intensity 

auto-correlation function g(2) (0), which is related to the photon number (n) statistics according to: 

( )
(2)

2

1 1
(0) 1

n n
g

nn

−
= = − .    (1.6) 

 

Figure 1.12. Examples for the intensity auto-correlation function of (a) a coherent light source (laser), (b) a single 

photon emitter, and (c) a classical light source – thermal radiation. 

For a classical light g(2) (0) > 1 and g(2) (0) = 1 for coherent light (laser). For a true SPS g(2) (0) = 0 

and in case of two photon generation g(2) (0) = 0.5. Therefore, g(2) (0) should be less that 0.5 and 

it is an upper limit for the light source to be considered as a single photon emitter. 
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Figure 1.13. (a) Scheme of the HBT type setup for the intensity autocorrelation function g(2) (τ) measurement. (b) 

Photon-correlation measurement under pulsed excitation of GaN/AlN self-assembled QD at 3.5 K. The numbers 

printed above the peaks give the normalized peak areas after correcting for the detector dark counts16. (c) Photon-

correlation measurement under continuous-wave excitation of GaN/AlN self-assembled QD. Histograms under 

continuous-wave excitation as a function of the relative delay τ between photons detected by the ‘start’ and ‘stop’ 

at the time-interval counter. The solid red line and numbers show the fitting curve and fitting parameters, 

respectively16. 

In practice, the intensity auto-correlation function g(2) (τ) can be measured in a Hanbury Brown 

and Twiss (HBT) type setup, presented in Figure 1.13a, which was originally applied in astronomy 

to monitor spatial coherence of a classical light49. The photon correlation measurement can be 

caried out under pulsed or continuous laser excitation. The light signal from SPS is split in a 50:50 

beam-splitter (BS), photons of the same transition (auto-correlation) or different transition (cross-

correlation) are selected to trigger the start and stop inputs by single photon detectors (SPDs). In 

case of pulsed laser excitation, it gives a correlation histogram of coincidence counts versus time 

difference, as shown in Figure 1.13b taken from16. In the second case, a histogram of delay times 

between two arbitrary photons detection events are created (see Figure 1.13c). And the recorder 

histogram is proportional to the second-order auto-correlation function g(2) (τ) of detected signal. 
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Figure 1.14. Physical description of the two-photon interference. (a) A single photon entering a 50:50 BS can be 

transmitted or reflected. (b) Four possibilities for two photons entering a 50:50 BS one in each input mode. (c) 

Superposition of all possibilities for two photons to pass through the BS. (d) Explanation of an appearance of the 

phase shift for photons reflect off different sides of BS. (e) Superposition and cancellation of two possibilities for 

two identical photons passing through the BS. Red and blue arrows represent not identical photons. 

Apart from the purity SPS should also generate indistinguishable photons1,10, which is also a 

necessary property of entangled photon sources. Ideally, not only the photons subsequently emitted 

by a single QD but also photons emitted by different emitters should be indistinguishable for the 

implementation of a quantum network, which is largely more demanding1. How we can measure 

indistinguishability of photons coming from SPS? Let us consider a single photon, which enters a 

50:50 BS. There are two possibilities: it will either be transmitted or reflected (see Figure 1.14a). 

In case of two photons, one in each input mode of the BS, there are four possibilities of two-photon 

reflection and transmission (see Figure 1.14b). The state of the system of two photons after 

interference is given by a superposition of all possibilities for the photons to pass through the BS 

as presented in Figure 1.14c. The minus sign comes from considering the reflection of a photons 

coming from different sides of the BS. Reflection from the bottom side leads to a relative phase 

shift of  (the light reflects off the higher index medium). Reflection from the top side leads to no 

phase shift (reflection from the lower index medium) (see Figure 1.14d). And finally, if two 

photons are identical in their physical properties (polarization, spatio-temporal mode profile, 

frequency etc.), it is impossible to distinguish between the output states of possibilities 2 and 3, 

and their relative minus sign ensures that these two terms cancel (see Figure 1.14c). This can be 
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interpreted as destructive interference. Thus, the photons will always exit the same (but random) 

output port of BS. This is a two-photon interference. 

The two-photon interference was discovered by Hong, Ou and Mandel50, therefore, it is known as 

the Hong-Ou-Mandel (HOM) effect. HOM effect was originally used to measure the time intervals 

between two photons, and the length of the photon wave packet, produced in the process of 

parametric down-conversion50. 

 

 

Figure 1.15. Measurement of indistinguishability. (a) Schematic of a HOM type setup to measure the 

indistinguishability of two photons emitted from a QD that is excited 2 ns apart. They are sent to an unbalanced 

Michelson interferometer and then to detectors51. (b) Two-photon interference with co-polarized (red) and cross-

polarized (grey) XX photons28. 

HOM type setup for indistinguishability measurements of photons is shown in Figure 1.15a. An 

unbalanced Mach-Zehnder interferometer can be used to compensate a respective excitation time 

gap of two single photons, generated in a SPS by two delayed laser pulses51. Also, it could be two 

photons generated by different quantum emitters. These two photons enter the BS at the same time, 

after the photons can be detected by SPD connected to a time-to-digital converter. If the two 

photons are indistinguishable in all degrees of freedom, they will always leave the beam splitter 

through the same output port as shown above. Hence, a measured histogram will show no 

coincidence counts between the detectors at zero-time delay. The result of such a measurement is 

shown in Figure 1.15b. The co-polarized (indistinguishable in polarization) photons show a drop 

in the central peak with respect to the cross-polarized photons (fully distinguishable). The visibility 

(the degree of indistinguishability) is given by3: 

1
g

V
g⊥

= − ,      (1.7) 
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where g  and g⊥
are the integrated peak areas around the zero-time delay for co-polarized and 

cross-polarized photons, respectively. A visibility equal to 1 indicates perfect indistinguishability, 

while V = 0 denotes fully distinguishable photons. 

As for entangled photon emitters QDs grown by the LDE technique show also good performance 

for single photon generation. It was demonstrated that LDE GaAs/AlGaAs QDs have the lowest 

value of g(2) (0) reported for any SPS52. Authors presented a solid-state source of on-demand single 

photons yielding a raw second-order coherence of g(2) (0) = (7.5±1.6)×10-5 without any 

background subtraction or data processing. Also, such dots show the high degree of 

indistinguishability for both X and XX photons. The measured visibilities of two-photon 

interference are 0.86±0.09 and 0.93±0.07 for X and XX photons, respectively28. 

1.4. Increasing the brightness 

Already mentioned, another important parameter of single and entangled photon emitters is the 

brightness. The low brightness of QD-based sources arises mainly from a small extraction 

efficiency. The extraction efficiency η of microstructures, designed around the quantum dot, is 

given by51 

(1 ) = −  with 
other


 =

 +
,   (1.8) 

The term (1 – α) describes the fraction of the emitted light collectible via the objective lens (with 

a given numerical aperture of the collection optics). The β factor accounts for the spontaneous 

emission (SE) rates in a specific target mode. Γ and Γother are the SE rates of the QD transition, 

respectively, into the microstructure mode and into all the other modes. Thus, increasing Γ or 

reducing Γother improves the β factor and hence the source brightness3,51. 

 

Figure 1.16. Extracting quantum dot photons. (a) A quantum dot sandwiched between two asymmetric DBR 

mirrors allows for up to ≈ 10 – 20% collection efficiency. (b) Brightness of ≈ 75% has been seen with a quantum 

dot inserted in the bottom of an inverted trumpet structure. (c) Ultrabright sources (79% collection efficiency) of 

single and indistinguishability photons have been made by coupling a quantum dot to a micropillar cavity51. 
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There are several approaches to increase the brightness of QD-based single photon and entangled 

photon devices. 

1. Enhancement of the SE rate Γ into a cavity target mode exploiting the Purcell effect (cavity 

approach) 

The engineered photonic environment boosts both the brightness of the sources and the 

indistinguishability of the emitted photons due to the Purcell effect53, which accelerates the SE 

rate and mitigates the effects associated to charge noise and—in narrowband cavities—also of 

phonons. 

The SE rate Γ = 1∕T1 can be approximated by the Fermi Golden rule for an electric dipole 

transition51,54: 

( ) ( )
2

2

2 ˆ
QD QDd E r


 =     ,   (1.9) 

where ( )QD   is the density of photon modes at the emitter’s frequency QD , the term 
ˆ
E  is the 

electric field operator, and QDr  is the location of the quantum dot dipole d . The most known 

cavity design is the QD embedded in a planar λ-cavity either defined by DBRs or metal mirrors 

(see Figure 1.16a). The mirrors induce a vertical confinement of the light field leading to a local 

change in the optical mode density. Thus, the SE rate enhancement occurs when QD is located at 

the maximum of the cavity electric field 
cr  ( QD cr r= ) and have the same frequency as the cavity 

resonance frequency 
c  ( QD c =  ). So, the ratio of the SE rate in the cavity mode Γ, over to the 

coupling to free space Γ0 is proportional to the Purcell factor Fp
51,54: 
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where λc is the wavelength of the cavity and neff the effective refractive index of the cavity. 

Therefore, cavities with high quality factors Q, and small effective mode volumes Veff, can result 

in regimes with high Purcell factors. 

Many presented works9,14,15,19,20,29,41–44,48,52, concerning self-assembly of SK, DE or LDE QDs for 

single or entangled photon generation, use the planar cavity approach to increase the light 

extraction efficiency from QDs or just fabrication of bottom DBR to avoid the photon emission 

through a bottom side of the QD-based device. Still the collection efficiency is on the level of 
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10 – 20%. An extraction efficiency of about 56% was achieved by using a bullseye cavity (see 

Figure 1.17) – a circular Bragg grating10,55. 

 

Figure 1.17. Schematic views of a bullseye cavity. QD is positioned at the antinode of the cavity with an accuracy 

of ~ 20 nm. For entangled photon emission a symmetric structure is desired, while an asymmetry in the structure 

is crucial for high-efficiency, polarized single-photon emission10. 

2. Inhibition of the emission into modes that cannot be collected (waveguide approach) 

Instead of using the Purcell effect for enhancement of the SE into a cavity mode, the coupling over 

all modes of the structures using nanowires (NWs) or inverted nanotrumpets (see Figure 1.16b), 

except for the fundamental waveguide mode, is suppressed3,51. The inhibition is produced by 

reducing the NW diameter at the position of the quantum dot layer. Brightness values up to ≈ 75% 

have been measured for QD inserted in the bottom of an inverted trumpet structure56. 

The brightest QD-based source of single and entangled photons can be achieved combining both 

approaches – cavity approach and QD inserted in NWs (see Figure 1.16c)3,10,17,51. A very bright 

(extraction efficiency up to 80%) single-photon source based on a QD inserted in a resonant 

micropillar cavity has been demonstrated10,57,58. Also, NWs are grown using vapor-liquid-solid 

(VLS) mechanism on (111) substrates. As described above, additionally the use of (111) growth 

surface eliminates the FSS31. Also, selective-area growth can be used for the density and cite-

controlled fabrication of NWQD17, although this is a rather time-consuming and complicated 

process, compare to density controlled self-assemble DE or LDE fabrication of QDs. 
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3. Levering the total internal reflection (TIR) limitation (geometrical approach) 

 

Figure 1.18. Scanning electron micrographs of etched lenses fabricated by electron-beam lithography59. 

A geometrical approach by shaping the sample surface at the emitter position can be used to 

increase the TIR-limited extraction efficiency3,51. The collection efficiency can be improved, by 

using different types of microlenses, placed on the sample surface under the QD position: the solid 

immersion lenses60, the lenses fabricated using electron-beam lithography process61. Such 

microlenses enhance the photon-extraction efficiency to 20 – 30%. It is very difficult to combine 

microlenses approach with QD in cavity mode of NWs due to technological issues, but 

combination of microlenses with QD embedded in a planar microcavity59 improve the photon 

collection efficiency of QD-based single and entangled photon sources. 

There are other approaches to increase the extraction efficiency and the brightness of 

nanostructure-based light emitting devices like coupling with the plasmon modes of metallic 

microdisks62 or coupling with dielectric resonators with very small mode volumes63. Nevertheless, 

such approaches are technologically difficult to implement together with self-assembled QDs, 

thus, it is not given attention to them in the given work. 

From all the above, it is possible to establish that self-assembled QDs together with possibility of 

strain and energy tuning and approaches to increase the extraction efficiency from QDs are very 

promising for the fabrication of high-performance single and entangled photon emitters, which are 

fundamental building blocks in quantum information and in particular in quantum communication 

applications. 
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Chapter 2. Molecular Beam Epitaxy 

The term “epitaxy” is composed of the Greek words and used for the growth of a crystalline layer 

upon (ἐπί) a crystalline substrate, where the crystalline orientation of the substrate imposes an 

order (τάξις) on the orientation of the deposited layer. When epitaxial layers are grown on the 

substrate or a film of the same material, it is called homoepitaxy. In the case of deposition of 

material different from the substrate or a film, it is called heteroepitaxy. The progress of epitaxial 

growth techniques has become one of the most important achievements in the production of 

semiconductor electronic and photonic devices. Among different epitaxial growth techniques, 

Molecular Beam Epitaxy (MBE) is an extremely flexible thin-film growth technology for a wide 

range of materials and compositions with control of thickness at atomic size level. In fact, MBE is 

a condensation of atoms from molecular beams directed to crystalline substrate in ultra-high 

vacuum (UHV) environment (vacuum level below 10-9 Torr before material deposition). Control 

of the growth conditions (substrate temperature and material fluxes) permits to obtain high-quality 

ultrathin epitaxial layers with sharp composition change in the interfaces. In Chapter 2 an overview 

of the history of molecular beam epitaxy, growth processes during epitaxial growth, and the main 

in situ monitor technique – RHEED are presented. 

2.1. Historical excursion into the MBE technology 

More than 60 years after the publication of pioneering work of K. G. Günther64, his proposed 

“three temperature method”65 can be considered as an origin of MBE. His great and simple idea is 

to use different temperatures for substrate, group III and V atom sources, permitting an 

independent control of their vapor pressures, in order to grow high-quality III-V semiconductor 

compounds. Further epitaxial technique developments have been focused in two different 

approaches. The first one, the so-called hot-wall technique, is related to the deposition at close to 

thermodynamic equilibrium conditions and allows relatively high growth rates. The second 

approach is cold-wall technique in UHV environment, carried out at far from thermodynamic 

equilibrium. This is the MBE technique, adopted and developed from “three temperature method”. 

One of the first work, using the above-mentioned method, was carried out by J. E. Davey and 

T. Pankey66. They studied the crystalline quality of epitaxial GaAs films deposited at different 

temperature on GaAs and Ge single-crystal substrates. 

Nevertheless, the first who used a term “molecular beam” were J. R. Arthur in his works 

concerning the measurements of sticking coefficients of Ga and As2 on GaAs{111} surfaces67, the 

growth of epitaxial GaAs, GaP, and GaAsxP1-x films from molecular beams of Ga, As2 and P2
68, 

and A. Y. Cho, who observed reconstructed surface structures of homoepitaxial GaAs on different 
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GaAs surfaces by high-energy electron diffraction system69–71. A few years later a lot of studies 

confirmed MBE as a powerful tool for the epitaxial growth of high quality III-V compound 

semiconductor films72. 

The further development of MBE is related to progress of vacuum technology, MBE components, 

MBE diagnostic and analytical facilities, and, of course, the new growth approaches within MBE 

technology. 

In the end of 1970s the modulation doping of GaAs/AlxGa1-xAs heterostructures73,74 allowed a 

creation of a high-electron-mobility transistor (HEMT)75 and opened a possibility to observe the 

fractional quantum Hall effect76. 

Also, in the beginning of 1980s the gas-source MBE or metalorganic MBE were introduced77,78. 

It was a starting point of the development of a new epitaxial technology – chemical vapor 

deposition (CVD) and its varieties, which opened a production of semiconductor devices to mass- 

market. 

As well as at this time, in my opinion, a revolution development of MBE technology happened – 

the first observation of RHEED intensity oscillation during the growth of GaAs epilayers79,80. A 

period of oscillations corresponds precisely to the growth of a single layer. This fact predetermined 

a great attention to MBE due to possibility of in situ epitaxial growth monitoring. A description of 

RHEED technique is presented below in Chapter 2.4. 

In the middle of 1980s a detailed study of a nucleation of three-dimensional (3D) InAs clusters on 

GaAs(001) substrate, depending on the growth parameters was presented81,82. Now, such clusters 

are known as Stranski-Krastanov (SK) quantum dots (QDs), because 2D-3D transition with island 

formation occurs during heteroepitaxy of thin films on mismatched substrates due to elastic strain 

relaxation. Tremendous efforts are still being spent on the formation of QDs, studying their 

properties, and using them in device structures. This work is no exception. 

In 1986 another useful growth approach – Migration Enhanced Epitaxy (MEE) for low 

temperature growth of AlGaAs layers was introduced by Y. Horikoshi83. The method is based on 

alternate supply of group III and V atoms to the growth surface and makes use of the rapid 

migration characteristics of atoms in an arsenic-free atmosphere, in order to grow atomically flat 

layers even at low temperature. 

And the last thing I would like to mention in this historical background is a growth technique for 

the fabrication of nanosize III-V semiconductor structures based on MEE approach – Droplet 

Epitaxy (DE), presented by N. Koguchi in the beginning of 1990s84. Since this method is a main 
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growth technique used in this work for QD fabrication, it is worth to dedicate the whole Chapter 3 

for DE. 

1958 Introduction of “three temperature” method64 

1968-1970 Sophisticated processes of MBE in UHV67–71 

1971-1975 

MBE established as a powerful technique 

for III-V compound semiconductor films72 

End of 1970s Modulation-doping of GaAs/AlxGa1-xAs heterostructures73–75 

Beginning of 1980s Introduction of gas-source MBE, MOMBE77,78 

1983 RHEED intensity oscillation during the growth of GaAs79,80 

Middle of 1980s SK InAs/GaAs quantum dots81,82 

1986 Introduction of Migration Enhanced Epitaxy (MEE)83 

Beginning of 1990s Introduction of Droplet Epitaxy (DE)84 

Table 2.1. Milestones in the development of III-V MBE growth. 

2.2. Atomic processes in crystal growth 

Molecular beam epitaxy as a vapor deposition of thin films can be considered as the simplest case 

of crystal growth85. Atomistic theory of the crystal growth includes the following elemental 

processes, occurring in the growth zone and illustrated in Figure 2.1: 

• an adsorption (arrival) of atoms or molecules on the growth surface; 

• a migration (surface diffusion) of adsorbed atoms (adatoms) on the surface; 

• an incorporation of adatoms into the crystal lattice of the surface or growing 

monoatomic layer; 

• a thermal desorption (re-evaporation) of adatoms, which don’t incorporate into the 

crystal lattice; 

• a binding of adatoms, nucleation and further growth of two-dimensional nuclei on the 

surface. 
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Figure 2.1. Schematic diagram of processes and characteristic energies in the nucleation and growth on surfaces85. 

Atoms arrive on the surface from the vapor at a rate F, or at an equivalent gas pressure P, such 

that 

1/2/ (2 )F P mkT=  ,     (2.1) 

where m is the atomic mass, k is a Boltzmann’s constant, and T is the temperature of the vapor 

source. This creates single adsorbed atoms or molecules called adatoms or admolecules on the 

surface. 

At high temperatures, adatoms can stay on the surface for a short time. During the time they 

migrate on the surface and re-evaporate. This adsorption time τad is determined by the adsorption 

energy Ead: 

( )1 exp /ad ad adE kT− =   − ,     (2.2) 

where νad is an atomic vibration frequency, of the order 1012 – 1013 Hz, but T is considered now as 

the temperature of the surface. 

At lower temperatures, as a result of adsorption and adatom migration over the surface, atoms 

occupy well-defined positions in the crystal lattice. The migration can be expressed as two-

dimensional diffusion with diffusion coefficient D equals 

21

4
D l=  ,     (2.3) 

where l2 denotes the mean square distance covered in a single jump, ν is the jump rate. Classically, 

the transition path connecting the initial and final positions of the adatom single jump passes over 

a saddle point in energy space, and these configurations separated by the energy barrier ED. The 

jump rate is then expected to follow the universal Arrhenius law for thermal activated processes, 

0 exp( / )DE kT =  − ,    (2.4) 

where the preexponential factor ν0 is often referred as the attempt frequency, typically somewhat 

less than νad
86. During the growth of one monoatomic layer, which is usually one second, the 
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adatom can make several thousands of diffusion jumps until it reaches its final position. Thus, it 

is kind of self-organization of the epitaxial film. 

The most preferable incorporation sites of an atomically rough surface for adatoms are kinks and 

edges of monoatomic steps due to presence of a larger number of dangling bonds in these sites 

than in other positions on the surface. 

The formation of an atomic layer on a high symmetry substrate without steps or defects has to 

proceed through the aggregation of mobile adatoms into stable clusters, which subsequently grow 

by accretion. This process, described by thermodynamic nucleation theory, is presented in 

Chapter 3.3, because it gives a detailed account in words of nucleation of metallic droplets on the 

surface during droplet epitaxy. 

2.3. Thin film growth modes 

A formation of thin films on the substrate surface more often occurs in two stages: 

• stage of the formation of the two-dimensional nuclei, capable of further growth, 

• and thin film growth stage, on which nuclei grow with the formation of a continuous film. 

This is how the growth process occurs according to the three classical thin film formation 

mechanisms, introduced by E. Bauer87. 

 

Figure 2.2. The three epitaxial growth mechanisms close to thermodynamic equilibrium: (a) Volmer–Weber 

growth mode, (b) Frank – van-der-Merwe growth mode and (c) Stranski – Krastanov growth mode87. 
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Different growth mechanisms may be distinguished according to the balance between the surface 

free energy of the substrate-vacuum interface γS, the surface free energy of the epitaxial film-

vacuum interface γF, and the surface free energy of the substrate-film interface γSF. 

For the first case, when 

FS SF   +       (2.5) 

the atoms of deposited material are more strongly bounded to each other, than to substrate. The 

energy balance requires the formation of three-dimensional nuclei isolated from each other and 

further growth of these nuclei into continuous film. This mechanism is named Volmer–Weber 

growth mode (see Figure 2.2a). Nuclei appear and grow when the surface coverage is much less 

than necessary for the formation of a single monolayer. Such films become continuous at a certain 

thickness and have usually granular structure. 

On the other hand, when 

FS SF   +       (2.6) 

the energy balance requires absence of substrate surface (complete wetting of the surface). In the 

process of diffusion, adatoms form two-dimensional nuclei. At a certain moment, a formation of 

new nuclei ceases, and two-dimensional nuclei grow up to formation of a continuous monolayer. 

Then, a similar situation is realized on the newly grown layer. Growth goes layer by layer and the 

layer-by-layer growth mechanism is called Frank – van-der-Merwe growth mode (see 

Figure 2.2b). Usually, the mechanism occurs only in the case of homoepitaxy, when γSF = 0 and 

γS = γF. 

In case of heteroepitaxy and large lattice mismatch between epitaxial film and the substrate more 

often the third growth mechanism – Stranski – Krastanov growth mode occurs (see Figure 2.2c). 

The inequality (2.6) takes place for this mechanism, but increasing elastic energy change the layer-

by-layer growth mode to island growth mode after few monolayers. A spontaneous formation of 

three-dimensional nano-sized islands (self-assembled nanostructures) happens on the surface of a 

preliminary formed thin film, which called the wetting layer (WL). This growth mechanism is 

used as QD fabrication method for lattice-mismatched systems, for instance, Ge on Si or InAs on 

GaAs. 
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2.4. Reflection High Energy Electron Diffraction 

Reflection High Energy Electron Diffraction (RHEED) is widely used, and it is very powerful in 

situ analytical tool for characterization of thin films during the MBE growth, since it is very 

sensitive to the surface structure and morphology. 

 
 

Figure 2.3. (a) Principle of RHEED system. (b) Explanation of the origin of RHEED streaks. (1) Arrangement of 

the two-dimensional array of lattice points. The finite sizes, L1 and L2, of the lattice are perpendicular and parallel 

to the incident direction, respectively. The incident direction is indicated by the arrow. (2) Reciprocal lattice for the 

arrangement in (1). (3) RHEED construction for (b); the lengths of the streaks depend on the glancing angle of 

incidence, ϑ88. 

RHEED systems are simple to implement into MBE chamber, requiring at the minimum only an 

electron gun and phosphorous fluorescent screen (see Figure 2.3a). In RHEED, an electron beam, 

at an energy usually between 10 and 20 keV for epitaxial growth systems (some RHEED systems 

are employed at electron energies as high as 100 keV), is incident on a crystal surface at a grazing 

angle of a few degrees. At the surface there is a scattering process in which there can be energy 

loss. Diffracted beams leave the crystal, also near grazing incidence, and strike a detector. This 

special geometry provides a small penetration depth, owing to the interaction between incident 

electrons and atoms, RHEED is primarily sensitive to the atomic structure of the first few planes 

of a crystal lattice. 

The typical RHEED pattern is a streak pattern of well-ordered two-dimensional surface (see 

Figure 2.3b). Due to the high energy of electron beam, the origin of diffraction patterns, especially 

RHEED streaks, is easy to understand using approximation of kinematic diffraction theory and 

Ewald sphere construction. 

From kinematic diffraction theory, energy and momentum conservation give the requirements: 

k k= ,     (2.7) 

k k G− = ,     (2.8) 
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where k  and k  are the incident and scattering electron wave vectors, respectively, and G  is a 

vector of reciprocal lattice. The energy conservation requires that the magnitude of the final 

scattering wave vector of electron is constant and equals to the magnitude of the incident electron 

wave vector. Therefore, all final scattering wave vector construct a sphere, called the Ewald sphere 

(see Figure 2.4a). The momentum conservation determines Bragg spots, where the Ewald sphere 

intersects the reciprocal lattice points, which means that diffraction conditions are allowed88 (see 

Figure 2.4b). 

  

Figure 2.4. (a) The Ewald sphere is determined by the conservation of energy. (b) Conservation of momentum to 

within a reciprocal lattice vector88. 

In case of two-dimensional lattice, the diffraction condition for the Ewald sphere construction 

becomes 

k k G − = ,      (2.9) 

i.e. the difference in the parallel components of the wave vectors must equal a surface reciprocal 

lattice vector, G , and energy must be conserved. Is it possible to construct a set of parallel rods, 

which are normal to the surface and intersect the surface at coordinates that, with respect to an 

origin, correspond to the two-dimensional reciprocal lattice vectors G . Therefore, points, where 

the Ewald sphere intersects the rods, satisfy the diffraction condition (2.9)88 (see Figure 2.5). 
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Figure 2.5. Example of the Ewald construction for a surface mesh. The reciprocal lattice for the surface is a family 

of parallel rods. The separation vector of the rods is G . The intersection of the rods and the Ewald sphere conserves 

both energy and parallel momentum. The intersection of the Ewald sphere and the single plane of the rods, shown, 

is a circle88. 

The radius of the Ewald sphere equals the magnitude of the electron wave vector, which as 

de Broglie’s wave vector depends on the energy as 

22
2 em E

k
h


= = 


.     (2.10) 

Since, the electron energy exploiting in RHEED is 10 – 20 keV, the Ewald sphere radius is larger 

than separation distance G between the rods. Also, the finite size of two-dimensional lattice, 

thermal vibrations and lattice imperfections give the rods a finite non-zero thickness in reciprocal 

space. Finally, these facts lead to the intersection of the Ewald sphere with the rods not in separate 

points, but in streaks (see Figure 2.6). 

 

Figure 2.6. The origin of RHEED streak pattern of two-dimensional crystalline surface.  
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Among different applications of the RHEED technique, the first one, I would like to mention, is 

the possibility to measure the growth rate. It is based on the RHEED intensity oscillations of 

specular beam79,80 (see Figure 2.7a). A period of oscillations corresponds precisely to the growth 

of a single layer. In some cases, for instance, during the epitaxial growth of AlxGa1-xAs layers, the 

period of oscillations can be used to determine the composition, if the growth rate of one species 

is known. 

 

 

Figure 2.7. (a) Intensity oscillations of the specular beam in the RHEED pattern from a GaAs(001) – 2×4 

reconstructed surface, [110] azimuth. The period exactly corresponds to the inverse of the growth rate of a single 

Ga+As layer and the amplitude gradually decreases. The marked inflections at the beginning and end of growth 

result from ambient light change as the shutters are opened and closed79. (b) The representation of the formation of 

a single complete layer and its correspondence with RHEED intensity signal. 

RHEED intensity oscillations are realized only at layer-by-layer growth mode. For instance, an 

absence of oscillations can be related to “step-flow” growth mode on vicinal surfaces, which was 

used for surface diffusion measurements89. 

At layer-by-layer growth, RHEED intensity oscillations correspond to a periodic change in surface 

roughness. A qualitive picture of the origin of oscillations is illustrated in Figure 2.7b. A maximum 

intensity of specular beam is observed from an atomically smooth surface. As a result of the 

formation of two-dimensional islands, the intensity decreases, due to the scattering of electron 

beam by atomic steps. The intensity decreases until the surface coverage reaches half monolayer 

(Θ = 0.5), then the intensity begins to increase again. The increase in the intensity is associated 

with the increase in surface smoothness due to coalescence of two-dimensional islands. The 

intensity is close to maximum (initial) value, when the surface again becomes atomically smooth 

(Θ = 1). Such periodic cycle of the intensity is repeating many times during the epitaxial film 

growth. That’s why no oscillations are observed in case of “step-flow” growth mode, since there 

is not a periodic change in the film surface roughness. The intensity damping is related to the 
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surface roughness evolution and the start of the growth of subsequent epitaxial layers before a 

completion of previous ones. 

Another application of the RHEED technique is the possibility to distinguish between different 

crystalline states of the surface. The RHEED pattern of a single-crystalline surface is circular array 

of elongated spots or streaks, as described above. From polycrystalline structure the Debye-

Scherrer rings are observed, corresponding to different crystallographic planes, present in a 

polycrystalline material. RHEED of an amorphous surface (for instance, an oxide layer) or liquid 

materials, in which, like in the amorphous solids, there is not a long-term crystalline order (for 

instance, Ga liquid droplets on GaAs surface), is diffuse background or halo pattern. It can be used 

for a substrate temperature calibration. For instance, a good reproducibility of the temperature for 

thermal oxide desorption of GaAs substrates and appearance of RHEED pattern from single-

crystalline surface is observed at 580 °C during the heating with constant rate (~ 30 °C/min)90. 

Also, RHEED is useful for Stranski-Krastanov growth mode analysis. As mentioned above in 

Chapter 2.3, during the heteroepitaxial growth of a film with large lattice mismatch compare to 

substrate material, SK growth mechanism occurs. After a certain thickness, 3D islands self-

assembly on the surface of the WL. A two-dimensional growth of the WL is characterized by the 

RHEED streak pattern. And an appearance of 3D islands is determined by the bright diffraction 

reflexes in the form of spots, which appear due to the diffraction through the volume of the 

islands91. Of course, RHEED spotty pattern is observed not only at SK island formation, but at any 

3D formation, for instance, a quantum dot fabrication by the droplet epitaxy. Nevertheless, using 

RHEED it is possible to determine the WL thickness, or it is more correct to say the determination 

of the critical thickness of the transition from two-dimensional to three-dimensional (2D-3D) 

growth by a sharp change in the intensity of spotty reflexes92,93. 

RHEED analysis of spotty pattern from 3D islands can help in understanding the shape of the 

islands. An appearance of the so-called “chevrons” suggests a presence of the specific facets of 

the islands94. By the measuring the “chevron” angle, it is possible to determine the crystallographic 

planes corresponding to the facets. 

And the last, I would like to emphasize, it is the observation of the surface reconstructions of the 

flat surfaces by RHEED. The periodicity and the distance between RHEED streaks give the 

information about an atom order at the sample surface in the direction perpendicular to electron 

beam. Observation of RHEED pattern in different crystallographic directions give an almost 

complete picture of surface reconstruction – the process by which atoms at the surface of a crystal 

assume a different structure than that of the bulk, in order to minimize a surface energy. Surface 
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reconstruction monitoring can help in the in situ control of the growth conditions, in order to 

decrease a segregation and the adsorption of atoms of complex compounds93. Or, in case of the 

droplet epitaxy, it can help in the choice of reconstructed surface for the subsequent droplet 

deposition. For instance, the reconstructions of GaAs(001) surface are characterized by a different 

ratio between Ga and As atoms on the surface95. 

Hence, considering only few applications of RHEED, it is possible to confirm that RHEED system 

is an essential part of MBE, which gives a necessary in situ control of the growth conditions, in 

order to produce high-quality semiconductor materials. 
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Chapter 3. Droplet epitaxy 

Droplet epitaxy (DE) is a flexible growth method, performed in a molecular beam epitaxy (MBE) 

environment, which allows to self-assemble shape engineered nanostructures. The concept of DE 

results from the migration enhanced epitaxy (MEE) method, where alternate supply of group III 

and V atoms to the growth surface is used for the growth of atomically flat layers even at low 

temperature83,96. 

A new growth method for III-V microcrystals was firstly proposed by N. Koguchi and co-workers 

in the beginning of 1990s84,97 and the term “droplet epitaxy” was introduced in 199398. This 

technique is well established for the III-V nanostructure fabrication99. The fabrication process 

consists of two stages. Group III liquid metal droplets are grown on the surface, followed by 

crystallization and transformation into semiconductor nanostructures by annealing in group V 

atmosphere. 

The main advantage of DE is the possibility to fabricate semiconductor quantum dots (QDs) in 

lattice-matched systems, for instance, GaAs/AlGaAs QDs1,99, compared to common growth 

technique for strain-driven QD fabrication – the Stranski-Krastanov (SK) growth mode, at which 

3D islands of the growth material appear on the substrate surface with different lattice constant 

due to elastic strain relaxation. 

In this Chapter, I would like to discuss two stages of DE process and related control of 

nanostructure properties. 

3.1. Droplet deposition process 

 

Figure 3.1. Schematics of the DE growth procedure in the case of GaAs nanostructures. Left: Ga supply step. 

Right: As supply step99. 
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The first step of DE is the droplet nucleation. On this step it is possible to control the density, the 

size, and the distribution of droplets just by controlling the substrate temperature, the flux rate, and 

the amount of material supplied on the growth surface. The fundamental achievement of DE is the 

independent control of the density and the size of droplets. 

 

Figure 3.2. Schematic representation of the Young’s equation. 

The liquid phase of group III material can be obtained in a wide temperature range due to relatively 

low melting point of these materials (29.76 °C for gallium and 156.6 °C for indium). The liquid 

droplet formation on the solid surface is related to presence of surface tension σ of a liquid. Surface 

tension can be represented in a term of the force per unit length or in a term of the surface energy 

per unit area. The contact angle (the angle, conventionally measured through the liquid, where a 

liquid–vapor interface meets a solid surface) can be calculated using the Young’s equation100: 

cos SV SL
c

LV

 −
 =


,     (3.1) 

where θc is the equilibrium contact angle, σSV, σSL, and σLV are surface tensions of the solid–vapor 

interface, the solid–liquid interface, and the liquid–vapor interface, respectively. The Young’s 

equation arises from the consideration of a thermodynamic equilibrium between the three phases 

(see Figure 3.2). Therefore, the contact angle of the liquid metallic droplets on different substrates 

can be calculated using this simple consideration or vice versa, measuring the contact angle it is 

possible to estimate the surface tension100,101. 
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3.2. Droplet density dependence on a deposition temperature and a flux rate 

  

Figure 3.3. (a) Temperature dependence of the Ga droplets density at constant Ga flux (0.02 monolayer/s (ML/s)). 

(b) Droplet density dependence on Ga molecular beam flux at constant temperature (T = 300 °C). The density is 

obtained from large area AFM scans. All the experiments are carried out on a As-terminated GaAs(001)99. 

An important characteristic of DE is possibility to control droplet density over a wide range. The 

density is strongly dependent on the substrate temperature. In Figure 3.3a the temperature 

dependence of Ga droplets, nucleated on As-terminated (c(4×4) reconstruction) surface of 

GaAs(001), at constant Ga flux. The droplet density increases from 1×108 to 1×1011 cm-2, just 

decreasing the deposition temperature from 400 to 150 °C99. The density dependence nicely 

follows an Arrhenius law, suggesting the thermal activation nature of the nucleation process. 

Also, the droplet density depends on the flux rate (see Figure 3.3b). The density exhibits a power 

law dependence on the flux and varies over a narrower range than by controlling the deposition 

temperature. 

The droplet density dependence implies that the size of droplets depends on the amount of material 

deposited on the substrate at constant flux and constant deposition temperature. Therefore, DE 

permits an independent control of the density and the size of droplets, and subsequent 

nanostructures formed from the droplets. 

3.3. Classical nucleation theory 

As mentioned above, the droplet density dependence on the deposition temperature suggest the 

thermal activation nature of the nucleation process. The atomistic nucleation theory, developed by 

J. A. Venables85,102, predicts such exponential dependence on the temperature, but, also, power 

law dependence on the flux rate. 

The central object of this theory is the critical nucleus, which defines the free energy barrier that 

has to be surmounted to reach the stable phase. 

The classical approach to nucleation kinetics starts from balance or rate equations for the areal 

concentrations ns of clusters consisting of s atoms; n1 is the adatom density, n2 the density of 
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dimers, and so on. Only adatoms are considered as mobile species (the mobility of larger clusters 

is negligibly small), therefore clusters grow solely by aggregation of single adatoms. Defining Γs 

to be the net rate at which s+1-clusters form from s-clusters, we have for s ≥ 2 

1 s
s

s

dn

dt
−= −  .     (3.2) 

The net formation rates Γs can be written as 

1 1 1s s s s sDn n n+ + =  −  ,    (3.3) 

where γs is the rate at which adatoms detach from an s-cluster and the dimensionless capture 

number σs accounts for the propensity of an s-cluster to absorb an adatom. D is the adatom surface 

diffusion coefficient. If desorption from the surface can be neglected (the complete condensation 

limit), adatoms are lost only through dimer formation and capture at larger clusters, and the adatom 

rate equation reads 

1
1

2

2 s

s

dn
F

dt 

= −  −  .    (3.4) 

The flux rate F is defined as the number of atoms deposited per unit time and surface area. 

Now, it is possible to postulate the difference between stable and unstable nucleus or clusters. 

Stable clusters of sizes s ≥ i+1 are assumed not to decay, i.e. γs = 0 for s > i, while the detachment 

of adatoms from unstable clusters with s ≤ i occurs sufficiently rapidly to establish thermodynamic 

equilibrium between the different cluster size populations. 

The total density N of stable clusters, also referred to as islands (or in our case droplets), is 

introduced through 

1

s

s i

N n


= +

=  .     (3.5) 

The nucleation rate – the time derivative of the stable clusters total density can be obtained by 

summing (3.2) from s = i+1 to infinity: 

( ) ( )

 

1

1 1 1

1 1 1 1 1 1

1

.

s s s s

s i s i s i

s s s s s s s s

s i

dN d d
n n

dt dt dt

Dn n n Dn n n

  

−

= + = + = +



− − + +

= +

 
= = =  − = 

 

 −  − + 

  


  (3.6) 
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Taking into account that γs = 0 for s > i, 

1i i

dN
Dn n

dt
=  .     (3.7) 

The assumption of thermal equilibrium among unstable clusters implies that the net formation 

rates Γs vanish for 1 ≤ s ≤i–1, and induces the detailed balance relations (also known as the Walton 

relation) 

( )1 exp( / )
s

s s Bn n E k T =      (3.8) 

between the unstable cluster concentrations and the adatom concentration. Here Ω denotes the area 

of an adsorption site (for instance, Ω = a2 for face-centered cubic (FCC) crystal (001) surface, 

where a is a lattice constant). Ωns is a probability that an adsorption site is occupied by an s-cluster. 

This is equated to the probability (Ωn1)
s of finding s independent adatoms at adjacent sites, 

enhanced by the Boltzmann factor containing the cluster binding energy Es which is gained in 

forming the s-cluster. Equivalently, Es is the energy needed to disperse the cluster into single 

adatoms; note that E1 = 0. 

To complete the description, the rate equation for n1 is simplified by introducing the average 

capture number for stable clusters 

1

1

s s

s i

N n


−

= +

 =  .     (3.9) 

Finally, the equation (3.4) can be rewritten as 

1
1 1 1

2 1 1

1 1

2

.

s s i i s s

s s i s i

i i

dn
F F F Dn n Dn n

dt

F Dn n Dn N

 

 = + = +

= −  −  = −  = − −  =

− −

  
  (3.10) 

Together (3.7), (3.8) and (3.10) form a closed set of equations from which the island (droplets) 

and adatom densities can be computed86. 

Considering steady state nucleation regime, when the first and last terms on the right hand side of 

(3.10) balance completely, and the adatom density is determined by the island density through 

1

F
n

D N



.     (3.11) 
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Inserting this into (3.7) and (3.8) 

( )
1

1 1 1 exp exp

i
i

i i
i i i i

dN FE E
Dn n Dn n D

kT kTdt DN

+

    =  =  =     
     

. (3.12) 

Expressing flux rate F through the total coverage Θ as F = Θ/t, Equation (3.12) can be reduced to 

an integration expression with separated variables: 

1
1

1 1
exp

i
i i i

i i i

dtE
N dN

kTD t

+
+

+ +

   =  
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.   (3.13) 

An integration of (3.13) leads to 
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,  (3.14) 

which finally gives an expression for the total density of stable clusters: 

( )
( ) ( )

2 2exp exp
2 2

i i

i i i di
E E i EFN F

D i kT i kT

+ +
   + 

     
+ +   

.  (3.15) 

Therefore, from classical nucleation theory85,86,102 the droplet density depends on the deposition 

temperature T and a flux rate F by scaling law: 

( , ) expp aE
N F T F

kT
   
 

,    (3.16) 

where p is a function of a critical cluster size i (p=i/(i+2)) and Ea, the droplet density activation 

energy, is a combination of a diffusion activation energy Ed and a nucleation energy of the critical 

cluster Ei (Ea = pEd + pEi/i). 

3.4. Capture zone approach 

From the previous section it became known that, in order to find characteristic parameters of the 

droplet nucleation – the critical cluster size i and the nucleation energy of the critical cluster Ei, it 

is necessary to carry out both measurements, the droplet density dependence on the deposition 

temperature and the flux rate. Especially, to obtain the critical cluster size, it is necessary to 

measure the droplet density as a function of the deposition rate at given conditions (the main is the 

deposition temperature). 

Another approach for an estimation of the critical cluster size can be gained from the analysis of 

the capture zone (CZ) distribution103,104 of the droplets. CZs can be determined from Voronoi cells, 

a particular case of a surface tessellation where, given a set of centers (in our case the droplets), 
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the space is divided according to their “area of influence”105. Voronoi tessellation is similar to 

Wigner-Seitz cell construction for primitive cell of the crystal lattice (see Figure 3.4). 

  

Figure 3.4. (a) An example of Voronoi tessellation. (b) Construction of a two-dimensional Wigner–Seitz cell. 

The capture zone distribution (CZD) is then the statistical distribution of the sizes (areas) of the 

CZs. The predicted analytical form of CZD, that is the normalized area distribution of the Voronoi 

cells, coincides with generalized Wigner distribution (GWD), proposed by Wigner for the nearest-

neighbor spacing distribution103,104,106: 

( )2( ) expP s a s b s

  =   − ,    (3.17) 

where s is the CZ area divided by its average value, 

1 2
2 1

2 2
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+ +


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2 1
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 + +    
=      

    
 are the constants that assure normalization and unit mean conditions, 

respectively. 

The parameter β is related to the critical cluster size i by 

1i =  + +  ,     (3.18) 

where γ is characteristic of the limiting process (for instance, dimensionality of the diffusion): 

γ = 1 for isotropic two-dimensional diffusion, γ = 2 for strongly anisotropic (1D) diffusion104. 
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Figure 3.5. Normalized capture zone distribution (black dots) obtained by summing over 5 different AFM images 

of a pentacene film deposited on sputtered mica with a high deposition rate F = 1.37 ML/min at room temperature. 

The curves are calculated using the fit function Pβ(s). The best fit yields β = 4.0±0.5. The inset shows a 

representative Voronoi tessellation (8×8 μm2)104. 

Therefore, the experimental normalized CZD can be obtained from Voronoi tessellations of AFM 

or scanning tunneling microscopy (STM) images and then, can be fitted by generalized Wigner 

distribution Pβ(s) (see Figure 3.5). Finally, the critical cluster size can be estimated by (3.18) from 

observed β value, taking into account the dimensionality of the diffusion. 

CZD analysis provides an information about the size of the critical cluster and reflects the 

dimensionality of the nucleation process103 and can be extended to any aggregation-limited 

process104. Using this approach, the critical cluster size can be directly obtained from AFM scans 

and compared to the value, estimated from the droplet density dependence on the flux rate. 

3.5. The surface reconstruction influence 

As we understood from classical nucleation theory85,86,102, the droplet density activation energy Ea 

is a combination of a diffusion activation energy Ed and a nucleation energy of the critical cluster 

Ei. It means that the choice of a deposited material as well as the choice of the substrate material 

have influence on the diffusion activation energy and the binding energy, and correspondingly, on 

the droplet activation energy. 

But not only the substrate material itself, but also the surface reconstruction affects on the 

abovementioned parameters, which can change the density and the size of droplets at given 

conditions, as well as the nucleation process. 
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As reported in the work, published by A. Ohtake95, different As-rich and Ga-rich surface 

reconstructions are formed on the GaAs(001) surface depending on the preparation conditions. A 

typical surface reconstructions during DE on GaAs(001) are the As-rich c(4×4)β, (2×4), and Ga-

rich (4×6)99, which has the As coverage of 1.75 ML, 0.75 ML and 1/12 ML, respectively95. 

It means that, for instance, starting the Ga deposition on GaAs(001)-(2×4) surface, it is necessary 

to deposit almost 0.75 ML of gallium before the appearance of (4×6) reconstruction and 

subsequent formation of Ga droplets. In the other words, as long as Ga-rich surface reconstruction 

is not established on the surface, Ga atoms saturate the bonding to As, creating an adsorption layer 

of GaAs. The formation of the droplets is possible only on Ga-rich reconstruction99. Therefore, 

RHEED monitoring of surface reconstruction during droplet fabrication is very important for 

understanding the minimum amount of material, which should be supplied on the surface to start 

the droplet nucleation and the estimation of the size of droplets. 

 

Figure 3.6. RHEED patterns observed on the Ga-rich surface reconstructions of GaAs(001)95. 

At the same time, the importance of the ultrahigh vacuum environment during droplet deposition 

becomes clear. The growth chamber should be depleted from the group V atoms or molecules, 

otherwise, a creation of the adsorption layer will continue even on Ga-rich surface reconstruction 

in case of Ga supply on GaAs. The typical background pressure during the droplet deposition is 

about 1×10−9 Torr. 
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Also, from abovementioned consideration, another advantage of DE originates. It is the possibility 

to control the thickness of the WL. WL is a layer of the same material as the dots, which is formed 

during the growth and mediates the electronic interaction between the barrier states and the 

localized dot states99. Basically, the WL configuration affects on the optical properties of QDs and 

the performance of QD based devices107. In case of SK growth mode, the WL thickness is difficult 

to be controlled and depends on the lattice mismatch between the epilayer and the substrate. For 

instance, WL is about 1.5 – 1.7 ML for InAs/GaAs heteroepitaxy108,109. But the DE technique 

allows to control the WL thickness by choosing the appropriate surface reconstruction and even 

gives an opportunity to grow QDs without WL formation, for instance, by starting the deposition 

of group III atoms on the metallic-rich surface reconstruction of AlGaAs layer. 

3.6. Crystallization process 

The second step of the DE is the crystallization process and transformation of liquid group III 

droplets into semiconductor nanostructures by annealing in group V atmosphere. On this stage, it 

is possible to control the shape of nanostructures by manipulation of crystallization conditions – 

the crystallization temperature, the flux of group V atoms or molecules and the crystallization time. 

 

Figure 3.7. Schematic representation of three main processes during the arsenization of Ga droplet. Blue, red, and 

green arrows indicate places where diffusion and crystallization, VLS mechanism, the etching process, respectively, 

starts after irradiation of Ga droplet in As atmosphere. l corresponds to Ga migration length out of the original 

droplet size. 

 

The final shape of nanostructures depends on the interplay between main processes during 

crystallization (see Figure 3.7). There are diffusion of group III atoms and their subsequent 

crystallization, the VLS mechanism, and the etching of the substrate underneath the droplet 

position. Changing the crystallization conditions, one of these processes becomes dominant. 

Let us consider two extreme cases of crystallization in As atmosphere (arsenization) of Ga droplets 

on GaAs(001) surface. The first is the low crystallization temperature and high As flux. Both these 

conditions suppress the diffusion and migration of Ga adatoms from the droplets. In that case the 

VLS mechanism becomes dominant and the final shape of nanostructures is 3D islands. This is the 

origin of QD fabrication by DE. In the work of Ref.110 the crystallization kinetics of Ga droplets 
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under high As flux was studied. It was shown that the crystallization starts from a ring of GaAs 

formed at the perimeter of the droplet and which acts as a nucleation seed for the further 

crystallization. During the As supply, the ring increases size at the liquid-solid interface at the 

expense of the metallic droplet. GaAs QD growth proceeds from the surface edge of droplets with 

a constant speed along ⟨111⟩ directions until the complete depletion of the Ga contained in the 

droplet. The schematic illustration is presented in Figure 3.8. 

 

Figure 3.8. The scheme of the nanocrystal growth model during the arsenization process of Ga droplets on 

GaAs(001). The black arrows indicate the ⟨111⟩ directions110. 

The second opposite case is the high crystallization temperature and low As flux. The surface 

diffusion of Ga adatoms becomes dominant at these conditions and Ga adatoms can migrate far 

from the original droplet position, creating the disk- and/or the ring-shape of the GaAs 

nanostructures. In the work111 a qualitative model of the DE complex nanoring structure 

fabrication was proposed. The triple ring structures presented in Figure 3.9a, obtained by DE 

growth method based on short time As supply to the Ga droplets at different substrate 

temperatures. Figure 3.9b shows a schematic representation of the growth model for outer ring 

structures. As already known, Ga droplets can nucleate only on Ga-rich surface reconstructions 

(Panel 1 of Figure 3.9b). Then, arsenic supply leads to a change of a surface reconstruction from 

Ga-rich (4×6) to As-stabilized (2×4) in the out of the droplet area. High crystallization temperature 

permits Ga adatoms migrate far from the droplets and from a GaAs layer on a circular area with a 

radius ∼ Dτ (Panel 2 of Figure 3.9b). D is the Ga adatom surface diffusion coefficient and τ is a 

characteristic migration time between arrival and adsorption of As atoms. Further arsenic supply 

turns the surface far from the droplet to As-rich c(4×4) reconstruction. In the border of this area 

Ga atoms, crystallized by excess of As, form the outer ring structure (Panel 3 of Figure 3.9b). 
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Figure 3.9. (a) Upper picture: AFM image of Ga droplets on GaAs(001); bottom picture: AFM image of multiple 

concentric nanoring structures after crystallization of Ga droplets on GaAs(001). (b) Schematic explanation of the 

proposed growth mechanism or the formation of outer rings structures. Ga droplets are formed on a Ga-rich (4×6) 

surface reconstruction (1). During As supply, a (2×4) surface reconstruction appears all over the substrate on the 

top of which the Ga atoms, coming from the droplets, can migrate covering a mean displacement area of ∼Dτ (2). 

Far away from the droplet the surface turns to the As-rich c(4×4). The border of this area act as a pinning site for 

the migration of the Ga atoms (3). The detailed atomic arrangements for the different surface reconstructions are 

ignored for simplicity111. 

Z.Y. Zhou et al.112 proposed a theoretical model for the ring formation. The model considers 

isolated droplet of radius rD(t) at time t, and writes the steady state diffusion equation for the Ga 

concentration outside the droplet at radial coordinate r as 

2

2

1
0Ga Ga

Ga r Ga As

dC d C
D k C C

r dr dr

 
+ − = 

 
 .  (3.19) 

Here CGa and CAs are the respective Ga and As surface adatom concentrations. kr is a reaction rate 

constant governing the reaction between Ga and As to form GaAs solid and DGa is the Ga diffusion 

coefficient. Ga evaporation was assumed negligible for the temperatures associated with DE. 

The first term in (3.19) raises from consideration the diffusion from the cylinder, 0
d dC

r
dr dr

 
= 

 
. 

The second term is responsible for GaAs crystal formation. The same consideration can be done 

for As, adding additional terms related to As evaporation /As AsC   with the residence time τAs and 

to As deposition flux FAs: 
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Figure 3.10. (a) Typical Ga and As adatom concentration profiles at t = 0 and their resulting reaction rate, which 

is peaked away from the droplet periphery. The vertical dashed line indicates the position of the droplet perimeter 

at r = rD(0). (b) Snapshots taken from a movie generated from a theoretical model of GaAs deposition during DE. 

The time evolution of the inner and outer ring components is shown in the first and second columns of (1) – (5), 

respectively. The total double ring morphology is shown in the third column as sum of these contributions. Row 

(1) corresponds to the initial droplet, while (5) is the final deposited GaAs height following complete disappearance 

of the droplet. Blue line in all panels is the droplet profile112. 

Figure 3.10a shows Ga and As concentration profiles obtained by solving (3.19) and (3.20) The 

Ga concentration decreases monotonically away from the droplet while the As concentration 

decreases towards the droplet edge. There is a peak in the GaAs deposition rate r Ga Ask C C  where 

the outward-diffusing Ga meets the inward-diffusing As. This reaction zone is the basic physical 

origin of outer quantum rings in the model. The reaction zone exhibits a structure which can be 

divided into four distinct regions. Starting at CAs = 0 and r Ga Ask C C = 0 at the droplet edge 

(r = rD(0)), r Ga Ask C C  rises to a plateau. The plateau corresponds to r Ga Ask C C = FAs in the Ga rich 

zone surrounding the droplet. Physically, all of the deposited As is reacting to form GaAs in this 

region and the reaction rate is limited by FAs. The plateau then transforms with increasing distance 

from the droplet into a peak where As diffusing inwards impacts the Ga-rich zone. Then outside 

the peak region r Ga Ask C C  falls off rapidly as we enter a Ga-free zone112. 

The model is well described the fabrication of the multiple ring structure fabrication by DE. 

Figure 3.10b shows the calculation of the height profiles of inner and outer ring for double-ring 

structure. It can be seen in the first column of Figure 3.10b that the inner ring profile gradually 

builds up in amplitude with time. Although GaAs deposits at a constant rate, the droplet edge 

spends increasingly less time at a given radial position as the droplet shrinks, producing a peak 

away from the droplet center. Simultaneously, GaAs deposition, of the form shown in 

Figure 3.10a, gradually establishes an outer ring. This is shown in the second column of 

Figure 3.10b. The resulting morphology is shown in the third column as a sum of inner and outer 

ring. It clearly exhibits the double-ring structure112. 
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Additionally, this theoretical model can be used for the calculation group III adatom diffusion 

parameters. The measurement of Ga surface diffusion on GaAs(001)113 and In surface diffusion 

on InP(001)114 relies on the morphology determination of nano-disks that evolve, under group V 

supply, from nanoscale group III droplets, earlier deposited on the substrate surface. The 

dependence of the radius of such nano-disks on crystallization conditions gives direct access to 

group III adatom diffusion length113. 

Precise tuning of quantum dot size, aspect ratio, and faceting can be achieved in DE GaAs QDs 

self-assembly on GaAs(001) substrates115. DE-QDs, with volumes ranging from 102 to 105 nm3, 

were obtained with a controlled aspect ratio ranging from 0.05 to 0.6 and a facet orientation angle 

from 10° to 55°. It is shown that the facet orientation angle depends strongly on the As flux and 

on the crystallization temperature. The slope of the facet increases with increasing As flux and 

decreasing crystallization temperature (see Figure 3.11a). An analysis of cross-sectional scanning 

tunneling microscopy (X-STM) images of DE GaAs/AlGaAs(001) QDs shows that the QD facets 

are made up of a series of steps consisting of (001) and (111) facets whose length varies depending 

on the facet angle (see Figure 3.11b). 

  

Figure 3.11. (a) Dependence, on the crystallization parameters, of the DE QD aspect ratio ρ and facet angle θ. θ is 

the angle between the QD facet and the substrate. Upper panels: ρ dependence on As beam equivalent pressure 

(BEP) and crystallization temperature. Lower panels: θ dependence on As BEP and crystallization temperature. 

The dashed lines indicate the theoretical prediction. (b) 53 nm×17 nm filled state topography images of DE GaAs 

QDs obtained by crystallization of Ga droplets after the deposition of (1) 5 ML, (2) 3 ML, (3) 2 ML, and (d) 1.5 

ML of Ga. The images correspond to 2D cuts close to the center of the QDs. (001) facets are outlined in white and 

(111) facets are outlined in blue115. 

Therefore, an accurate selection of growth parameters and subsequent control of crystallization 

kinetics during DE, gives a possibility to precisely engineer the shape of nanostructures from 3D 

islands, 2D disks, and rings to more complex nanostructures. 
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3.7. Local droplet etching technique 

On the domination of the etching process during the droplet crystallization is based the LDE 

technique. The LDE process can be divided into several stages1,116. The first two are the same as 

for DE method. There are droplet nucleation and the droplet annealing under group V flux. The 

difference from DE process is that the annealing step is carried out under rather low group V flux 

and high temperature. In case of Ga LDE on AlGaAs surface it leads to As desorption underneath 

the Ga droplet at high growth temperatures and Ga-rich conditions117. The etching occurs and 

nanoholes with the depth larger than 10 nm penetrate the surface. The illustration of LDE process 

is presented in Figure 3.12. Then, these nanoholes can be filled and capped for QD fabrication. 

 

 

 

Figure 3.12. Schematic representation of the different steps of a Ga on AlGaAs droplet etching process. (a) Droplet 

shape establishment with increasing coverage and increase of the droplet volume by adatom attachment with rate 

RA. (b) Etching and removal of substrate material by As diffusion with rate RE and droplet material detachment 

with rate RD during post-growth annealing. The detached Ga atoms crystallize a thin GaAs layer with background 

As of flux FAs. (c) Final hole with depth d and side-facet angle α surrounded by a GaAs wall116. 

The density of nanostructures fabricated by LDE as for DE are controlled in the droplet deposition 

step. But the nanohole size depends on the initial droplet size and the crystallization process. 

Firstly, it was established that a small As background flux (BEP is about 10-7 Torr) is essential for 

etching process116. If the As BEP is higher (10-6 – 10-5 Torr), no etching occurs, and droplets are 

crystallized into nanostructures fabricated by DE method. Also, if the As BEP is rather smaller 

(10-8 Torr), the detached adatoms will re-attach to the droplet and conserve it. Thus, the etching 

process is very sensitive to crystallization parameters. 

The second observation is related to the crystallization of adatoms detached from the droplet. 

Adatoms detaching from the droplets crystallize as uniform layer surrounding the droplet 
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rim116,117. This process is very similar to quantum disk/ring formation by DE118. However, the 

depth of nanohole in the center of that ring structure can be controlled by the initial amount of 

droplet material and the crystallization temperature116,119 (see Figure 3.13). 

 

Figure 3.13. Measured and calculated depth d of Al droplet etched nanoholes. (a) Comparison of measured and 

calculated depth of Al-droplet-etched nanoholes as a function of the Al coverage. (b) Measured and calculated 

depth of Al-droplet-etched nanoholes as a function of the process temperature116. 

The main advantage of the LDE technique in contrast to DE method, especially using Al droplets, 

is the rather high temperature during QD fabrication (> 600 °C), which strongly improves the 

crystal quality of nanostructures. This fact as well as the possibility to obtain highly symmetric 

nanoholes on (001) surfaces allow to fabricate GaAs QDs grown on AlGaAs/GaAs(001) by Al 

LDE process, and such dots exhibit excellent optical properties, useful for a single photon and an 

entangled photon generation30,52. 
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Chapter 4. Experimental setup 

4.1. MBE system 

All samples presented in this work have been grown using the Applied EPI-Vecco Gen II MBE 

system installed in L-NESS laboratory120 in Como, Italy. The scheme of the MBE machine is 

presented in Figure 4.1. 

 

Figure 4.1. Functional block diagram of the Gen II MBE system. 

The MBE machine consists of three chambers separated by gate valves. The first – introduction 

chamber is connected to a class 100 flow-box for the preparation and loading/unloading samples 

and wafers. Wafers and samples are mounted on molybdenum holders and loaded on a trolley 

inside the intro chamber. This MBE system allows to load maximum 3-inch wafers. A heater inside 

the flow-box allows to mount small pieces of wafers on a special type molybdenum holder using 

melted indium. The vacuum in intro chamber is provided by the rotary pump and the Leybold 

Turbovac 361 turbomolecular pump. Also, since usually the Leybold pump is not switched off 

during the loading/unloading samples, intro chamber is equipped with hybrid turbomolecular 

pump with the diaphragm (or membrane) pump for the formation of backing vacuum. The pumps 

allow to reach 10-9 Torr. The pressure inside the chamber is monitored by the Pirani and the cold 

cathode gauges. To not contaminate MBE system during the loading/unloading procedure by the 

air, the intro chamber is connected to N2 flow line. And to prevent the contamination of MBE 
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machine from the inserted molybdenum blocks with wafers and from the wall of the chamber 

exposed to the atmosphere pressure during the loading/unloading, intro chamber is equipped with 

baking system capable to reach about 200 °C. 

The intro chamber is connected to the second chamber called the buffer chamber where the wafers 

are prepared for the growth. The trolley with sample holders can be moved from intro chamber to 

buffer chamber along a rail. There is a degas station to heat a single molybdenum holder up to 

600 °C for thermal treatments or to desorb impurities (water mainly). Usually we heat up GaAs 

substrates up to 300 – 350 °C to avoid thermal desorption of the oxide layer. The vacuum in the 

chamber is provided by a Varian VacIon ion pump, which allows to reach the pressure of about 

10-10 Torr. The pressure is monitored by the UHV nude Bayard-Alpert gauge connected to a 

Granville-Phillips 350 measurement system. 

The third chamber is the main growth chamber equipped with two UHV pumps. A cold head 

connected to a water-cooled Helix 8200 compressor is able to reach about 10 K and works as a 

cryogenic pump. Also, the second Varian VacIon ion pump is installed to the growth chamber. 

The pressure in the growth chamber is monitored by the two UHV nude Bayard-Alpert gauge 

connected to a Granville-Phillips 350 measurement system. The first gauge is used to monitor the 

background pressure in the chamber, the second one is placed on the back side of the substrate 

holder and can be rotated to the growth position to measure the equivalent pressure of molecular 

beams of the effusion cells. Also, there is a quadrupole mass-spectrometer to monitor the elemental 

composition of vacuum residue and to find leaks in vacuum system. 

Our MBE system is equipped with 5 effusion cells for Ga, Al, In, Si, and Be. Each effusion cell is 

connected to Eurotherm 900 EPC controllers. Controllers can regulate the temperature of effusion 

cell crucibles by reading the temperature of a thermocouple situated close to the crucible and by 

controlling the voltage and the current of the effusion cell filaments. Two effusion cells (for Ga 

and Al) have two filaments and two thermocouples for careful control of the crucible temperature 

to avoid accumulation of the source material at the crucible mouth and to improve the beam 

homogeneity. Other cells have only one filament. Si and Be can be used as dopants for III-V 

semiconductor materials. For arsenic, the valved cracker cell is used. It allows to fine tune the As 

flux by the needle valve. The As cell is also connected to Eurotherm 900 EPC controller which 

can regulate the temperature of the bulk zone and the cracking zone. Controlling the temperature 

of the cracking zone it is possible to select between As4 or As2 molecules (600 – 700 °C for As4 

and 900 – 1100 °C for As2). Each cell is provided with a pneumatic shutter to open and close the 

material fluxes on the substrate. 
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The substrate holder is equipped with heating system, providing homogeneous temperature of the 

entire substrate surface during rotation of the substrate holder around the central axes, and the 

thermocouple also connected to and controlled by another Eurotherm 900 EPC controller. 

Additionally, the substrate temperature above 450 °C can be monitored by the optical pyrometer 

mounted in front of the growth chamber, also, provided with a shutter to avoid the contamination 

of quartz window. 

The As cell and the substrate manipulator are water-cooled. Additionally, to improve the vacuum 

inside the growth chamber and to reduce the contamination of the samples, there are two cryo-

shrouds inside the chamber, which can be filled with liquid helium. 

Our MBE is equipped with a Staib RHEED instrument consisting of the electron gun with a 

working voltage of 13 keV, RHEED fluorescent screen, and the charge-coupled device (CCD) 

camera to in situ monitor RHEED pattern. 

The cells of the MBE machine provide stable homogeneous material fluxes in a long period. Once 

measure the flux dependence on the crucible temperature, we can use the calibration for several 

months. Figure 4.2 presents Ga flux calibration measured in 6-month period by RHEED intensity 

oscillation technique, described in the Chapter 2.4. 

 

Figure 4.2. Ga flux dependence on the crucible temperature measured in different time. 
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4.2. Morphological characterization 

 

Figure 4.3. The Veeco Innova scanning probe microscope. 

In present work for the morphological characterization of samples we used AFM of the Vecco 

Innova scanning probe microscope (SPM) (see Figure 4.3), installed in L-NESS120. The advantage 

of AFM technique compared to STM method is the possibility to scan electrically non-conducting 

samples. 

The main parts of the AFM are the SPM head with laser-photodetector system, the piezo scanner, 

and the cantilevered probe. 

The head and attached X-Y stage are kinematically mated to the scanner via three contact points. 

A pair of retaining springs hold down the head, allowing it to be raised and lowered using 

adjustment screws threaded through the scanner body. 

 

Figure 4.4. Representation of the arrangement of the photodiode elements in the SPM head. Different segments of 

the photodetector are used for generating Atomic Force Microscopy (AFM) and Lateral Force Microscopy signals. 

Photodiode array – the four elements of the quad photodiode (see Figure 4.4) (position sensitive 

detector) are combined to provide different information depending on the operating mode. In all 

modes the four elements combine to form the sum signal. The amplified differential signal between 

the top two elements and the two bottom elements provides a measure of the deflection of the 

cantilever. Similarly, the amplified differential signal between the sum of two left photodiodes and 

the sum of the two right photodiodes provides a measure of the torsion in the cantilever. 
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Figure 4.5. Typical scanner piezo tube and x-y-z electrical configurations. 

The typical AFM scanner is a piezo tube (see Figure 4.5). Alternating current (AC) signals applied 

to conductive areas of the tube create piezo movement along the three major axes. AC voltages 

applied to the scanner crystal x-y axes produce a raster-type scan motion. One of the horizontal 

axes is referred to as the “fast axis” and scans at a scan rate (typically in our measurements we 

used 0.5 – 1 Hz scan rate). The second orthogonal axis is known as the “slow axis”. In present 

work piezo scanner with 125 μm×125 μm scan size and about 5 μm vertical range was used. 

 

Figure 4.6. The image of silicon cantilevered AFM probe. 

The typical AFM probe is presented in Figure 4.6. This consists of a flexible cantilever extending 

from a rigid substrate, to which a tip has been attached. The cantilever flexibility can act as a 

nanometric spring, allowing the tip to measure surface forces or the probe is oscillated up and 

down at its resonant frequency while its amplitude and phase are monitored. The AFM lateral 

resolution is determined generally by the tip radius of curvature. In present work two types of 

silicon tips was used: with 10 nm resolution and 2 nm resolution for high resolution scanning. The 

vertical resolution is limited by the position noise with mechanical, electrical, and thermal 

contributions and it is typically much below 1 nm (about 0.3 Å for AFM used in the present work). 
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All measurements in present work were performed in tapping mode (also known as intermittent 

contact mode) of AFM. The tapping mode AFM has certain advantages over the contact mode 

where the constant cantilever deflection is maintained. Using the tapping mode, the pressure of the 

cantilever on the surface is lower, which makes it possible to work with softer and easily 

destroyable materials, such as polymers, biomaterials, or materials in liquid phase (for instance, 

liquid Ga droplets). Also, the tapping mode AFM is more sensitive to interaction with the surface, 

allowing characterize different surface properties – distribution of the viscosity and elasticity, the 

electrical and magnetic domains121. 

 

Figure 4.7. Schematic representation of the use of the cantilever vibrational amplitude (CVA) changes for the 

feedback in tapping mode AFM. 

The scanning speed in tapping mode is limited by the response time. But this problem can be 

overcome. When the sample approaches the vibrating tip, they come into intermittent contact 

(“tapping”), thereby lowering the vibrational amplitude. The amplitude change can be used for the 

feedback. The new value of the cantilever oscillation amplitude is set faster than the feedback 

system will bring the oscillation amplitude to the set value. The time to establish a new value of 

the oscillation amplitude is determined by the oscillation period and the Q-factor of the cantilever. 

The feedback error signal (mismatch signal) arising during scanning by tapping mode contains 

additional information about the surface and can be used to obtain more accurate data on the 

surface relief121. 

Therefore, additionally the surface morphology can be characterized by cantilever amplitude 

scanned image. Gentle changes in relief will be poorly displayed on the scanned image, and abrupt 

changes will be displayed with high contrast. So, it can be useful for finding small irregularities 
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such as monoatomic steps or very small nano-scale islands on a large, relatively smooth surface. 

Figure 4.8 shows the cantilever amplitude and topography AFM images of the same GaAs(111)A 

surface with 2° miscut toward ( )112  with DE GaAs QDs. Obviously, the amplitude image 

displays the sharp changes with a higher contrast, so we can see much better the steps (not 

necessarily monoatomic) of miscut GaAs surface and the shape of DE GaAs QDs. Unfortunately, 

such image does not give any information about the z-direction, but we can take it from topography 

AFM image. 

  

Figure 4.8. (a) Cantilever amplitude AFM image of the GaAs(111)A surface with 2° miscut towards ( )112  with 

DE GaAs QDs. (b) Topography AFM image of the same surface. 

All AFM images presented in this work were analyzed and obtained using Gwyddion122 and 

ImageJ123 software. 

4.3. Photoluminescence setup 

μ-PL study of telecom QDs has been carried out during my secondment period at Quantum Nano 

Photonic laboratory124 of KTH Royal Institute of Technology in Stockholm, Sweden. 

 

Figure 4.9. The scheme of μ-PL setup for characterization of single QDs. 
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The scheme of μ-PL setup is presented in Figure 4.9. QD samples are placed in closed-cycle 

cryostat in high vacuum (≈ 10-6 Torr) and cooled to 8 – 10 K. Inside the cryostat there is a 

piezoelectric precision stage to move the sample along x, y, z axes, allowing to address a distinct 

position with sub-micron resolution. To excite sample the continuous-wave HeNe laser (632 nm) 

was used. The laser light is focused on the sample using confocal microscope objective lens with 

a numerical aperture of 0.85. It creates a beam spot size of about 1 – 2 μm. The luminescence 

signal is collected by the same lens, passed through 90:10 BS to the SpectraPRO HRS 750 Czerny-

Turner spectrometer consisting of a 830 line/mm grating. The luminescence signal is spectrally 

analyzed using a liquid nitrogen cooled InGaAs photodiode array, enabling detection wavelengths 

up to 1.6 μm. The resolution of the setup is about 0.07 nm (≈ 50.6 μeV at 1310 nm). The white-

light source and the CCD camera was used to focus a laser beam on the sample surface. 

To perform polarization-dependent PL measurements, half-wave plate (HWP) on the rotational 

stage as well as linear polarizing BS were inserted on the optical path before spectrometer. 

Observation of excitonic FSS below the resolution limit of the spectrometer can be achieved 

without special interferometric methods if a polarization-sensitive method is employed. As the FS-

split components of the neutral exciton obey orthogonal linear-polarization rules, a single 

component can be selected by a detection side polarization filter (polarizing BS and HWP at the 

appropriate angle). Hence, switching between both FSS components results in an effective energy 

shift of the observed transition. And for shifts that are smaller than spatial sampling interval of 

photodetector pixel, the splitting can be extracted from the center-of-mass intensity125. The 

resolution of this method is mainly limited by the signal-to-noise ratio of the monitored transition. 

As reported in126,127, this technique avoids systematic errors arising from the polarization optics 

and a resolution as small as 0.5 μeV can be achieved. 
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Part II. Results 

Chapter 5. Droplet epitaxy on singular GaAs(111)A 

As already mentioned in previous Chapters, the unique properties of self-assembled quantum dots 

(QDs) such as discrete energy levels and a precise control of the features by QD shape and size, 

have a great potential on the possible application in the optoelectronic devices3,128–130. The main 

challenge of the self-assembled QD fabrication is the reproducibility of QDs. There are two basic 

epitaxial growth methods: SK growth mode and DE technique. DE is well-established for 

fabrication of III-V compound semiconductor nanostructures and allows to control QD density 

and size in a wide range99. Size distribution of DE QDs remains the original size distribution of 

droplets131. Using DE technique, it is possible to obtain narrow QD size distribution, resulting in 

a small ensemble photoluminescence linewidth132. 

It has been predicted theoretically31 and shown experimentally32,133 that QD structures fabricated 

on (111) surfaces should feature vanishing the FSS due to the natural C3v symmetry of the surface 

and the fabrication of highly symmetric QDs, which can be used for the entangled photon 

generation. Nevertheless, the fabrication of QDs on (111) compound semiconductor surfaces is 

not straightforward. The SK growth technique, like the prototypical InAs/GaAs system134, due to 

the low threshold energy for compressive strain relaxation in epitaxial layers by the insertion of 

misfit dislocations at the substrate-epilayer interface, is not suitable to produce the QD self-

assembly34,35,135. 

In this Chapter, the nucleation of GaAs QDs on GaAs(111)A substrates using DE technique was 

investigated and the growth conditions were identified, which allows QDs to self-assemble with 

the desired emission wavelength and highly symmetric shape maintaining a high optical quality. 

5.1. Ga droplet nucleation 

Buffer layer growth 

Foremost, for DE QD fabrication it is necessary to have smooth barrier layer surface. The growth 

and the morphology of epilayers on GaAs(111)A was studied136,137. It was established that the 

epilayer morphology is strongly depends on the growth conditions. In order to obtain highly flat 

and smooth surface, it is necessary to use rather low growth rate and high V/III ratio136 or to 

perform several annealing steps during the growth137. Otherwise, it is observed the formation of 

large (with μm lateral dimensions) triangular pyramidal hillocks consisting of up to several tens 

of steps, nucleated by staking faults138. 
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Figure 5.1. (a) 10×10 m2 AFM amplitude image of GaAs buffer layer morphology, grown using As BEP of 

3.4×10-5 Torr according to136. (b) 10×10 m2 AFM amplitude image of GaAs buffer layer morphology, grown 

using As BEP of 2.0×10-5 Torr. 

 

In present work, the GaAs buffer layer was grown according to136. After oxide desorption at 590 °C 

of an undoped GaAs(111)A substrates, a 50 nm GaAs buffer layer was deposited at growth 

temperature of 520 °C with a deposition rate of 0.07 ML/s (here and below 1 ML is defined as 

6.26×1014 atoms/cm2, which is the site-number density of the unreconstructed GaAs(001) surface. 

The buffer layer morphology is presented on Figure 5.1a. The buffer layer surface is very smooth 

with a root-mean-square (RMS) roughness of 0.14 nm. Nevertheless, small hillocks consisting of 

several steps can be nucleated. Changing the As BEP during the growth of GaAs buffer layer from 

3.4×10-5 to 2.0×10-5 Torr leads to the morphology with the RMS roughness of 0.30 nm (see 

Figure 5.1b), which is close to the interplanar distance of GaAs in the [111] growth direction 

(dGaAs(111) = 0.32 nm). Still the roughness is on the favorable level, but the presence of the high 

number of stepped hillocks makes the surface unsuitable for fabrication of DE QD with adjustable 

size. 

Droplet density dependence on the deposition temperature 

According to (3.16) of the classical nucleation theory85,102, to determine the nucleation activation 

energy Ea, we need to know droplet density dependence on the deposition temperature, so only the 

number of droplets nucleated at different substrate temperature T: 

exp( )a BN E k T .     (5.1) 

On the basis of several studies114,139,140, we assume that the density of DE III-V semiconductor 

compound QDs, crystallized at the same temperature as during the group III metal droplet 

deposition, equals the density of droplets. Therefore, the density of Ga droplets can be studied 

through the density of crystalline GaAs QDs due to their simpler measurement by AFM than liquid 

Ga droplets. 
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After buffer layer growth the substrate temperature was then decreased to the droplet deposition 

temperature varying from 250 to 450 °C and As cell valve was closed in order to deplete the growth 

chamber from the arsenic molecules. Then 2 ML of gallium were deposited with a rate of 

0.01 ML/s. During the Ga deposition background pressure was below 3×109 Torr. The supply of 

Ga without As4 enabled the appearance of Ga liquid droplets on the buffer layer surface. Next, As4 

flux with a BEP of 6.2×105 Torr was supplied at the same temperature for 3 minutes, to crystallize 

Ga droplets into GaAs QDs. Description of samples are summarized in Table 5.1. 

Sample T, °C N, cm-2 Comments 

T1 250 (1.72±0.10)×1011  

T2 300 (7.67±1.15)×1010  

T3 350 (1.83±0.06)×1010  

T3b 350 (1.85±0.09)×1010 Arsenization after 

30 min annealing 

T4 400 (2.27±0.05)×109  

T5 450 (7.17±0.08)×108  

Table 5.1. Substrate temperature during the deposition of 2ML Ga with a flux of 0.01 ML/s and subsequent 

arsenization, and the GaAs QD density of the samples. 

 

The morphology characterization of DE GaAs islands formed on the GaAs(111)A surface by was 

carried out by AFM. Figure 5.2 shows an AFM images of samples T1, T3, and T5 with GaAs QDs, 

grown at 250, 350, and 450 °C, respectively. As expected, with increasing deposition temperature 

the QD density decreases99,114,139–141. 

   

Figure 5.2. AFM topography images of GaAs QDs grown on GaAs(111)A substrate grown at (a) 250 °C (1×1 m2, 

sample T1); (b) 350 °C (1×1 m2, sample T3); (c) 450 °C (1×1 m2, sample T5). The red circle highlights a kinked 

dot. 
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It is worth to mention that some GaAs QDs fabricated on singular GaAs(111)A surface are 

“kinked” (Ga droplets spontaneously crystallized in a horizontal direction). One kinked dot is 

highlighted on Figure 5.2c. The analogues of such dots are the kinked NWs obtained by VLS 

growth on (111) surfaces142–144. A horizontal direction growth and subsequent formation of kinked 

NWs is induced by a twin-mediated mechanism, which can be suppressed/maintained by 

controlling growth conditions143,144. This behavior of spontaneous nucleation of kinked GaAs dots 

on singular GaAs(111)A surface is in agreement with the expected QD formation during the 

crystallization (arsenization) process of Ga droplets under VLS mechanism. 

 

Figure 5.3. The temperature density dependence of DE GaAs QDs grown on singular GaAs(111)A substrate 

(samples T1, T2, T3, T4, and T5 – red circles). The activation energy calculation (Ea = 1.13±0.13 eV) does not 

include a point at 250 °C due to almost coalescence of the dots. The green star indicates the QD density of sample 

T3b. The temperature error bar is ±5 °C. 

Plotting log(N) vs. 1/T, it is possible to calculate the activation energy Ea. Figure 5.3 shows the 

temperature density dependence of GaAs QDs in the range of 250 – 450 °C. The temperature error 

bar in our measurements is associated with the accuracy of the substrate temperature determination 

by the thermocouple and equals roughly ±5 °C. The density calculation was carried out using the 

data of several AFM scans from different areas of the samples. The density varies in the range of 

7×108 – 2×1011 cm-2. The density of GaAs QDs grown at 250 °C is less than the expected value 

for an Arrhenius dependence. Similar behavior of drastically reduced density at T > 200 °C was 

observed for GaAs DE QDs grown on GaAs(001)139 and Ga droplets on singular GaAs(111)A141. 

Such phenomenon was attributed to the onset of Ostwald ripening process (growth of large clusters 

on the cost of smaller ones and hence a decrease of the total cluster density in a closed 

thermodynamic system145). In order to check this hypothesis, we prepared sample T3b (see AFM 

image of the sample on Figure 5.4b), for which arsenization process was carried out after 30 

minutes of annealing at droplet deposition temperature (350 °C). The QD density of the sample 

equals (1.85±0.09)×1010 cm-2 (green star on Figure 5.3). The value is almost the same as for 

sample T3 – (1.83±0.06)×1010 cm-2, for which the annealing was not performed. Our observation 
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shows no Ostwald ripening occurs after the deposition of Ga droplets. So, we attribute the density 

decrease due to GaAs QD coalescence during the crystallization process. Therefore, we did not 

take into account the data obtained at 250 °C. The activation energy, calculated from temperature 

dependence of QD density, Ea = 1.13±0.13 eV. 

  

Figure 5.4. AFM topography images of GaAs QDs grown on GaAs(111)A substrate grown at (a) 350 °C without 

annealing step (1×1 m2, sample T3); (b) 350 °C with annealing step (1×1 m2, sample T3b). 

Capture zone distribution 

Another important parameter in the classical nucleation theory85,102 is the critical cluster size i. 

According to (3.16), i can be calculated via the droplet density dependence on the group III flux 

F: 

pN F ,     (5.2) 

where exponent p is a function of the critical cluster size. In the work141, Ga droplet density 

dependence on the Ga deposition rate deposited on GaAs(111)A at 200 °C was obtained (see 

Figure 5.5). The dependence shows a power law, and the critical nucleus size i of Ga droplets on 

GaAs(111)A can be determined to be 1. 

 

Figure 5.5. Densities of Ga droplets on GaAs(111)A plotted as a function of the deposition rate. The results were 

obtained at a substrate temperature of 200 °C. The results for GaAs(001)-c(4×4) are also shown for comparison. 

The amount of Ga atoms consumed for the droplet formation is 1 ML for both surfaces141. 
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We did not investigate the GaAs QD dependence on Ga flux rate, but the size of critical cluster i 

can be determined from CZD approach103,104, described in Chapter 3.4. 

To determine critical cluster size, it is necessary to analyze normalized (to the mean size of 

Voronoi cells) CZD distribution103,104,140 (see Figure 5.6). The fitting parameter  depends on i and 

dimensionality of the diffusion  as described in (3.18): 1i =  + +  . 

  

  

Figure 5.6. CZDs of samples (a) T2, (b) T3, (c) T4, and (d) T5, fitted by GWD. 

The parameter  and the critical cluster size i obtained with  = 1 (taking into account two-

dimensional Ga adatom diffusion104,140) are presented in Table 5.2. For T ≤ 400 °C the critical 

cluster size for Ga droplet nucleation on singular GaAs(111)A i = 1-2 atoms, which is in good 

agreement with the study141, where i is determined via Ga droplet density dependence on Ga 

deposition rate. It means that stable Ga droplet cluster on GaAs(111)A consist of 2-3 atoms. 

Besides, an increase of the critical cluster size with the increase of deposition temperature is 

reasonable, since cluster binding process is also thermally activated one85,102. And with increasing 

T the probability of a stable cluster to be decomposed into adatoms increases exponentially. 

Sample T2 (300°C) T3 (350°C) T4 (400°C) T5 (450°C) 

 4 3 4 6 

i = − 2 1 2 4 

Table 5.2. The fitting parameter  and the critical cluster size i of samples T2 – T5. 
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Additionally, CZD method gives a possibility to determine the nucleation activation energy Ea. 

Figure 5.7 shows a temperature dependence of a mean size of Voronoi cells for samples T2, T3, 

T4, and T5. Naturally, the total number of Voronoi cells are related to QD density, so using this 

dependence, it is also possible to determine Ea. From CZD approach Ea = 1.13±0.23 eV, which is 

in agreement with the value determined from QD density dependence. 

 

Figure 5.7. The temperature dependence of a mean size of Voronoi cells for samples T2, T3, T4, and T5. The 

activation energy, calculated from this method, equals Ea = 1.13±0.23 eV. The temperature error is also ±5 °C. 

Diffusion of Ga adatoms 

 

Figure 5.8. The spatial neighbor distribution of QDs for sample T2 (80×80 nm2). 
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The diffusivity behavior of Ga adatoms can be monitored through the spatial neighbor distribution 

of QDs140. The spatial dispersion of neighboring QDs for sample T2 is presented in Figure 5.8. 

The distribution represents the position of neighboring dots around the selected one in the small 

area (80×80 nm2 in that case) taking into account all dots in the 1×1 μm2 AFM image. Therefore, 

such distribution is 2D histogram of neighboring dots and small colored squares represents bins of 

that histogram. It shows that the excluded area (the area without neighboring QDs) has a 

symmetrical, nearly hexagonal shape with vertices in the 211  directions. The shape of the 

excluded zone suggests that 211  directions are preferable for Ga adatom diffusion on 

GaAs(111)A. 

This observation is in agreement with Ga-vacancy (2×2) surface reconstruction (see Figure 5.9a) 

of GaAs(111)A146,147. According to147, on GaAs(111)A-(2×2) reconstruction the diffusion 

activation energies ED equal 1.06 and 1.14 eV for the Ga adatom diffusion in the 211 and 110  

directions, respectively (see Figure 5.9b). Thus, the diffusion length in the 211  directions 

should be longer, which was observed from the excluded zone area. 

  

Figure 5.9. (a) Top view of the single-gallium-vacancy model of the GaAs{111)A-(2×2) reconstruction showing 

the surface gallium atoms and the arsenic atoms immediately below146. (b) Potential energy surface for Ga and In 

adatoms above the Ga vacancy surface. The binding energies at adsorption sites Ai, transition points T and T’, the 

primary diffusion barrier ED = T−A1 = 1.06 eV, and the secondary diffusion barrier E’D = T’−A1 = 1.14 eV for Ga 

adatom above the surface147. 

QD size distribution 

The last goal was to study a size distribution of QDs. Figure 5.10 shows the QD height distribution 

of samples T2, T3, T4, and T5 fitted by Gaussian line shapes. At the low deposition temperature 

of 300 °C the size distribution has a mean QD height of about 2.7 nm with a standard deviation of 

43% (Figure 5.10a). A Similar situation is observed at the high temperature of 450 °C 

(Figure 5.10d). The mean height for sample T5 is about 15.3 nm with the standard deviation of 

45%. And the most intriguing observation is the two peaks in the distributions at the intermediate 
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temperature of 350 – 400 °C, which can be attributed to the bimodal QD size distribution148,149. 

The sample T3 (Figure 5.10b) has two groups of QDs with the mean heights of 4.1 and 8.7 nm. 

And the mean QD heights for sample T4 (Figure 5.10c) are 7.0 and 14.8 nm. For both cases, the 

height of bigger dots are approximately two times larger than the height of small ones (2.12 for 

the sample T3 and 2.11 for T4). 

  

  

Figure 5.10. (a) The QD height distribution of samples (a) T2, (b) T3, (c) T4, and (d) T5. For the samples T2 and 

T5 the unimodal distribution is observed with a standard deviation of about 44% for both samples. The samples T3 

and T4 have the bimodal distribution. 

The most known systems, where bimodal QD size distribution was observed, is the SK 

InAs/GaAs(001) QDs148–151, where the bimodal behavior was described in terms of InAs coverage, 

which is the distinct threshold for the SK dot formation150,151, and SK Ge/Si(001) islands152,153, for 

whom the morphological shape transition of Ge islands is responsible for the bimodal distribution. 

In order to understand the origin of bimodal distribution in our samples, we analyzed the size of 

QDs nucleated in different positions for sample T4, since the bimodal behavior is strongly 

observed for this sample. Figure 5.11a shows a 1×1 m2 AFM image of sample T4 with GaAs 

QDs grown at 400 °C. The height profiles of 5 dots are presented in Figure 5.11b. The maximum 

height of dots 1-3 (which we denote as big dots) is about 9 – 12 nm. And the maximum height of 

small dots 4-5 is about 5 – 6 nm. The most important feature is the position of these dots. The big 
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dots are localized close to the step edges and the small dots are found near the middle of flat 

terraces. 

  

Figure 5.11. (a) 1×1 m2 AFM amplitude image of sample T4. The height profiles of 5 dots of the sample taken 

from (a) are presented in (b). 

As already mentioned, we did not observe ripening processes of Ga droplets. Therefore, the 

bimodal behavior of GaAs DE QDs grown on GaAs(111)A at the intermediate temperature 

350 – 400 °C can be explained in terms of original surface morphology, Ga droplet nucleation on 

the surface, and Ga adatom surface diffusion. 

There are triangular pyramidal hillocks on GaAs(111)A surface, which can consist of a huge 

number of steps (in our samples we observed hillocks with up to 15 monoatomic steps). At 

intermediate temperature if the droplet is nucleated in the middle of flat terrace, the droplet can 

capture adatoms only from the terrace, where it is located, due to the presence of sizable Ehrlich-

Schwöbel (ES) barrier of GaAs(111)A surface136,137,140, which hinders adatom diffusion through 

step edges. If the droplet is nucleated close to the step edge, ES barrier does not prevent the capture 

of adatoms from both upper and lower terraces. Apparently, it leads to the fact that the height of 

big QDs, which are crystallized from droplets nucleated on the step edges, are two times larger 

than the height of small ones, nucleated on the middle of the terraces. The absence of bimodal 

distribution at lower and higher deposition temperatures is related to the Ga adatom diffusion 

length. At low temperature, the diffusion length is shorter than the terrace width, and droplets are 

nucleated everywhere without preferable positions. At rather high deposition temperature, adatoms 

can easily overcome ES barrier, and droplets can capture adatoms from several terraces. 

5.2. QD shape control 

The problem of bimodal distribution of GaAs QDs on singular GaAs(111)A does not arise if QDs 

are needed for single and entangled photon generation due to the fact that for these purposes the 

density of QDs should be on the range of 108 – 109 cm-2. From Figure 5.3 to obtain the Ga droplet 
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density less than 109 cm-2, it is necessary to deposit Ga droplets at T ≥ 450 °C, where bimodal 

distribution is not observed. 

The next question – could we control the QD shape during the crystallization step on (111)A 

surfaces as well as on (001) surfaces? 

 

Figure 5.12. 500×500-nm AFM images of GaAs QDs crystallized at different temperatures: (a) 200, (b) 300, (c) 

400, and (d) 500 °C. Transition from hexagonal to triangular QDs is visible39. 

M. Jo et al.39 studied the formation of GaAs QDs on GaAs(111)A and observed shape transition 

from hexagonal to triangular QDs with increasing crystallization temperature (see Figure 5.12). 

The group III atom deposition step was performed at 450 °C for all samples, thus the Ga droplet 

density is the same. At low crystallization temperature of about 200 °C the shape of dots is 

hexagonal pyramid. The base is a hexagon with the sides normal to 112  directions (see 

Figure 5.12a). At high temperature of 500 °C QDs have triangular pyramidal shape (see 

Figure 5.12d). The base is ideal triangle with sides perpendicular to 112   , 121   , and 211    

directions. Authors called it as B sides. A sides are sides perpendicular to 112   , 121   , and 

211    (see Figure 5.13b). And at the intermediate crystallization temperature of 300 – 400 °C 

the shape of QDs is in between ideal hexagonal and triangular base pyramid. The sides are no 

longer equivalent and A sides of dots are shorter that B sides (see Figure 5.12b, c). 
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Figure 5.13. Schematic drawing of a GaAs(111)A surface. (a) Cross-sectional view along the 110    direction. 

(b) (111)A plan view. (c) Shape evolution of a GaAs QD from hexagon to triangle39. 

Such transition between hexagonal and triangular islands has been explained in terms of the 

different growth rates of step edges on a (111)A surface. Figure 5.13 presents two types of steps 

on a GaAs(111)A surface. A steps perpendicular to A sides have two dangling bonds per edge 

atom, whereas B steps perpendicular to B sides have only one dangling bond per atom. A steps 

grow faster since the probability to incorporate to A steps is higher due to higher amount of 

dangling bonds compared to B steps. Therefore, at high crystallization temperature when Ga 

adatom surface diffusion is high, triangular base dots with B sides are formed. With decreasing 

the crystallization temperature, the difference in the growth rates along A and B steps are, also, 

decreasing and became insignificant at temperature of about 200 °C, so it is observed hexagonal 

base pyramid shape QDs39. 
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5.3. High-temperature symmetrical QDs 

In terms of the symmetry the hexagonal base QD with the D6 symmetry has to be considered as 

more symmetrical than triangular base QD with D3 point group symmetry. Thus, hexagonal QDs 

on (111)A surfaces are preferable to obtain for entangled photon generation. But, as we can see 

from the previously mentioned study39, such shape of QDs can be obtained at low crystallization 

temperature. It means that crystal quality and consequently optical properties of the dots is poor 

without additional annealing steps. 

From the investigations about LDE GaAs QDs on GaAs(001)27,29,52, we know that such dots show 

excellent performance of the crystal quality and optical properties. Of course, one of the main 

advantages is the temperature during the fabrication process. 

Therefore, the possibility to fabricate hexagonal QDs on (111)A surfaces at high temperature 

should have an impact on the optical properties and FSS. Therefore, we have studied an influence 

of As flux during the crystallization of Ga droplets on GaAs(111)A40. 

After the oxide desorption at 580 °C, an atomically smooth surface was prepared by growing a 

100 nm thick GaAs buffer layer and a 50 nm Al0.3Ga0.7As barrier layer after reducing the 

temperature to 520 °C. To achieve a smooth surface with minimal surface roughness (RMS below 

0.5 nm), again the growth conditions were kept according to136. The substrate temperature was 

then decreased to 450 °C and the As valve closed in order to deplete the growth chamber from the 

arsenic molecules. When the background pressure reached a value about 1×10−9 Torr, 0.4 ML of 

Ga was supplied to the substrate surface with a rate of 0.01 ML/s to form droplets. During the Ga 

supply the surface reconstruction did not show any change. One sample with Ga droplets (sample 

D) was then removed from the growth chamber. Simple calculations considering the volume of 

the droplets, the density, and the amount of the deposited Ga, demonstrate with good agreement 

that all the gallium is collected inside the droplets. This is in agreement with the fact that 

GaAs(111)A surface is Ga terminated and the Ga excess, during gallium deposition, immediately 

creates droplets on the surface. 

For the other samples, in order to study the influence of substrate temperature and As flux during 

the crystallization on the QD formation, the substrate temperature was decreased to low 

temperature, 200 °C (sample L) or medium temperature, 400 °C (sample M) or increased to high 

temperature, 500 °C (the samples of H series) and then the Ga droplets irradiated with As flux for 

5 minutes. The irradiated As BEP is reported in Table 5.3. 
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Sample T during arsenization, °C As BEP, Torr 

D – – 

L 200 2×10−6 

M 400 2×10−6 

H1 500 2×10−6 

H2 500 5×10−5 

Table 5.3. Substrate temperature and As flux for the droplet crystallization of samples. 

 

Figure 5.14 shows AFM images of samples D, L, M, H1, and H2. Samples L, M, and H1 

(Figure 5.14 b, c, and d, respectively), on which droplets were arsenized with a BEP of As of 

2×10−6 Torr at substrate temperature of 200, 400 and 500 °C, respectively, show the formation of 

QDs with different shapes. On sample L truncated pyramids with a regular hexagonal base are 

formed, while truncated pyramids with equilateral triangular base are formed on sample H1. 

Sample M shows an intermediate behavior. The QDs show a truncated pyramidal shape with an 

irregular hexagonal base. The shapes of the dots of samples L, M, and H1 are in agreement with 

the previous work39. Nevertheless, M. Jo et al.39 have not study an influence of As flux on QD 

shape. Figure 5.14e presents an AFM scan of single QD of sample H2, where the droplets were 

arsenized at 500 °C with As BEP of 5×10−5 Torr. Here the QDs show a truncated pyramidal shape 

with regular hexagonal base. 

 

Figure 5.14. 250×250 nm2 AFM topography scans of single nanostructure on (a) sample D (droplets obtained by 

deposition of 0.4 ML of Ga at a substrate temperature of 4500 °C), (b) sample L (GaAs dots obtained by deposition 

of 0.4 ML of Ga at a substrate temperature of 450 °C and arsenization at 200 °C with As4 BEP of 2×10−6 Torr), (c) 

sample M (GaAs dots obtained by deposition of 0.4 ML of Ga at a substrate temperature of 450 °C and arsenization 

at 400 °C with As4 BEP of 2×10−6 Torr), (d) sample H1 (GaAs dots obtained by deposition of 0.4 ML of Ga at a 

substrate temperature of 450 °C and arsenization at 500 °C with As4 BEP of 2×10−6 Torr), and (e) sample H2 (GaAs 

dots obtained by deposition of 0.4 ML of Ga at a substrate temperature of 450 °C and arsenization at 500 °C with 

As4 BEP of 5×10−5 Torr). 
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The shape of the QDs on samples L, H1 and H2 are graphically summarized in Figure 5.15 and 

compared with the size of the original droplet. Comparing the mean dimensions of Ga droplets on 

sample D (orange), and of QDs on samples L (light green) and H1 (light blue), it is possible to see 

that the formation of QD crystallized with 2×10−6 Torr As BEP, while increasing the substrate 

temperature from 200 to 500 °C, is dominated by incorporation exclusively along A steps, while 

the incorporation along B steps is suppressed. It can be observed clearly from Figure 5.15a that 

the sides of the hexagonal dot on sample L (in light green) is mostly tangent to the base circle of 

the original droplet (orange), and that the sides of triangular dots on sample H1 (light blue) are 

mostly tangent to the base circle of the original droplet only along B steps, thus confirming the 

absence of incorporation in those directions. These observations confirm that the shape of the QDs 

is determined by kinetically controlled diffusion and incorporation processes in which the different 

growth velocity between A and B steps determines anisotropy at high temperature39. 

By increasing the As BEP up to 5×10−5 Torr at high substrate temperature, it is possible to obtain 

again QDs with hexagonal symmetrical shape. A graphical representation is reported in 

Figure 5.15b. Here we consider the shape and the mean size measured for the original gallium 

droplet (orange) and we compared it with the shape and the mean size measured for the QDs on 

sample H2 (dark green). Also, it can be observed that on sample H2 all the sides of the hexagonal 

dots are away but at the same distance from the base circle of the original droplet. 

 

Figure 5.15. Sketch of mean sized quantum dot on sample L, H1 and H2 compared with the original Ga droplet 

size. (a) Graphical representation of mean sized droplet on sample D (orange) and of quantum dot on samples L 

(light green) and H1 (light blue). (b) Graphical representation of mean sized droplet on sample D (orange) and of 

quantum dot on sample H2 (dark green). Black and red arrows in (a) and (b) indicate directions perpendicular to 

steps A and B, respectively. 

In order to understand presented phenomenology, Ga diffusion length on B steps lB was analyzed. 

When lB > LB (the B step length), the Ga adatom arriving at B steps can easily diffuse along the 

step and then reach the A steps with higher incorporation rate. The consequent higher growth rate 

of the A steps, due to both higher incorporation probability and higher Ga atom flux with respect 
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to B steps, causes the disappearance of the A steps. This leads to a triangular QD shape limited by 

facets with B steps. On the other side, when lB < LB, there is no transfer of Ga atoms between B 

and A steps and Ga is incorporated at the arrival step. This condition leads to QDs with a hexagonal 

shape. The lB is controlled by the Ga diffusivity along the B steps ( )exp /B

Ga DD E kT − , where 

ED is the diffusivity activation energy, and by Ga average time 1/ AsJ   (JAs is As flux) between 

the arrival and the reaction at the step: ( ) 1/2exp / 2B

B Ga D Asl D E kT J −=   −  . The diffusion length 

is, therefore, minimized by low temperatures and/or high As fluxes growth conditions. 

Comparing samples L and H2, the two which exhibit QDs with hexagonal shape, we observe that 

the increase in the arsenization temperature from 200 °C (L) to 500 °C (H2) determines an increase 

of a factor 5 of the diffusivity term in lB while the concurrent increase in JAs from 2×10−6 Torr (L) 

to 7×10−5 Torr decreases the Ga lifetime around factor 6. Therefore, the two effects cancel each-

other in the determination of diffusion length, leaving almost unchanged lB. We then interpret the 

observed QD hexagonal shape in L and H2 samples as the results of lB < LB due to the low 

temperature (L) and high As flux (H2) growth conditions. As a result, we can state that Ga diffusion 

length on B steps is the physical parameter that controls the kinetics of the growth, and thus, in 

turn, the QD shape. 

The described behavior allows for the growth of GaAs QDs by DE at substrate temperature much 

higher than the one typically used on (001) substrates and, compared to the data previously 

reported on (111)A substrates, to preserve the hexagonal shape also for arsenization performed up 

to 500 °C. This is expected to allow for the growth of materials with improved crystalline quality 

with respect to the usual DE QDs crystallized at 200 °C. In fact, a low temperature of 

crystallization for the Ga droplets154,155 and subsequent AlGaAs barrier deposition156 is detrimental 

for the crystalline and the optical quality of the QDs, mainly due to the formation of vacancies and 

the incorporation of defects. 

As a result, the highly symmetric dots obtained with this modified recipe (high substrate 

temperature and high As flux for the droplet crystallization) show a mean line width of the neutral 

exciton of about 15 eV and a best value of 9 eV, a mean FSS of 4.5 eV, which results in the 

large fraction (more than 95%) of emitters capable of generating entangled photon, as reported 

in13. 
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Conclusions 

DE fabrication of GaAs QDs on GaAs(111)A substrates have been studied. The temperature 

dependence of GaAs QD density in the range of 250 – 450 °C was investigated. The activation 

energy Ea = 1.13±0.23 eV was calculated by two approaches (from QD density dependence85,102 

and CZD103,104). Also, using CZD the critical cluster size i for Ga droplet nucleation on 

GaAs(111)A was estimated, taking into account two-dimensional behavior of Ga adatom 

diffusivity104,140. i = 1-2 atoms at deposition temperature T < 400 °C and 4 atoms at 450 °C. We 

monitored the spatial neighbor distribution of QDs. It shows that the area without neighboring 

QDs has a symmetrical, nearly hexagonal shape with vertices in the 211  directions. The shape 

of the excluded zone suggests that 211 directions are preferable for Ga adatom diffusion on 

GaAs(111)A. This observation is in agreement with Ga-vacancy (2×2) surface reconstruction of 

GaAs(111)A146,147. And we observed the bimodal size distribution of GaAs QDs, grown at 

intermediate temperature of 350 – 400 °C, attributed to an influence of surface morphology and 

Ga adatom surface diffusion during Ga droplet nucleation process. Small droplets are nucleated 

close to the middle of big flat terraces. Otherwise, the big droplets are nucleated near the step edges 

of the terraces. 

We investigated and modeled the dependence of the QD shape and size on the growth parameters 

during the crystallization process. The model proposed shows that high temperature droplet 

epitaxy on (111)A substrates is governed, as the standard droplet epitaxy on GaAs(001), by the 

balance between crystallization within the droplet and the process of Ga adatom detachment from 

the droplet, diffusion and incorporation into the crystal surrounding the droplet. The predominance 

of the former over the latter allows for the self-assembly of 3D islands. This is realized on 

GaAs(111)A substrates at high T owing to the low residence time of the As on the (111)A surface 

which hinders the diffusion/crystallization processes on the crystal surface around the droplet. The 

high As pressure required for the crystallization also permits the equalization of the growth 

velocities along the A and B steps by increasing the incorporation of Ga adatoms along the B steps, 

resulting in a symmetric hexagonal shape. As a result, the highly symmetric GaAs/AlGaAs QDs 

obtained with this modified recipe (high substrate temperature and high As flux for the droplet 

crystallization) show a mean line width of the neutral exciton of about 15 eV and a best value of 

9 eV, a mean FSS of 4.5 eV, which results in the large fraction (more than 95%) of emitters 

capable of generating entangled photon13. 
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Chapter 6. Droplet epitaxy on vicinal GaAs(111)A 

As previously mentioned, the general issue, related to the epitaxial growth on a singular (111) 

surface, is the formation of large pyramidal hillocks, nucleated by stacking faults138. To create 

well-defined DE QDs, a flat surface should be obtained. Optimal growth conditions for Ga(Al)As 

layers on a singular GaAs(111)A surface are low growth rate and high V/III flux ratio136, so the 

growth of QD embedded in a planar cavity with the thick DBRs becomes problematic on the 

singular (111)A surface. These critical requirements can be mitigated using a vicinal (111) surface, 

in which the growth conditions (high growth rate and low V/III ratio) are similar to those for a 

GaAs(001) surface thanks to the presence of preferential nucleation sites at the step edges133,154. 

However, in this case, presence of steps should change the formation process and the distribution 

of nanostructures. Accordingly, understanding the metal droplet nucleation process and QD 

formation dynamics on (111) vicinal surfaces in QD-DE self-assembly is, therefore, a fundamental 

step for improving presented QD devices. 

GaAs QD fabrication on misoriented GaAs(111)B substrates with a miscut of 1° toward (211) 

have been already studied158. During droplet deposition and arsenization, rather low substrate 

temperatures had to be employed to suppress the strong Ga diffusion on the (111)B surface159 and 

achieve the desired droplet density of about 108 – 109 cm-2. The only effect of the miscut on the 

DE process could be observed on big Ga droplets deposited at high temperatures. They do not 

show the desired circular symmetry but are elongated in the direction of the miscut. Medium and 

small droplets were not influenced by the misorientation. 

6.1. GaAs QDs on vicinal GaAs(111)A 

Buffer layer growth 

Samples were grown on semi-insulating GaAs(111)A substrates with a miscut of 2° miscut toward 

( )112 . We observed a good reproducibility of the temperature (580 °C) for native oxide 

desorption and appearance of (2×2) reconstruction146,147. After oxide desorption at 590 °C, a 

130 nm GaAs buffer layer was deposited at growth temperature of 520 °C, to obtain a smooth 

surface. The growth rate was 0.5 ML/s. The BEP of As4 flux was set at 2×10-5 Torr. Then, the 

surface was smoothed out at the same temperature and As4 BEP of 8.7×10-6 Torr for 5 minutes. 

During the growth of the buffer layer, only (2×2) reconstruction is observed. 
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Figure 6.1. AFM topography image (5×5 m2) of GaAs buffer layer grown on GaAs(111)A with 2° miscut toward 

( )112 . Arrow indicates 112    direction perpendicular to steps. The average terrace width is 12.8 nm. 

The sample surface topography, measured by AFM, before the metallic Ga deposition is shown in 

Figure 6.1. Via AFM measurements we have determined that the GaAs buffer layer consists of 

terraces separated by step with height in the 1 – 3 ML range. The measured average width of the 

terraces in our conditions is 12.8 nm. (The width of 1 ML terrace is 9.3 nm). The step edges are 

perpendicular to the 112    direction. 

Ga droplet nucleation 

We have investigated the nucleation of Ga droplets and fabrication of DE GaAs QDs on vicinal 

GaAs(111)A substrates and the influence of deposition conditions on the QD density and shape140. 

After the growth of buffer layer, the substrate temperature was then decreased to the droplet 

deposition temperature varying from 300 to 500 °C and As cell valve was closed in order to deplete 

the growth chamber from the arsenic molecules. Then 2 ML of Ga were deposited with a rate of 

0.01 – 0.08 ML/s. During the Ga deposition background pressure was below 3×10-9 Torr. The 

supply of Ga without As4 enabled the appearance of Ga liquid droplets on the surface. The surface 

reconstruction remained (2×2) also during this step. Next, As4 flux with BEP of 6.2×10-5 Torr was 

supplied at the same temperature for 3 minutes, in order to crystallize Ga droplets into GaAs QDs. 

A sample D2 was prepared without annealing in As4 atmosphere, this leaving liquid the Ga 

droplets on the surface. Growth conditions of samples are summarized in Table 6.1. 
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Sample T, °C Ga flux, ML/s N, cm-2 

T1 300 0.01 (4.1±0.5)×1010 

T2 350 0.01 (5.6±0.5)×109 

T3 400 0.01 (4.7±0.3)×108 

T4 450 0.01 (3.6±0.1)×108 

T5 500 0.01 (1.7±0.1)×108 

F1 350 0.01 (5.6±0.5)×109 

F2 350 0.04 (2.8±0.4)×1010 

F3 350 0.08 (4.2±0.4)×1010 

F4 450 0.01 (3.6±0.1)×108 

F5 450 0.04 (5.9±0.4)×108 

F6 450 0.08 (7.9±0.3)×108 

D1 350 0.01 (5.6±0.5)×109 

D2 350 0.01 (7.2±1.1)×109 

Table 6.1. Conditions used for the growth of the samples on vicinal GaAs(111)A substrate. The deposition 

temperature, Ga flux rate during Ga droplet deposition, and the density of GaAs QDs (Ga droplets for sample D2) of 

samples are indicated. 

 

A fundamental starting point is the demonstration that the QD density measured after the annealing 

in As4 atmosphere equals the density of droplets formed during the Ga deposition also on the 

vicinal GaAs(111)A substrate. This assumption is tested by comparing samples D1 and D2, 

obtained using the same conditions for the deposition of the Ga droplets. On sample D2 the density 

of Ga droplets is (7.2±1.1)×109 cm-2, thus in agreement with the density of GaAs QDs measured 

in sample D1: (5.6±0.5)×109 cm-2. The surface topography of the samples D1 and D2 is presented 

in Figure 6.2. 
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Figure 6.2. AFM topography images of (a) GaAs QDs (2×2 m2, sample D1) and (b) Ga droplets (2×2 m2, sample 

D2) grown on GaAs(111)A with 2° miscut toward ( )112 at 350 °C. Arrows indicate 112    direction 

perpendicular to steps. 

The AFM images of the samples T1, T2, T4, T5 are reported in Figure 6.3. The droplets are 

randomly nucleated at the sample surface, with a higher probability at the terrace boundaries. The 

deposition temperature range drives the system in the complete condensation regime, due to the 

quenching of the Ga desorption102. 

  

  

Figure 6.3. AFM topography images of GaAs QDs grown on GaAs(111)A with 2° miscut toward ( )112 at (a) 

300 °C (2×2 m2, sample T1); (b) 350 °C (2×2 m2, sample T2); (c) 450 °C (5×5 m2, sample T4); (d) 500 °C 

(5×5 m2, sample T5). Arrows indicate 112    direction perpendicular to steps. 

As expected, the droplet density N is a function of droplet deposition temperature T and Ga flux 

rate F. As mentioned in Chapters 3.3 and 5.1, from the classical nucleation theory the density of 
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droplet formed by diffusing adatoms on the surface, according to (3.16), is expected to vary with 

the law: 

( )( , ) exp /p

aN F T F E kT  .    (6.1) 

The exponent p depends on the characteristics of the process of atom aggregation. The p parameter 

is a function of critical cluster size i and depends on the actual characteristics of the growth 

process160. Ea is a combination of a diffusion activation energy ED and the nucleation energy of 

critical cluster Ei
85,102: 

/a D iE pE pE i= + .     (6.2) 

Critical cluster size cannot be less than 1, for Ga droplets deposited on singular (001) and (111)A 

GaAs surfaces the critical cluster size was reported and equals two139 and one141, respectively. 

Previously we also determine i = 1-2 atoms for low temperatures below 400 °C and i = 4 for high 

temperatures in case of Ga droplet nucleation on singular GaAs(111)A. 

 

Figure 6.4. The density of GaAs QDs grown on GaAs(111)A with 2° miscut toward ( )112  as a function of 

deposition temperature. 0.47 eV and 1.47 eV are activation energies for two different Ga droplet nucleation 

regimes. 

As reported in Figure 6.4, with the increasing deposition temperature, droplet density decreases. 

A clear bend in the T dependence of N is observed around 400 °C. The activation energy changes 

value from Ea = 1.47 ± 0.10 eV at low temperatures to Ea = 0.47 ± 0.03 eV at high temperatures. 

Here the main error source in the activation energy determination is related to measure of the exact 
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deposition temperature. The presence of two temperature ranges with different activation energies 

in N(F, T) has not been observed on singular (111)A surfaces141,161,162 and, therefore, it is peculiar 

for vicinal surfaces. 

Since Ei is the binding energy that is gained when i single adatoms form a cluster of the size i, in 

the first approximation the value of Ei depends linearly on the size of critical cluster, so the value 

Ei/i is a constant141. Thus, according to Equation (6.2), the change in the Arrhenius plot slope of N 

is related to a change in the energy Ed due to a temperature modification of the surface diffusion 

phenomena, or to a variation in the p parameter value. p can be independently determined via the 

dependence of N on F (see Figure 6.5). p equals 0.95±0.09, and 0.37±0.04 at 350 and 450 °C, 

respectively, thus showing that a relevant change in the nucleation process is occurring at 

≈ 400 °C. 

 

Figure 6.5. The density of GaAs QDs grown on GaAs(111)A with 2° miscut toward ( )112  as a function of Ga 

flux rate. 0.95 and 0.37 are exponent parameter p of density dependence on Ga flux at 350 and 450 °C, respectively. 

The surface reconstruction, as measured by RHEED, remains (2×2) in the whole temperature range 

showing that no change in the microscopic diffusion process and thus, in turn, of the diffusion 

activation energy happens at T = 400 °C. 

Thus, the change with T in Ea is therefore related to the change in the p parameter. According to 

classical nucleation theory85,102, p depends on i as: 

2

i
p

i
=

+
.     (6.3) 
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A reduction in p is therefore related to a strong decrease in critical island size i. If the observed 

dependence of p on T is stemming from a temperature dependence of the critical island size i, it 

would require a change in critical island size, in order to justify the change of p of around a factor 

of 2.5 when temperature crosses T = 400 °C, from i = 1 at high T to i ≈ 40 at low T, thus too steep 

and in the wrong direction (lowering the temperature usually stabilizes the nuclei) to be reasonable. 

Therefore, the decrease of p cannot be explained in terms of classical nucleation theory85,102. 

Influence of miscut substrate on diffusion behavior 

According to104, p depends on i and the diffusion environment: 

1

i
p

i
=
 +  +

,     (6.4) 

where γ is a parameter which indicated the dimensionality of the diffusion process. For two-

dimensional isotropic diffusion,  = 1. If the adatom diffusion is strongly anisotropic, thus 

rightfully considered one-dimensional,  = 2. Any case of restricted adatom diffusion, e.g. in 

presence of impurities acting as obstacles, is characterized by a parameter  > 1. So, the change in 

p is could be related o a change in the diffusion dimensionality, which affects the parameter  

A change in the dimensionality of the surface diffusion from two to one dimension may justify the 

reduction of a factor two of p at high T. Therefore, it is the utmost importance to independently 

determine the behavior of adatom diffusivity and the critical nucleus size i with deposition 

temperature on (111)A vicinal surface. 
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Figure 6.6. (a) AFM topography image of QDs grown on GaAs(111)A with 2° miscut toward ( )112  at 300 °C 

(2×2 m2, sample T1), corresponding (c) spatial dispersion of neighboring QDs (0.16×0.16 μm2) and (e) CZD 

obtained from voronoi tessellation, fitted by GWD. (b) AFM toppgraphy image of QDs grown on GaAs(111)A 

with 2° miscut toward ( )112 at 450 °C (20×20 m2, sample T4), corresponding (d) spatial dispersion of 

neighboring QDs (1.6×1.6 μm2) and (f) CZD obtained from voronoi tessellation, fitted by GWD. Arrows indicate 

112    direction perpendicular to steps. 
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Any change in the diffusivity behavior of the adatoms can be monitored through the spatial 

neighbor distribution of droplets (see Figure 6.6c, d). From these graphs it is possible to extract 

the average excluded zone around each droplet, which is due to the adatom density depletion 

stemming from the efficient adatom capture by the droplet within one diffusion length from the 

droplet itself. This makes the adatom density low enough to inhibit additional droplet nucleation 

in the area160. The excluded zone size and shape is then related to the actual adatom diffusion on 

the surface, and it permits to extract a qualitative dependence of this quantity at different deposition 

conditions. At T < 400 °C, the excluded area has a symmetrical, nearly hexagonal, shape (see 

Figure 6.6c), which shows no preferential direction for Ga adatom diffusion. The excluded zone 

radius is around 20 nm at T = 300 °C. This value corresponds approximately to two times the 

average terrace width. From AFM scans, we have observed that the droplets nucleate at the terrace 

steps, thus being able to collect adatoms from two contiguous terraces. The observed excluded 

zone radius thus stands for to a situation where the adatom, on average, can travel to the droplet 

without meeting a step. A clear transition in the shape of the excluded zone occurs around 400 °C. 

At T > 400 °C the excluded zone area becomes strongly asymmetrical, with a dimension along 

112    exceeding 60 nm and strongly elongated in the 110    direction, thus along steps. This 

behavior stems from the presence of a sizeable ES barrier at the step edge which hinders adatom 

diffusion across the steps136. In fact, the ES barrier corresponds to an additional energy needed for 

an adatom to jump across the terraces163, which characterize the (111)A vicinal surface, and 

decreases the diffusivity in the 110    direction. Therefore, Ga adatoms at T > 400 °C 

predominantly migrate in the direction along steps in a strongly anisotropic way, this way 

approaching a quasi-one-dimensional diffusion behavior. 

Capture zone distribution 

An estimation of the critical cluster size i can be gained from the analysis of the capture zone (CZ) 

distribution103,104 of the droplets. CZs can be determined from Voronoi cells. The CZs derived 

from the AFM images of the self-assembled droplet at 300 and 450 °C are reported in 

Figure 6.6e,f, respectively. The parameter  is related to the critical nucleus size i and to 

dimensionality of diffusion  by 1i =  + +  . 

The experimental normalized capture zone distribution has been obtained from CZ tessellations 

and have been fitted by generalized Wigner distribution (see Figure 6.6e,f). The fitted  equals 

5±1 at 300 and 350 °C while β = 7±1 at 400, 450, and 500 °C. Thus, the measured  values 

correspond to, taking into account the two-dimensional adatom diffusion ( = 1), critical nucleus 
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size i = 3±1 at T <400 °C. At T ≥ 400 °C, we observe a quasi-one-dimensional adatom diffusion 

behavior, so we fit with  ≈ 2. Then observed  value is consistent with i = 2.0±0.5. Therefore, 

according to GWD analysis, the critical cluster size i can be assumed the same in the whole 

measured T range and equal to i = 2. This means that three Ga atoms are sufficient to form minimal 

stable cluster on the vicinal GaAs(111)A surface. The same size for stable Ga cluster was 

previously demonstrated by in-situ STM during the growth on GaAs(001) substrate164. It is worth 

noticing that the i value, as determined by CZ analysis, qualitatively accounts for the observed 

values of p. From (6.4) the predicted scaling parameter for one dimensional diffusion at high T, 

calculated using i = 2.0±0.5 and  = 2, pHT = 0.29±0.11, and the ratio between the low T and high 

T values of p, pHT/pLT = 1.72±0.65, determined setting i = 2 and varying  between its high and 

low T values, are within the errors of the experimental pHT = 0.37±0.04 and pHT/pLT = 2.57±0.52. 

6.2. In droplets on vicinal GaAs(111)A 

Quantum networks require a long-distance communication, therefore for exploiting the optical 

fibers with low optical losses it is necessary to fabricate quantum sources mitting at telecom band 

range. Since lattice-matched GaAs/AlGaAs QDs systems emit at a wavelength in the 750 to 

800 nm range13,32,33, to shift an emission wavelength up to telecommunication bands 

(1.31 – 1.55 m), it becomes necessary to adapt the heterostructure composition to allow for the 

emission in the required energy range. One possible way is to fabricate InAs QDs embedded in 

InGa(Al)As layers, pseudomorphically grown on InP substrates165,166 or metamorphically grown 

on GaAs substrates15,167–169. Thus, we investigated indium islands self-assembly (the first step of 

InAs QD fabrication by DE technique) on vicinal GaAs(111)A substrates170. 

The temperature dependence of In island density 

Firstly, we have studied an influence of the deposition temperature on the indium islands density, 

in order to determine suitable conditions for the fabrication of individual emitters. Indium islands 

were self-assembled on semi-insulating GaAs(111)A substrates with 2° miscut toward ( )112 . 

After an oxide desorption at 590 °C for 5 min, a 130 nm GaAs buffer layer was deposited to smooth 

the surface. The substrate temperature T was varied from 30 to 395 °C. The temperature was 

calibrated by the desorption of native oxide and appearance of (2×2) reconstruction at 580 °C and 

by melting a piece of indium, attached to sample holder, at 156.6 °C. The total amount of indium 

supplied for the island formation was 2 ML, deposited with a growth rate of 0.04 ML/s. For one 

sample 1 ML of In was deposited at 80 °C, to check the influence of a deposited indium amount 

on the island density. During the indium deposition the background pressure was below 3×10-

9 Torr. The supply of indium without As4 enabled appearance of indium liquid droplets or indium 
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solid islands on the surface, depending on the deposition temperature. Every growth experiment 

was monitored in situ by RHEED. 

Figure 6.7 shows AFM images of indium islands obtained on vicinal GaAs(111)A at different 

deposition temperature and the same In flux rate. From the nucleation theory of J. A. Venables85,102 

(described in Chapter 3.3), the density of stable clusters exponentially depends on the temperature: 

with decreasing the deposition temperature the density of stable clusters is increasing. The density 

dependence of Ga droplets and GaAs QDs self-assembled on GaAs(001)139, on singular 

GaAs(111)A141,161, and on vicinal GaAs(111)A140, as well as In droplets and InAs QDs on 

GaAs(001)171 and on InP(001)114 satisfy the behavior described by the nucleation theory. 

    

   

 

Figure 6.7. AFM topography images of indium islands, obtained by depositing 2 ML of indium on GaAs(111)A 

with 2° miscut toward ( )112  at (a) 395 °C (10×10 m2), (b) 370 °C (10×10 m2), (c) 240 °C (1×1 m2), (d) 

160 °C (1×1 m2), (e) 80 °C (1×1 m2), and (f) 30 °C (1×1 m2). (g) AFM topography image of indium islands, 

obtained by depositing 1 ML of In on GaAs(111)A with 2° miscut toward ( )112  at 80 °C (1×1 m2). 

As it is clear from Figure 6.8, the density of indium islands self-assembled on vicinal GaAs(111)A 

displays a complex dependence on the deposition temperature. In the reported 30 – 395 °C 

temperature range, indeed, deviations from the monotonic increase of density with decreasing 

temperature predicted by the nucleation theory85,102 is quite evident. The same behavior in the 

range of 100 to 200 °C is shown by In islands self-assembled on both on-axis and vicinal (111)A 

substrates (green stars and red circles, respectively, in Figure 6.8), thus excluding an origin related 

to the presence of the strong anisotropy in the adatom diffusion coefficient on vicinal substrates 

due to ES barrier at the step edges140. The temperature error bar in our measurements is associated 

with the accuracy of the substrate temperature determination by the thermocouple and equals 
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approximately ±5 °C. The temperature or density error bar is not presented, if it is less than the 

size of red circles or green stars. 

 

Figure 6.8. Temperature density dependence of self-assembled indium islands. Red circles correspond to 2 ML In 

deposited on vicinal GaAs(111)A with 2° miscut toward ( )112 ; the brown square corresponds to 1 ML In 

deposited on vicinal GaAs(111)A 2° miscut toward ( )112  at 80 °C; and green stars correspond to 2 ML In 

deposited on singular GaAs(111)A at 100, 150, and 200 °C. Temperature error is ±5 °C. The temperature or density 

error bar is not presented if it is less than the size of red circles or green stars. Orange line indicates the indium 

melting point (
melt

InT  = 156.6 °C). 

 

  

Figure 6.9. RHEED patterns of 2 ML In deposited on vicinal GaAs(111)A with 2° miscut toward ( )112 at (a) 

185 °C (halo pattern) and at (b) 80 °C (spotty pattern). Red arrows indicate RHEED reflexes from indium 

crystalline islands and white arrows indicate RHEED reflexes from GaAs. 

Data in Figure 6.8 were conveniently analyzed by considering separately liquid droplets and solid 

nanocrystals. The RHEED diffraction pattern was monitored during the deposition to assess the 

indium island state. A halo pattern was observed at deposition temperatures of 160 and 185 °C 

(see Figure 6.9a), which confirms the self-assembly of liquid droplets on the surface at 
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temperatures above the In melting temperature melt

InT  ≈ 157 °C. On the contrary, at temperatures 

below melt

InT , a spotty pattern was observed (see Figure 6.9b), indicating the formation of epitaxial 

crystalline islands. It is worth mentioning that no indication of the formation of liquid droplets or 

solid islands can be obtained from RHEED at T > 200 °C, due to the low density of the formed 

islands and only (2×2) reconstruction of GaAs(111)A surface was observed during the deposition 

of indium. 

RHEED analysis of In solid island formation 

  

  

  

Figure 6.10. (a) RHEED pattern of GaAs buffer before the deposition of In. (b) The time dependence of the 

intensity of RHEED reflexes from GaAs and In taken along the 011    azimuth. RHEED patterns along (c) 011    

(d) 211   , (e) 101   , and (f) 121   azimuths after the deposition of 2 ML In on vicinal GaAs(111)A with 2° 

miscut toward ( )112 at 80 °C. Red and white arrows correspond to points where the intensity dependence of In 

and GaAs reflexes, respectively, on panel (b) was measured. 

A detailed analysis of the RHEED patterns recorded during the deposition of In at 80 °C (see 

Figure 6.10) permits to assess the crystal structure and the lattice parameter of the indium 

crystalline islands. Before the indium deposition, only (2×2) - GaAs(111)A reconstruction was 

observed (Figure 6.10a). After the deposition of 2 ML In, the diffraction reflexes of (2×2) 
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reconstruction disappeared and (1×1) - GaAs(111)A reconstruction and additional spotty and 

elongated reflexes were observed in 110  and 211  azimuths (Figure 6.10c-f). The appearance 

of the additional spots shows that the indium islands are crystalline, but the growth is not 

pseudomorphic to the GaAs(111)A substrate. The calculated interplanar distances of In islands 

along each of the equivalent direction on (111) surface are the same (l1 = 0.336±0.002 nm along 

110  and l2 = 0.584±0.005 nm along 211 ). Additionally, the ratio l2/ l1 equals 1.74±0.03 agrees 

with value 3  for a cubic crystal. This observation confirms that In islands, grown on vicinal 

GaAs(111)A substrate at 80 °C, have FCC crystal structure with lattice constant 

FCC

Ina  = 0.475±0.003 nm. 

Figure 6.10b shows RHEED intensity dependence of In and GaAs reflexes taken along the 011    

azimuth. The points where the intensity was measured are pointed by arrows on Figure 6.10a, c. 

The intensity of the In reflex at 0 ML is not zero because there is a diffusive background from 

GaAs surface reconstruction. The In reflex intensity decreasing up to ≈ 0.5 ML is related to drastic 

decreasing of GaAs reflex intensity and its diffusive background. After 0.5 ML, the In reflex 

intensity starts increasing while GaAs reflex decreases until the end of the 2 ML deposition. It is 

related to a nearly pseudomorphic state of initially small islands and/or to low sensitivity of 

RHEED technique. 

Bulk indium has body-centered tetragonal (BCT) lattice. Any BCT lattice can be also represented 

as face-centered tetragonal (FCT) lattice, which, in the case of In has the following parameters: 

a0 = 0.460 nm and c0 = 0.495 nm at 300 K172. Considering thermal expansion173, the FCT lattice 

constants at 80 °C (353.15 K) are a0 = 0.466 nm and c0 = 0.500 nm. A slight expansion of a0-axis 

of 1.8% and a compression of c0-axis by 5% results in transition from FCT to FCC lattice in 

agreement with our observation. FCC lattice of indium have been already observed for In 

nanoparticles (NPs)172,174 and indium islands175 with a lattice constant of 0.47 – 0.50 nm172,174,175. 

It is assumed that BCT-FCC transition occurs because of the surface tension with little volume 

dilatation at a small size of NPs. Thus, indium islands deposited on vicinal GaAs(111)A substrate 

at T < melt

InT  are relaxed, with lattice constant that closely matches that of In FCC crystal. 

Moreover, it is necessary to emphasize that BCT lattice of indium has a lattice mismatch with 

GaAs of ≈ 19%. It means that, evidently, the In/GaAs interface is such that a large portion of the 

big mismatch is accommodated by plastic deformation. Moreover, there is a residual strain, due to 

BCT-FCC transition. 
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Strain-induced reentrant behavior of In island density dependence 

Our observations point that melt

InT  splits the island density temperature dependence into two zones 

(separated by a vertical orange line in Figure 6.8), namely, above melt

InT , where the islands are liquid 

indium droplets, and below melt

InT , where the islands are slightly strained, indium FCC nanocrystals. 

In the liquid phase, the indium island density is increasing with decreasing temperature. Despite 

the behavior being simple, it is worth noting that the indium island density deviates from the single 

exponential law predicted by straightforward application of nucleation theory85,102, showing 

reduced activation energy at T < 300 °C with respect to the higher temperature values. Such 

behavior is attributed to the diffusive movement of small droplets clusters which may contribute 

to the subsequent coalescence of small metal clusters, which reduce the number of islands on the 

surface139,141,176. 

As the temperature is lowered and solidification takes place, the density dependence on 

temperature completely changes behavior. At first, a surprising decrease with decreasing 

temperature is observed until, at even lower temperatures (≈ 80 °C), another drastic change in 

slope takes place bringing back the temperature dependence of the island density to the expected 

increase with decreasing temperature. 

At sufficiently low temperature the density of islands grows with decreasing temperature (extreme 

right portion of Figure 6.8) and it is a direct consequence of reduced diffusion length of In 

adatoms139,141,161. The island density, after reaching a minimum approximately 80 °C, increases by 

increasing the temperature until melt

InT . Interpreting such behavior in the island density vs. 

temperature dependence using standard nucleation theory is impossible. Within this approach 

possible sources of the activation energy change (the slope in the log(island density) vs. 1/T) could 

be linked to an increase/decrease of the critical nucleus size or to a non-monotonic change of the 

adatom diffusivity, which could suffer below the In solidification temperature85,102. Both 

explanations are, however, hardly justifiable as the change of the critical nucleus is not expected 

and no transition in surface reconstruction of the GaAs surface is observed at melt

InT  to explain a 

different adatom diffusivity. Nevertheless, within the nucleation theory approach85,102, the 

activation energy can change the value but cannot change the sign and become negative. 

Here, we point out that the observed behavior could be justified by the onset of a coarsening 

process, active when the islands are solid and not when they are in the liquid phase. Large mass 

transfer between islands would reduce the measured island density, with respect to the one 

expected based on critical nucleus size and diffusivity. A fingerprint of its presence can be gained 
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by the analysis of the size distribution of islands (see Figure 6.11), as a sizable broadening of the 

distribution is expected in the case of active coarsening phenomena. In fact, the island ensemble 

distribution clearly broadens, with the full width at half maximum (FWHM) of normalized (to 

mean size) lateral size distribution of In islands, passing from 0.8 at 160 °C (Figure 6.11a) to 1.5 

at 30 °C (Figure 6.11c). It is worth mentioning that a broadening of the island size could originate 

from a reduction of the critical nucleus size, but it should be accompanied by a concurrent increase 

of the island density103. As island coarsening is intrinsically a kinetic effect, as originating from 

island to island mass transfer, to provide and additional proof of its presence we grew a sample 

(see Figure 6.7f) at the same temperature and flux of the one (see Figure 6.7e) resulting in the 

maximum deviation (T = 80 °C), but reduced the deposition time by one half (brown square in 

Figure 6.8). The island density increases, thus showing that the reentrant behavior of the island 

density is caused by a kinetically controlled coarsening effect. 

   

Figure 6.11. Size distributions of indium islands normalized to their mean size at (a) 160 °C, (b) 80 °C, and (c) 

30 °C calculated from 1×1 m2 AFM scans of each sample. The mean equivalent disk radius for (a) is 8.5±3.0 nm, 

(b) 9.7±4.1 nm, and (c) 10.6±4.1 nm. 

The presence of an effective mass transfer when the islands are in the solid phase and not in the 

liquid phase could be traced back to the residual strain in the In crystalline islands. Strain and its 

local relaxation are powerful physical phenomena which control the interaction between 

neighboring islands, thus affecting the self-assembly island dynamics and statistics177. Above melt

InT  

the islands are constituted by indium droplets. The liquid state of the droplets makes them able to 

accommodate any strain. Therefore, it is reasonable to not expect any change in the island density 

and statistical distribution within the droplet ensemble related to the presence of strain. A 

completely different scenario is expected when the islands are crystalline. In the crystal phase, the 

strain can be accommodated via an enhancement of the height to base ratio of the islands, which 

allows for strain relaxation178–180. As the volume of the island increases, a large height to base ratio 

allows for a stronger strain relaxation. However, it also requires a large cost in terms of the surface 

energy177. Therefore, in an island growing in volume, after a critical size is reached, insertion of a 

dislocation within the island lowers the need for strain relaxation180, because the dislocation 

induced strain relaxation strongly reduces the chemical potential of the dislocated crystalline 
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islands with respect to the islands without a new additional dislocation. Moreover, coarsening in 

the island ensemble is expected181. The dislocated island increases in volume at the expenses of 

the neighboring islands lying within an indium adatom diffusion length. This phenomenon was 

reported in several experiments on island formation in the presence of strain182 (see, e.g., 

Figure 6.12). The net effect of the strain reduction by dislocation insertion, observed in the solid 

In islands, should be then the onset of a strong mass transfer effect that results in the reduction of 

the island density as the island volume exceeds the critical volume, with respect to the purely 

pseudomorphic islands case, as those islands which are close to a dislocated one disappear due to 

the strong mass transfer. As discussed in the analysis of the RHEED patterns, we have evidence 

that the solid In islands are not pseudomorphic, with a nearly completed strain relaxation. Thus, 

supporting the interpretation of an origin of the coarsening effect as due to dislocation induced 

changes in the chemical potential of the islands. 

 

Figure 6.12. Histograms of the island height for different samples containing (a) 6 ML Ge, (b) 8.5 ML Ge, (c) 

11 ML Ge and (d) 15 ML Ge deposited at 700 °C on Si(001). Different island shapes are labeled as P – pyramid, 

D – dome, B – barn, and SD – superdome. The corresponding AFM images 2 m×2 m are shown in the insets. 

Size distribution broadens essentially due to coarsening effect182. 
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Conclusions 

The presence of a sequence of parallel steps and terraces which characterizes the surface of vicinal 

GaAs(111)A substrates strongly affect the nucleation process of the Ga droplets, formed as 

precursors of GaAs QDs in DE growth procedure. A crossover between two different diffusion 

regimes with different dimensionality, occurs at T = 400 °C in case of 2° miscut toward ( )112 . 

Two-dimensional isotropic diffusion characterizes the low T regime. At T > 400 °C, the diffusion 

becomes highly anisotropic, elongated in the 110    direction, thus showing that diffusion is 

hindered by the presence of steps and mainly happens along the terraces. The anisotropy in the 

adatom diffusivity is the outcome of a sizeable ES barrier, which increases the energy barrier of 

diffusion across the steps. This crossover has large effects on the droplet density dependence on T 

and F. The critical parameter p and activation energy Ea undergo to a reduction of a factor two 

crossing the critical temperature of the crossover. This means a mild dependence of N on the actual 

growth parameter, thus limiting the droplet density, and the DE-QD engineering opportunities. CZ 

distribution analysis, which permits to extract the critical droplet size, shows that i equals 2, 

meaning three Ga atoms are sufficient to form a stable nucleus. This observation appears to be 

independent on substrate orientation and diffusion dimensionality. 

We have shown that In islands deposited on GaAs (111)A substrates, both nominal and vicinal 

with 2° miscut toward ( )112 , display a complex non-monotonic dependence in terms of density 

vs. temperature. The usual behavior, well described by nucleation theory85,102, is maintained only 

until the islands remain in the liquid phase (above melt

InT  ~160 °C). When the islands crystallize, 

coarsening phenomena take place, leading to broadening of the island distribution and to a 

reduction in the island density. At lower temperature (below 80 °C), islands density increases again 

is due to the reduction of the diffusion length which limits the range of mass transfer phenomena. 

The origin of the coarsening effect active only in the solid phase could be related to the presence 

of strain and strain relaxation in the epitaxial In islands which activates a strong mass transfer 

between islands. From RHEED observations, indium solid islands grown at 80 °C have FCC 

structure with lattice constant FCC

Ina  = 0.475±0.003 nm. 
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Chapter 7. Telecom InAs QDs on GaAs(111)A vicinal substrates 

To have QDs emitting at telecom wavelength it is necessary to use direct-bandgap semiconductor 

materials with the bandgap below 0.8 eV. One of the III-V semiconductor which may satisfy such 

requirement is InAs with the bandgap of 0.35 eV at 300K and about 0.42 eV at the temperature of 

liquid He. Unfortunately, InAs QDs embedded in a GaAs matrix emit at a wavelength about 

1 m134,183,184 due to lattice mismatch between GaAs and InAs (about 7%, , which affect both the 

bandgap (compression leads to bandgap increase) and the maximum size of coherent islands). 

Therefore, to shift an emission to higher wavelengths and to improve the crystal quality it is 

necessary to adapt the heterostructure composition. There are several approaches: the use of strain-

reducing layers43,185 or the fabrication of QDs embedded in the layers, metamorphically grown on 

the lattice-mismatched substrate, to reduce the strain between QD and barrier layer or/and the 

energy of barrier layer167. Metamorphic buffer layer (MMBL) approach was successfully used to 

shift the InAs QD emission to telecom band (1.31 – 1.55 m)15,167–169,186–188. 

7.1. Metamorphic growth of InAlAs buffer layer 

The term “metamorphic epitaxial material” describes a single-crystal thin film on a single-crystal 

substrate, where the film and substrate have a significant structural difference. This difference is 

often the relative lattice constants of the film and substrate but can also include film/substrate 

materials with different unit cells. The term metamorphic is similar to the geological and biological 

designation indicating a “change in form”, because there is indeed a change in the material 

structure due to the elastic strain relaxation and plastic deformation processes that occur during 

the growth process189. 

The realization of a InAl(Ga)As MMBL with a high crystalline quality and a flat and smooth 

surface on GaAs(111)A substrate is made complex by the actual atomic surface configuration of 

the surface. To obtain near fully relaxed InAl(Ga)As layer on singular GaAs(111)A substrates 

T. Mano et al.187,190 inserted a thin InAs interlayer between the substrate and MMBL. A drastic 

relaxation occurs due to an introduction of misfit dislocations at the InAs/GaAs interface during 

the growth of InAs on GaAs(111)A191,192. It was found that optimal thickness of InAs interlayer is 

3 – 7 ML, otherwise the crystal quality and/or the surface morphology of the InAl(Ga)As MMBL 

become worst. Nevertheless, even if InAs layer is not optimized, the InAs interlayer is elastically 

deformed by growing InAl(Ga)As layer on the top together with the dislocation density change at 

the InAs/GaAs interface. As a result near strain-free metamorphic InAl(Ga)As layer can be formed 

on singular GaAs(111)A187,190. 
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Sample MMBL In 

deposition 

Annealing 

in As 

atmosphere 

Capping layer Comments 

A 

In0.52Al0.48As 
470 °C, 

100 nm 
– – – 

From XRD analysis:  

In content = 

52.0±0.4% 

B 

In0.52Al0.48As 
470 °C, 

100 nm 
– – – 

Insertion of 3 ML 

InAs interlayer 

C 

In0.6Al0.4As 
470 °C, 

100 nm 
– – – 

RMS = 0.43 nm 

from 

 1×1 m2 AFM scan 

D 

In0.6Al0.4As 

470 °C, 

200 nm 

370 °C, 

1 ML 
370 °C, 

5×10-5 Torr 
– 

QD density = 

2.52×108 cm-2 

E 

In0.6Al0.4As 
470 °C, 

200 nm 

370 °C, 

2ML 

370 °C, 

5×10-5 Torr 
– 

QD density = 

2.50×108 cm-2 

F 

In0.6Al0.4As 
470 °C, 

200 nm 

370 °C, 

1 ML 

370 °C, 

5×10-5 Torr 

In0.6Al0.4As 
10 and 140 nm at 

370 and 470 °C 
FSS = 15 – 100 eV 

G 

In0.6Al0.4As 

470 °C, 

200 nm 

370 °C, 

2 ML 

370 °C, 

5×10-5 Torr 

In0.6Al0.4As 

10 and 140 nm at 

370 and 470 °C 
FSS = 55 – 120 eV 

Table 7.1. Layer structure and growth parameters of the samples presented in this work. 

 

In present work same In0.52Al0.48As composition has been chosen, in order to compare with187 a 

possibility to grow metamorphic InAlAs layer on vicinal GaAs(111)A substrate with 2° miscut 

toward ( )112 . The sample growth description is presented in Table 7.1. We found that already 

100 nm InAlAs layer, directly grown on vicinal GaAs(111)A substrate, is almost fully relaxed. 

Figure 7.1a displays X-ray diffraction (XRD) two-dimensional reciprocal space map for (333) 

symmetric Bragg reflection of sample A. It shows two diffraction peaks that originate from GaAs 

and In0.52Al0.48As. The peak position analysis suggests the indium content in InAlAs layer to be 

52.0±0.4%. 
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Figure 7.1. XRD two-dimensional reciprocal space map, taken near (333) symmetric Bragg reflection of 

(a) sample A and (b) sample B. 

The insertion of a thin InAs interlayer between the substrate and InAlAs MMBL does not change 

a metamorphic state of the subsequent InAlAs buffer layer. Peak position of In0.52Al0.48As on XRD 

reciprocal space map of Sample B is the same as for Sample A (see Figure 7.1b). Moreover, the 

appearance of large islands with the average lateral size and height of 602±69 and 17.8±4.9 nm, 

respectively, and with a density about 7×106 cm-2 is observed for that sample (see Figure 7.2). 

Such islands can become nucleation sites for droplets and non-radiative recombination centers 

during the subsequent growth of the QD active layer. Therefore, the structure of InAlAs MMBL 

without insertion of thin InAs layer is chosen for following DE QD fabrication. 

 

Figure 7.2. 20×20 m2 AFM amplitude image of sample B. 
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Quantum mechanical calculation of InAs/InAlAs(111)A QDs 

To find InAlAs barrier layer content for InAs QD emission at telecom band we perform a quantum 

mechanical 8-band k•p model calculation. From the pseudopotential theory calculation193, 

considering only biaxial strain the InAs bandgap (the energy between conduction and heavy hole 

bands) is almost constant depending on the compression strain (see Figure 7.3). Thus, to calculate 

more accurately the bandgap of InAs QDs it is necessary to take into account hydrostatic strain 

emerging at capped QDs184,194. 

 

Figure 7.3. Local density approximation (LDA)-calculated strain-modified eigenvalues of epitaxially compressed 

InAs (on GaAs or InP(001) substrates) and epitaxially expanded GaAs (on InP or InAs)193. 

The calculation was carried out using multiscale simulation tool TiberCAD195 for the simulation 

of electronic and optoelectronic semiconductor nanodevices, which allows to include any kind of 

strain (biaxial or hydrostatic). InAs QD has been modeled as truncated pyramid with regular 

triangular base and a small aspect ratio – height to width ratio (see Figure 7.4a). As presented 

below, the actual aspect ratio of our InAs QDs is about 0.05. InAs QD is surrounded by strain 

relaxed InAlAs area. The simulation suggests using Al content in InAlAs layer below 50% and the 

thickness of QD more than 4 nm (see Figure 7.4b). Thus, In0.6Al0.4As barrier layer was chosen for 

subsequent QD fabrication. Additionally, the growth of InAlAs layer with such In content 

significantly reduces strain between barrier layer and InAs QDs, which decreases a number of 

misfit dislocation in the InAs/InAlAs interface improving the QD optical properties. 
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Figure 7.4. (a) The shape of InAs QD inside strain relaxed InAlAs box modeled in quantum calculation. [111] 

is the growth direction,  112 are directions from the center of regular triangle base to the vertices of triangle.   

(b) Dependence of InAs QD emission wavelength on Al content in InAlAs barrier layer and the height of QD. 

Smoothing the barrier layer surface 

Then it was necessary to find a growth conditions to have the smooth In0.6Al0.4As surface for In 

droplet deposition. The surface roughness was investigated depending on the growth temperature 

in the range of 450 – 510 °C and the growth rate in the range of 0.3 – 0.7 ML/s. The results are 

presented in Figure 7.5. The optimal conditions to have smooth surface are low growth 

temperature (450 – 470 °C) and high growth rate (0.5 – 0.7 ML/s). At these conditions the smooth 

surface is achieved by the suppression of surface diffusion and desorption of In adatoms, since the 

Al adatom diffusion and desorption at such temperature are very low. When diffusion desorption 

of In adatoms are not suppressed (at high growth temperature and low deposition rate) a rough 

surface due to step bunching is observed. The height of the step bunching for profile 2 is 12 nm, 

which corresponds to approximately 36 ML steps. Step bunching on the smoothest InAlAs surface 

is also observed, but the number of bunched steps is much less. Profile 1 shows the height of the 

step bunching of 2.2 nm (~ 7 ML steps). 
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Figure 7.5. Growth conditions (the deposition temperature and the growth rate) effect on the surface roughness of 

100 nm In0.6Al0.4As directly grown on vicinal GaAs(111)A with 2° miscut toward ( )112 . Arrows indicates AFM 

height profiles taken along green and blue lines. 

Threading dislocation density 

In metamorphic systems, there is, in principle, no limit to the degree of lattice mismatch that can 

be accommodated. Early studies in this area found that misfit dislocations that accommodate the 

lattice mismatch between an epitaxial layer and substrate often generate threading 

dislocations196,197. Threading dislocation density (TDD) is generally determined by the kinetics of 

dislocation nucleation and glide, as threading dislocation segments contribute relatively little to 

strain relaxation; threading dislocations are often nearly vertical, and the amount of strain relieved 

by a dislocation is proportional to its length projected onto the interface plane. Since they act as 

nonradiative recombination centers, contributing to carrier scattering, and creating spatial 

inhomogeneities that can lead to early device failure, one of the most important metrics for 

metamorphic epitaxial materials is a low TDD189. 

Thus, another goal was to check the number of threading dislocations of InAlAs layer grown at 

these conditions. There are several techniques used to calculate the amount of dislocations 

threading the epitaxial layer. The first is transmission electron microscopy (TEM)197,198. However, 

it is very time-consuming technique due to special preparation of samples as well as there is not 
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so much amount of TEM due to their expensive price and the complexity of its maintenance. The 

second approach is XRD technique192,198. Nevertheless, results of the work192 show that narrower 

(broader) peaks in X-ray rocking curves are not necessarily an indication of lower (higher) density 

of threading defects in heteroepitaxial layers. And the third is simpler and fast etch pit density 

(EPD) approach190,198,199. When the etch solution is applied on the surface, the etch rate is increased 

in places where threading dislocations comes out the crystal resulting in pits. The dislocation 

density can be estimated by counting the number of spots (pits) in a fixed area of AFM or optical 

microscopy image. 

  

  

Figure 7.6. (a) 1×1 m2 AFM amplitude and (c) 186×248 m2 Nomarski microscope images of the sample with 

100 nm In0.6Al0.4As layer grown on vicinal GaAs(111)A before etching. (b) 1×1 m2 AFM amplitude and (d) 

186×248 m2 Nomarski microscope images of the same sample after wet etching by HNO3:H2O (1:3) solution for 

1 min at room temperature. 

The wet etching solution for InAlAs layers was not found, but for InGaAs layers it is possible to 

use HNO3:H2O (1:3) solution for 1 min at room temperature190. We applied this solution to 100 nm 

In0.6Al0.4As layer grown on vicinal GaAs(111)A and no etching pits was observed for that sample 

(see Figure 7.6). Thus, we decided to apply the solution to InGaAs layer with the same In content 

of 60% grown on vicinal GaAs(111)A, considering that InGaAs and InAlAs layers with the same 

In content have the same lattice mismatch with GaAs substrate and, in the first approximation, 

same strain relaxation behavior and the density of threading dislocations. Still some differences 
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can be present due to the different growth dynamics of InAlAs and InGaAs layers (like different 

bond strength), but we except that this effect is negligible. Figure 7.7 shows AFM and optical 

Nomarski microscopy images of the sample with 100 nm In0.6Ga0.4As layer grown on vicinal 

GaAs(111)A before and after applying the above-mentioned wet etching solution. The EPD are 

about 1.1×107 and 1.2×107 cm-2 measured by AFM and Nomarski microscope, respectively. Such 

level of TDD is not the lowest value but it is satisfying for our goal since the desired density of 

InAs QDs is about 108 cm-2, thus, only 1 of 10 dots will be placed close to dislocation. 

  

  

Figure 7.7. (a) 5×5 m2 AFM amplitude and (c) 186×248 m2 Nomarski microscope images of the sample with 

100 nm In0.6Ga0.4As layer grown on vicinal GaAs(111)A before etching. (b) 5×5 m2 AFM amplitude and (d) 

186×248 m2 Nomarski microscope images of the same sample after wet etching by HNO3:H2O (1:3) solution for 

1 min at room temperature. 
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Finally, to confirm the correspondence between EPD and TDD the etching solution was applied 

to GaAs(111)A vicinal substrate (see Figure 7.8). The measured EPD is about 1×103 cm-2 whereas 

the EPD ≤ 500 cm-2 from the substrate description. 

 

 

Figure 7.8. (a) 50×50 m2 AFM topography and (c) 186×248 m2 Nomarski microscope images of vicinal 

GaAs(111)A substrate after wet etching by HNO3:H2O (1:3) solution for 1 min at room temperature. 

Therefore, the growth temperature of about 450 – 470 °C and the growth rate of 0.5 – 0.7 ML/s 

are optimal growth conditions to obtain smooth surface of InAlAs layer with high In content on 

vicinal GaAs(111) with the satisfactory level of threading dislocations. 470 °C was chosen as the 

growth temperature of In0.6Al0.4As barrier layer to improve the crystal quality and optical 

properties of the layer. RMS of sample C is observed to be 0.43 nm, calculated from 1×1 m2 

AFM scan, which is comparable to the 1.3 ML thickness of In0.6Al0.4As along [111] direction. 

RMS calculated from 5×5 and 10×10 m2 AFM scans, is about 1 nm (see Figure 7.9). 

 

Figure 7.9. 10×10 m2 AFM amplitude image of sample C (the inset shows 1×1 m2 AFM amplitude image of the 

sample). 
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7.2. μ-PL characterization of single InAs QDs 

In order to perform μ-PL study of individual QDs, it is necessary to fabricate nanostructures with 

a density of 108 – 109 cm-2. From the previous work170, In droplets, directly deposited on vicinal 

GaAs(111)A substrate at a temperature about 400 °C, have the desired density. 

Figure 7.10 shows the morphology of samples D and E with uncapped self-assembled DE InAs 

QDs fabricated on 200 nm In0.6Al0.4As MMBL by deposition of 1 and 2 ML of indium at 370°C, 

respectively, followed by an annealing in As4 atmosphere at same temperature. QD densities for 

both samples are almost the same: 2.52×108 cm-2 for sample D and 2.50×108 cm-2 for sample E, 

calculated from 10×10 μm2 AFM scan of each sample. It is worth mentioning that the shape of 

QDs is different for these samples. Most of QDs of sample D have triangular pyramidal shape (see 

the inset of Figure 7.10a) with a height of 9.6±2.3 nm and width of 196±41 nm, measured for 50 

dots. On the other hand, the majority of dots of sample E has hexagonal-like pyramidal shape (see 

the inset of Figure 7.10b) with a height of 15.9±3.3 nm and width of 266±52 nm, measured also 

for 50 dots. According to115, GaAs DE-QD formation process is strongly affected by the diffusion 

of Ga adatoms out of the droplet, which leads to GaAs material accumulation within a Ga diffusion 

length from the droplet edge. Using identical crystallization conditions (substrate temperature and 

As flux), the Ga adatom diffusion length is the same. Considering a model of triangular and 

hexagonal DE GaAs QDs formation on GaAs(111)A39,40, with the increasing initial droplet size, 

shape transition from triangular to hexagonal should occur. Furthermore, hexagonal QDs of 

sample E are elongated in the 110    direction along steps due to presence of sizeable ES 

barrier136,140, which hinders an adatom diffusivity in the 112    direction perpendicular to steps. 

  

Figure 7.10. (a) 5×5 μm2 AFM amplitude image of sample D (the inset shows 1×1 μm2 AFM amplitude image of 

individual QD with triangular pyramidal shape with the height of 14 nm); (b) 5×5 μm2 AFM amplitude image of 

sample E (the inset shows 1×1 μm2 AFM amplitude image of individual QD with asymmetrical hexagonal-like 

pyramidal shape with a height of 16.6 nm). 
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Samples F and G with capped InAs QDs were characterized by μ-PL. Figure 7.11 shows the 

ensemble PL spectra of samples F and G at 800 – 1500 nm range. The peak at 838 nm is associated 

with GaAs substrate, the peaks at 900 – 1110 nm range corresponds to In0.6Al0.4As barrier layer 

and the emissions from InAs QDs are placed in 1100 – 1350 – nm broad band. 

  

Figure 7.11. The ensemble luminescence spectra (a) of sample F with a cw excitation of 10 μW and (b) sample G 

with a cw excitation of 12 μW. 

A typical photoluminescence spectrum for individual QD of sample F is presented in Figure 7.12. 

The observed peak with a linewidth (FWHM) of about 250 μeV (0.33 nm), fitted by Lorentzian 

function, is attributed to neutral X line, due to linear dependence of PL intensity on excitation 

power. The observed FWHM of QDs for both samples is in the range of 130 – 350 μeV. The 

resolution of the PL set-up is 0.07 nm, which corresponds to about 50 μeV at 1310 nm. 

 

Figure 7.12. The luminescence spectrum of an individual InAs dot for sample F with a cw excitation of 0.6 μW. 

The inset shows power dependence of PL intensity of observed neutral X line. 
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FSS measurements 

Polarization-dependent PL measurements were performed (see Figure 7.13). FSS measurements 

below the limit of the spectrometer were achieved by the polarization sensitive detection 

method45,125, which make it possible to measure FSS with a limit of about 1 μeV using this set-

up169. Figure 7.13a shows a polarization angle dependence of emission line energy extracted from 

center-of-mass PL intensity for individual QD of sample G, emitted at 1310 nm. The 

measurements reveal a FSS of 55±4 μeV for this QD. 

 

 

Figure 7.13. (a) Polarization dependence of QD emission line (1310 nm) of sample G with a finite 

FSS = 55.3±3.8 μeV. (b) Statistical distribution of FSS of samples F (green points) and G (red points). 

The most important feature is the existence of telecom QDs with FSS value below 20 μeV 

(highlighted by red rectangular in Figure 7.13b). FSS of sample F is within the range of 

15 – 100 μeV, with most of values below 60 μeV. As expected, bigger QDs of sample G emit at 

longer wavelengths. Poor statistics for the sample are associated with the fact that most of observed 

peaks are related to charged excitons, which doesn’t show FSS and just few neutral lines were 

observed. FSS of sample G is within the range of 55 – 120 μeV, which is higher than the majority 

of sample F. 
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To generalize our observations, we measured corresponding polarization angles of the high energy 

QD excitonic peak for both samples (see Figure 7.14). The high energy component of the bright 

exciton is aligned along a particular direction (about 40 – 50° of HWP in our measurements), 

which is related to the QD anisotropy. In the work30 similar behavior was attributed to QD shape 

anisotropy. Unfortunately, in these measurements we do not know the exact direction of the miscut 

(correspondence with HWP angle), therefore it is impossible to match the polarization of high 

energy excitonic peak with the direction of miscut or elongation of QD (actually these directions 

are orthogonal). In sample D, only symmetrical shape QDs were observed. However, sample F 

with the same but capped QDs, also shows the presence of particular direction of the high energy 

excitonic peak. And for QDs grown on exact (111) surface, the isotropic in-plane distribution of 

photoluminescence exciton polarization was observed200. Thus, we conclude that such behavior 

may be associated with the presence of miscut along 112   direction perpendicular to steps of 

vicinal surface, which break the perfect C3v symmetry of QDs grown on the (111) surface. 

  

Figure 7.14. Polarization angles of the high-energy component of QD exciton peak vs. (a) FSS, (b) emission 

wavelength. 

7.3. Increasing the brightness 

Now we are facing several problems, which should be solved to achieve highly efficient entangled 

photon emission. There are the wide linewidth of X and XX lines, broad range of FSS, and low 

extraction efficiency. The first two are very complex issues, whereas the brightness of the dots can 

be easily increased by embedding QDs in cavity placed between DBR structures. Such approach 

is well established for emission enhancement of QDs grown on (001) substrates. 
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DBR fabrication on vicinal GaAs(111)A 

 

 

 

 

Figure 7.15. The In0.6Al0.4As cavity design with DBRs consisting of several periods of (a) Al0.5Ga0.5As/GaAs and 

(b) AlAs/GaAs layers. Red triangles indicate InAs QDs, which should be placed in the middle of cavity layer. (b) 

and (d) Calculated room temperature reflectivity of full cavity and only bottom DBR of structures (a) and (c), 

respectively. 

Since we achieved so far the emission from InAs QDs on vicinal GaAs(111)A in the O-band 

telecom range (1260 to 1360 nm), thus we designed the cavity for the wavelength of 1310 nm. 

All the next work was done in the collaboration with Andrea Barbiero, PhD student in Cambridge 

Research Laboratory of Toshiba Research Limited201. He made the calculation of the cavity design 

and carried out all PL measurements of the samples with InAs QDs embedded in the cavity grown 

in L-NESS120. 

Two cavity structures consisting AlGaAs/GaAs DBR layers with Al content of 50 and 100% have 

been designed (see Figure 7.15). The asymmetric cavity design allows to avoid photon leakage to 

the substrate and realize photon emission in the opposite direction. An ideal case is to use 

AlAs/GaAs DBRs due to larger refractive index difference between the layers, which leads to 
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wider photonic bandgap of DBR. On the other hand, the growth of AlGaAs layers with high Al 

content on GaAs(111)A is a complicated task due to reduced surface migration lengths of Al 

adatoms compare to mobile Ga adatoms. Readily adsorbed Al adatoms are able to rotate about the 

available single chemical bond on (111) surface, promoting the formation of twin defects. Under 

high adatom migration (as in the case of Ga adatoms), however, adatoms can easily migrate to 

existing terrace edges where more than one dangling bond is present, suppressing twin defect 

formation effectively157. Thus Al0.5Ga0.5As/GaAs DBR is good alternative for the cavity design. 

Firstly, it was necessary to optimize the final surface of bottom DBR layer for subsequent InAlAs 

barrier growth and DE InAs QD fabrication. We have tested the growth of bottom DBR structure 

on two vicinal GaAs(111)A substrates with 1° and 2° miscut toward ( )112 . For both substrates 

optimal growth conditions for DBR structure are high growth rate and high deposition temperature. 

For Al0.5Ga0.5As/GaAs DBR we used 0.5 ML/s for GaAs layer growth, 1 ML/s for AlGaAs, and 

the deposition temperature of 590 – 610 °C for both layers. It is necessary to emphasize again that 

the optimal growth rate for AlGaAs layers on singular GaAs(111)A is less than 0.1 ML/s136, which 

makes the growth of DBR structure on singular substrate much longer. 

 

   

Figure 7.16. 1×1 μm2AFM topography images of Al0.5Ga0.5As/GaAs DBR structure grown on vicinal GaAs(111) 

substrate with (a) 1° and (b) 2° miscut toward ( )112 . (c) 5×5 μm2 AFM topography image of AlAs/GaAs DBR 

structure grown on vicinal GaAs(111) substrate with 2° miscut toward ( )112 . 
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Figure 7.16a, b shows AFM images of 20 periods of Al0.5Ga0.5As/GaAs grown on both 1° and 2° 

miscut GaAs(111)A, respectively. The morphology with the bunching of 5-6 steps is observed. 

RMS roughness for both substrates is on the level of 1 ML GaAs(111)A thickness, which is 

suitable for DE QD fabrication. 

Fabrication of a very flat AlAs/GaAs DBR structure was not successful. The minimal RMS 

roughness of about 1.5 nm was achieved for the deposition temperature of 610 °C and 1 ML/s 

growth rate for both layers (see Figure 7.16c). 

Therefore, we have chosen the cavity design with Al0.5Ga0.5As/GaAs DBR and then optimized the 

thicknesses of GaAs and AlGaAs layers to shift the center of DBR photonic bandgap close to 

1310 nm wavelength. Figure 7.17 shows room temperature reflectivity measurements of such 

DBR structure. The maximum reflectivity at ~ 1330 nm is below 70% due to the low number of 

AlGaAs/GaAs periods, since for that sample we were interested only in the position of the 

maximum. 

 

Figure 7.17. Room temperature reflectivity measurement of 10 periods of Al0.5Ga0.5As/GaAs layers grown on 

vicinal GaAs(111)A. 
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InAs QDs embedded in the cavity 

 

 

 

Figure 7.18. (a) The structure and the growth parameters of sample with DE InAs QDs embedded in the cavity. 

(b) Room temperature reflectivity measurements of that sample in two different positions of 2-inch wafer (position 

1 – center of the wafer, position 2 is close to the edge of the wafer). (c) 5×5 μm2AFM topography image of the 

final morphology of the sample. 

For sample H (InAs QDs embedded in the cavity) the growth conditions for InAlAs barrier layer 

and DE InAs QD fabrication were the same as for sample F (see Table 7.1). The DE deposition on 

DBR structure slightly increased the density of InAs islands (from 2.5×108 cm-2 without bottom 

DBR to 4×108 cm-2 with DBR). The structure of the sample H is presented in Figure 7.18a. 

Reflectivity measurements show similar behavior of cavity structure with the gap of about 

1350 nm in two different spots of 2-inch wafer, center of the wafer and the edge (see Figure 7.18b). 

AFM characterization shows a large RMS roughness of 23.4 nm in 5×5 μm2 scan area of the final 

surface morphology and the presence of twin defects. The appearance of twins was observed 

during the growth by RHEED technique. It is established that these defects appear during capping 

InAs QDs by InAlAs barrier layer and it becomes more significant with increasing the thickness 

of top layer. We associate the appearance of twins with the strain relaxation close to InAs QDs. 

Then, with increasing the thickness of the capping layer, the defects became larger in size and 

cover all surface, which leads to rough surface morphology of the final GaAs layer. Figure 7.19 

shows the morphology after the capping QDs only by 100 nm InAlAs layer. There is the presence 
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of big twin structures, however they cover only part of the surface. Similar behavior was observed 

during the growth of InAlAs MMBL layer, when we inserted thin intermediate InAs layer (see 

Figure 7.2), but the density of 3D features was not enough to confirm twin defect appearance by 

RHEED. 

 

Figure 7.19. 5×5 μm2AFM amplitude image sample with InAs QD grown on DBR structure and capped by 100 nm 

InAlAs layer. 

PL characterization 

  

  

Figure 7.20. (a), (b), and (c) The luminescence spectrum of sample H taken on area A, B, and C, respectively. (d) 

The luminescence spectrum of sample F (InAs QDs without the cavity). All measurements were performed under 

cw laser excitation of ~ 200 μW. 



 

112 
 

μ-PL characterization was carried out using the setup, which is very similar to the one, described 

in Chapter 4.3. There are several differences. The set-up in Cambridge Research Laboratory201 is 

fiber-coupled, thus it explains why the PL intensities measured in KTH124 are larger for the sample 

F (compare Figure 7.11 and Figure 7.20d). A long pass-filter was used, which cuts all emissions 

below 1100 nm. And the main difference is related to polarization-dependent measurements. To 

measure FSS the quarter-wave plate (QWP)165 was used instead of HWP. 

Three areas of the waver were analyzed: the center, the middle and the edge of the 2-inch wafer, 

named as A, B, and C areas, respectively. All three areas show a smaller number of brighter PL 

peaks compare to sample F (although the density of InAs islands is slightly higher). There are two 

factors that explain the lower density of PL lines in this sample: first of all the presence of the 

cavity, which increases the light extraction in narrow wavelength range around 1310 nm, while 

PL spectra of dots without the cavity show a broadband of PL peaks from InAs QDs (see 

Figure 7.11). Additionally, cubic zirconia SIL60,202,203 was placed on the top the sample, in order 

to improve the laser focusing (decrease the laser spot size) and to increase collection efficiency. 

Nevertheless, areas B and C show brighter peaks than area A. The brightness is up to ten times 

higher compare to no cavity dots (see Figure 7.20). And higher number of “sharp” lines was 

observed in area C. Thus, all the next PL measurements were performed in that area of wafer. We 

associate this difference with the temperature gradient due to the thermocouple situated between 

substrate holder and the wafer close to the center of wafer. It leads to slightly lower growth 

temperature in the center of wafer compare to middle and edge areas. 

  

Figure 7.21. (a) PL linewidths of InAs QDs embedded in cavity and (b) their FSS. 

Figure 7.21a presents statistics of linewidth values of PL lines taken in C area of the sample H. It 

is observed that linewidth of dots embedded in cavity is on the same level as for dots grown without 

DBR layers. The average value is about 350 μeV. We attribute such behavior of rather high 

linewidth for both samples (with and without cavity) to the presence of point defects, due to low 
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deposition temperature for Al during InAlAs layer growth, the presence of threading dislocations 

in InAlAs MMBL, and twin defect after the capping InAs QDs. The surface charge fluctuation is 

not relevant, since there is no difference in linewidth for sample F and H, although the thickness 

of capping layer for sample H is more than two times bigger (150 nm for sample F and ~ 400 nm 

for sample H). 

Such large linewidths lead to a limit in the FSS value, which can be resolved. FSS is extracted by 

fitting the position of the center of mass of the peaks. Thus, if the peak is broad, it becomes more 

complicated to extract the small position variations, which leads to noisy data and less accurate 

fitting. For the average linewidth of 350 μeV, we estimated a resolution limit around 35 μeV (10% 

of the linewidth). 

Two groups of dots with high FSS (> 100 μeV) and with small FSS (below 50 μeV) were observed 

(see Figure 7.21b). Low FSS dots show random polarization angle position, and the polarization 

direction of high FSS dots is aligned along specific orientation about 60 – 70° of QWP angle (see 

Figure 7.22). Since the specific polarization direction was observed also for dots without cavity 

structure (see Figure 7.14) and the FSS dependence on the emission wavelength suggest that two 

group of dots is not related to their size (see Figure 7.22b), thus we attribute random polarization 

angle position of QDs with lower FSS to the problem in polarization direction determination due 

to the resolution level of the measurements, induced by broader linewidth of QDs in cavity 

structures. 

  

Figure 7.22. (a) Polarization angles of the high-energy component of QD exciton peak vs. FSS, (b) FSS dependence 

on the emission wavelength. 

Finally, polarization dependence measurements were carried out with the alignment to the 

112    direction of miscut. It corresponds to the rotation of QWP through an angle of ~ 52° (see 

Figure 7.23). Unfortunately, the less efficient spectrometer was used for that measurement, and 

due to limited time only few dots were resolved. However, it is observed that most of polarization 

directions of QD exciton high energy components are aligned to the miscut direction. 
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Figure 7.23. Polarization angles of the high-energy component of QD exciton peak vs. FSS. 

 

Atomistic Pseudopotential Theory calculation 

 

Figure 7.24. Flowchart of the methodology underlying the atomistic calculation of various observables for 

semiconductor nanostructures. The flowchart is divided into three logical sections: ground state, excitations (many-

body part), and observables204. 
To understand if the stepped surface influence on QD exciton polarization and FSS, Geoffrey 

Pirard, PhD student of Hamburg University made a calculation using Atomistic Pseudopotential 

Theory204, to determine the polarization of X lines in presence of substrate miscut misorientation. 

The basis of the methodology is given in Figure 7.24 in the form of a flowchart summarizing the 

different components of the approach. The methodology is divided into three logical segments, 

labeled Ground State, Excitations and Observables, feeding into each other. The calculation of the 

ground state requires the input of the geometry and relaxation of the atomic positions to minimize 

strain. The generation of empirical pseudopotentials is the prerequisite for the construction of the 

total crystal potential used subsequently in the Schrödinger equation. The ensuing eigenfunctions 
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are fed into a configuration interaction treatment to obtain excitations. Finally, from the many-

body wavefunctions, observables can be obtained through the use of post-processor tools204. 

The simulation was simplified by using GaAs/Al0.15Ga0.85As(111)A QD. The QD shape was 

established as a truncated pyramid with a hexagonal base. The miscut direction was aligned toward 

112    direction. The miscut angle is varied from 0 to 3°. The result of the simulation is presented 

on Figure 7.25. The simulation confirmed that the presence of miscut breaks the C3v symmetry 

and the polarization is aligned to the miscut direction. 

 

Figure 7.25. Atomistic Theory simulation of exciton polarization of GaAs/AlGaAs(111)A QD in the presence of 

miscut toward 112    direction. The miscut angle is varied from 0 to 3°. 
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Another important feature of the miscut is an influence on FSS value. This effect was also 

calculated by Atomistic Theory method and it is presented in Figure 7.26. As expected, with 

increasing the miscut angle FSS increases. With increasing the miscut angle, the width of one step 

terrace decrease, according to ratio between angles. It means that the same planar size of QD will 

intersect bigger number of steps and the height difference from one side to another also increases 

with increasing the angle, which leads to bigger asymmetry of QD shape. Thus, such results 

suggest the possibility to decrease FSS of QDs grown on vicinal substrates. It is necessary to use 

the smallest miscut angle as possible. From our experiments, it was concluded that the DBR growth 

on GaAs(111)A substrate with 1° miscut is similar to 2° miscut substrates, therefore the next 

improvement of QD fabrication on (111) surfaces is related to use of substrates with 1° miscut, 

where the growth still governed by step-flow growth mode thanks to the presence of preferential 

nucleation sites at the step edges. 

 

Figure 7.26. FSS dependence of GaAs/AlGaAs(111)A QD on miscut angle. 
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Conclusions and Outlook 

In the present thesis we fabricated InAs QDs embedded in strain relaxed InAlAs layer on 

GaAs(111)A emitting in the telecom wavelength window at 1.3 μm, with the FSS value down to 

16±6 μeV, thus demonstrating the possibility to use vicinal (111) surfaces and Droplet Epitaxy 

technique for QD engineering. 

Several development steps were achieved: 

1) A very flat and smooth MMBL surface for the deposition of the droplets. MMBL is necessary 

to reduce the strain between QD and barrier layer and to shift an emission of InAs QDs to telecom 

range. InAlAs MMBL with RMS roughness of about 1 ML have been grown directly on GaAs 

surface. XRD measurements demonstrate almost fully relaxed behavior of that layer. EPD 

calculation shows the presence of threading dislocations with the density of about 1×107 cm-2. 

2) The control with high precision of the DE QD density and shape. We performed fundamental 

studies on the nucleation of Ga and In droplets on singular and miscut substrates, highlighting the 

role of the ES barriers at the step edges controlling the adatom diffusion and the strain relaxation 

in already formed In islands in determining the density at low deposition temperatures. DE allow 

to obtain InAs nanoislands with the low density of about 1×108 cm-2 to study PL characterization 

of individual QDs. Two types of island shape were observed, depending on the initial size of 

droplets. Small In droplets are crystallized in InAs islands with triangular pyramidal shape. On the 

other hand, the deposition of 2 ML In and subsequent arsenization lead to hexagonal-like 

pyramidal shape of InAs QDs elongated in 110    direction along steps due to presence of sizeable 

ES barrier, which hinders an adatom diffusivity in the 112    direction perpendicular to steps. 

3) The increase the QD brightness. Here a study of the fabrication of QDs embedded in the cavity 

between DBR layers was carried out. It was shown the possibility to grow AlGaAs/GaAs DBR 

layers on vicinal GaAs(111)A. The brightness of dots embedded on asymmetrical cavity with the 

presence of cubic zirconia SIL on the top of the surface is up to ten times higher compare to InAs 

QDs grown without the cavity. 

These developments allowed us to obtain DE InAs QDs with FSS as low as 16±6 μeV at 1.3 μm 

telecom O-band. It demonstrates the feasibility of the use of DE QDs on vicinal GaAs(111)A for 

future fabrication of entangled photon emitters based on these dots. 
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Some drawbacks are still hindering the adoption of this technique for the routine use in telecom 

applications. For both type of DE InAs QDs (with and without the cavity) rather broad PL 

linewidth is observed (mean linewidth value is about 300 – 350 μeV). We attribute such behavior 

to the presence of point defects, due to low deposition temperature for Al during InAlAs layer 

growth, the presence of threading dislocations in InAlAs MMBL, as well as twin defect after the 

capping InAs QDs. Therefore, to decrease the linewidth we propose several approaches. Since 

InAlAs layers, grown at the temperature above 450 °C, tend to have step bunching with high 

number of steps, it is possible to change MMBL composition from InAlAs to InGaAs. 

Additionally, to have the similar bandgap value for the barrier layer it is necessary to decrease In 

content in that layer, which also should decrease an amount of threading dislocations due to less 

lattice mismatch with GaAs substrate. To minimize twin defect appearance, we plan to fabricate 

the smallest InAs QDs as possible to decrease the value of local strain around the island during the 

capping layer formation. 

Moreover, it was shown that InAs QDs grown on vicinal GaAs(111)A have specific polarization 

112    direction of X line due to presence of steps of miscut substrate, which is in good agreement 

with the atomistic theory calculation. According that calculation, to decrease FSS it is necessary 

to use the smallest miscut angle. From our experiments, it was concluded that the growth on 

GaAs(111)A substrate with 1° miscut still governed by step-flow growth mode thanks to the 

presence of preferential nucleation sites at the step edges, so such substrates should be used in 

future for the fabrication of InAs QDs on vicinal (111) surfaces. 
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