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Abstract

We consider an optimal control problem for piecewise deterministic Markov processes (PDMPs)
on a bounded state space. A pair of controls acts continuously on the deterministic flow and on
the two transition measures (in the interior and from the boundary of the domain) describing
the jump dynamics of the process. For this class of control problems, the value function can
be characterized as the unique viscosity solution to the corresponding fully-nonlinear Hamilton-
Jacobi-Bellman equation with a non-local type boundary condition.

By means of the recent control randomization method, we are able to provide a probabilistic
representation for the value function in terms of a constrained backward stochastic differential
equation (BSDE), known as nonlinear Feynman-Kac formula. This result considerably extends
the existing literature, where only the case with no jumps from the boundary is considered.
The additional boundary jump mechanism is described in terms of a non quasi-left-continuous
random measure and induces predictable jumps in the PDMP’s dynamics. The existence and
uniqueness results for BSDEs driven by such a random measure are non trivial, even in the
unconstrained case, as emphasized in the recent work [2].
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1 Introduction

Piecewise deterministic Markov processes evolve by means of random jumps at random times, while
the behavior between jumps is described by a deterministic flow. We consider infinite-horizon
optimal control problems of PDMPs where the control acts continuously on the jump dynamics
as well as on the deterministic flow. We deal with PDMPs with bounded state space: whenever
the process hits the boundary, it immediately jumps into the interior of the domain. Control
problems for this type of processes arise in many contexts, among which queuing and inventory
systems, maintenance-replacement models, and many other areas of engineering and operations
research. For instance, in [11] the authors solve a capacity expansion control problem by modeling
the corresponding state process as a controlled PDMP with bounded state space, and analogous
techniques are used in [16] to deal with an optimal consumption and exploration problem (see
Example 2.1); we refer the interested reader to the books [12], [13], and the references therein, for
a detailed overview on the possible applications of PDMPs models in optimization problems.

Our aim is to find a nonlinear Feynman-Kac representation formula for the value function,
in terms of a suitable constrained BSDE. It is worth mentioning that the probability measures
describing the distribution of the controlled PDMP are in general not absolutely continuous with
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respect to the law of a given, uncontrolled process (roughly speaking, the control problem is non-
dominated). This is reflected in the fully nonlinear character of the associated HJB equation, and
prevents the use of standard BSDE techniques. For this reason, we shall extend to the present
framework the so-called randomization method, recently introduced by [23] in the diffusive context,
to represent the solutions of fully nonlinear integro-partial differential equations by means of a new
class of BSDEs with nonpositive jumps, and later developed for other types of control problems,
see for instance [24], [17], [L1], [6]. In the non-diffusive framework, the correct formulation of the
randomization method requires some efforts and different techniques from the diffusive case, since
the controlled process is naturally described only in terms of its local characteristics and not as a
solution to some stochastic differential equation. A first step in the generalization of the method to
the non-diffusive framework was done in [1], where optimal control for pure jump Markov processes
was considered; afterwards, the randomization techniques have been implemented in [3] to solve
PDMPs optimal control problems on unbounded state spaces. In the present paper we are interested
to extend those results to the case of optimal control problems for general PDMPs on bounded state
spaces, where additional forced jumps appear whenever the process hits the boundary. The jump
mechanism from the boundary plays a fundamental role as it leads, among other things, to the
study of BSDEs driven by a non quasi-left-continuous random measure. For such general backward
equations, the existence and uniqueness of a solution is particularly tricky, and counterexamples
can be obtained even in simple cases, see [10]. Only recently, well-posedness results have been
obtained on this subject, see [9], [3], and [2], even if limited to the case of unconstrained BSDEs,
under a specific condition involving the Lipschitz constants of the BSDE generator and the size of
the predictable jumps.

Let us describe our setting in more detail. Let E be an open bounded subset of R¢, with
Borel o-algebra £. Roughly speaking, a controlled PDMP on (E,€) is described by specifying
its local characteristics, namely a vector field h(x,ap), a jump rate A(z,ap), and two transition
probability measures Q(z,ap,dy) and R(z,ar,dy) prescribing the positions of the process at the
jump times, respectively starting from the interior and from the boundary of the domain. The
local characteristics depend on some initial value x € E and on the parameters ag € Ag, ar € Ar,
where (A, Ag) and (Ar, Ar) are two general measurable spaces, denoting respectively the space of
control actions in the interior and on the boundary of the domain. The control procedure consists
in choosing a pair of strategies: a piecewise open-loop policy controlling the motion in the interior
of the domain, i.e. a measurable function only depending on the last jump time 7}, and post jump
position F,, and a boundary control belonging to the set of feedback policies, that only depends
on the position of the process just before the jump time. The above formulation of the control
problem is used in many papers as well as books, see for instance [12], [13]. The class of admissible
control laws A,g will be the set of all Ay ® Ap-measurable maps o = (o, o), with ol : 0E — Ar,
and o : [0, 0c0) x E — Ag such that of = of(t,x) L 77)(t) + >opey oo (t — T, En) g, 10 1) (1)
The controlled process X is defined as

X _{ ¢’ (t,z) if ¢ € [0, T1),
P 92" (t =Ty, Ey) ift € [Ty, Thy1), n€ N\ {0},

where ¢2" (t,z) = ¢(t,z,a) is the unique solution to the ordinary differential equation i(t) =
h(z(t),a’(t)), with 2(0) = x. For every starting point * € F and for each a € Ayg, one can
introduce the unique probability measure P, such that the conditional survival function of the
inter-jump times and the distribution of the post jump positions of X under P¢, are given by (2.3)-
(2.4)-(2.5). We denote by EZ, the expectation under P%. In the classical infinite-horizon control



problem the goal is to minimize over all control laws a a functional cost of the form

J(z, ) :Efx[/ e_‘ssf(XS,ag)ds+/ e_dsc(Xs,,ozF(Xs,)) dp; |, (1.1)
(0,00) (0,00)

where f is a given real function on E x Aj representing the running cost, c is a given real function
on OF x Ar that provides a cost every time the process hits the boundary, § € (0, c0) is a discount
factor, while the process p% counts the number of times the boundary is hit (see (2.2)). The value
function of the control problem is defined in the usual way:

V(z)= inf J(z,a), x€E. (1.2)
OtE.Aad
Under suitable assumptions on the cost functions f, ¢, and on the local characteristics h, A, Q, R,
V is known to be the unique continuous viscosity solution on [0, co) x E of the Hamilton-Jacobi-
Bellman (HJB) equation with boundary non-local condition:

{ dv(z) = infapen, (h(z, a0) - Vu(z) + Az, ag) [(v(y) — v(z)) Q(z, a0, dy) + f(z,a0)) , = € E,

v(z) = minareAF(fE(U(y) —v(z)) R(z,ar,dy) + c(z,ar)), x € OF. (1.3)

We apply the randomization approach to this framework. The fundamental idea consists in
the so-called randomization of the control: roughly speaking, we replace the state trajectory and
the associated pair of controls (X, al,al) by an (uncontrolled) PDMP (X, I, Js). The process
I (resp. J) is chosen to be a pure jump process with values in the space of control actions Ay
(resp. Ar), with an intensity A\o(db) (resp. Ar(dc)), which is arbitrary but finite and with full
support. In particular, the PDMP (X, I,J) is constructed on a new probability space by means
of a different triplet of local characteristics and takes values on the enlarged space E x Ay X Ar
(or, equivalently, by assigning the compensator p(ds dy dbdc)). For any starting point (x, ag, ar) in
E x Ay x Ar, let P%90,9" the corresponding law. Then we introduce an auxiliary optimal control
problem where we control the intensity of the processes I and J: using a Girsanov’s type theorem
for point processes, for any pair of predictable, bounded and positive processes (v (b), vy (c)), we

construct a probability measure beagfar under which the compensator of I (resp. J) is given by

)

V2 (b) Ao(db) dt (vesp. v} (c) Ar(de) dt). Tt is worth mentioning that the applicability of the Girsanov
theorem to the present framework, i.e. when the compensator p is a non quasi-left-continuous
random measure, requires the validity of an additional condition involving the intensity control
fields (v9,2") and the predictable jumps of p, see (3.11). The aim of the new control problem
(called randomized or dual control problem) is to minimize the functional

J(z,a9,ar,°,v7) = BT [/ e 0% (X, I,) ds + / e 0% e(X,_, Js_) dp (1.4)
’ (0,00) (0,00)

over all possible choices of 19, 1. Firstly, we give a probabilistic representation of the value function
of the randomized control problem, denoted V*(x, ag, ar), in terms of a constrained BSDE, that is
an equation over infinite horizon of the form (4.4) with the sign constraints (4.5)-(4.6). The random
measure ¢ = p—p driving the BSDE is the compensated measure associated to the jumps of (X, I, J).
In particular, the compensator p has predictable jumps p({t} x dydbdc) = 1x, csg, so that the
BSDE is driven by a non quasi-left-continuous random measure. The existence and uniqueness of a
maximal solution (Y#@0.9r Z%60,4r | [(¥:00,01) to equation (4.4)-(4.5)-(4.6) are obtained by means of
a penalization approach, and by suitably extending the existence and uniqueness theorem recently
given in [2] for unconstrained BSDEs. Then, we prove that Y% at the initial time represents
the randomized value function V*(x, ap,ar). All this is collected in Theorem 4.3. At this point,



we aim at proving that Y, “>“" also provides a nonlinear Feynman-Kac representation to the value
function (1.2) of our original optimal control problem. To this end, we introduce the deterministic
real function on E x Agx Ar defined by v(z, ag, ar) := Yy’ and we prove that v does not depend
on its two last arguments, is a bounded and continuous function on F, and that v(Xs) = Y5~ **"
for all s > 0, see Theorem 5.1. Then, we show that v is a viscosity solution to (1.3), so that, by
the uniqueness of the solution to the HJB equation (1.3), we can conclude that

YOm’ao’aF = V*(z,a9,ar) = V(x). (1.5)

This constitutes the main result of the paper and is stated in Theorem 5.2. The nonlinear Feynman-
Kac formula (1.5) can be used to design algorithms based on the numerical approximation of the
solution to the constrained BSDE (4.4)-(4.5)-(4.6), and therefore to get probabilistic numerical ap-
proximations for the value function of the considered optimal control problem. Recently, numerical
schemes for constrained BSDEs have been proposed and analyzed in the diffusive framework, see
[22], and in the PDMPs context as well, see [1].

The paper is organized as follows. In Section 2 we introduce the optimal control problem (1.2),
and we discuss its solvability. Section 3 is devoted to the formulation of the randomized optimal
control problem (1.4). In Section 4 we introduce the constrained BSDE (4.4)-(4.5)-(4.6), we show
that it admits a unique maximal solution (Y, Z, K) in a certain class of processes, and that Yj
coincides with the value function of the randomized optimal control problem. Then, in Section 5
we prove that Yj also provides a viscosity solution to (1.3).

2 Optimal control of PDMPs on bounded domains

In this section we formulate the optimal control problem for piecewise deterministic Markov pro-
cesses on bounded domains, and we discuss its solvability. The PDMP state space F is an open
bounded subset of R of class W2, and £ the corresponding Borel o-algebra. Moreover, we intro-
duce two Borel spaces (i.e. topological spaces homeomorphic to Borel subsets of compact metric
spaces) Ay, Ar, endowed with their Borel o-algebras Ay and Ar, that are respectively the space of
control actions in the interior and on the boundary of the domain. Given a topological space F,
in the sequel we will denote by Cy(F) (resp. C{(F)) the set of all bounded continuous functions
(resp. all bounded differentiable functions whose derivative is continuous) on F.

A controlled PDMP on (E, £) is described by means of a set of local characteristics (h, A, @, R),
with h, A functions on E x Ap, and @, R probability transition measures in F respectively from
E x Ay and from OF x Ap. We assume the following.

(HhAQR)

(i) h: Ex Ag — R% and X\ : E x Ay — R, are continuous and bounded functions, Lipschitz
continuous on F, uniformly in Ag.

(ii) Q (resp. R) maps E x Ay (resp. OF x Ar) into the set of probability measures on (E, £), and is
a continuous stochastic kernel. Moreover, for all v € Cy(E), the maps x — [ v(y) Q(x, ag, dy)
and z — [ g v(y) R(x,ar,dy) are Lipschitz continuous, uniformly in ag € A¢ and in ar € Ar,
respectively.

The controlled PDMP X with state space E and local characteristics (¢, A, @, R) will be con-
structed in a canonical way. To this end, let Q' be the set of sequences @' = (t,, en)n>1 contained in
((0, 00) x E) U{(00,A)}, where A ¢ E, is adjoined to F as an isolated point, such that ¢, < t,41,
and t, < tpy1 if t, < co. Weset Q = E x ', where @ = (2,&') = (2,1, e1,t2,€2,...). On the
sample space () we define the canonical functions T}, : Q — (0, oo, E,, : @ — E U {A} as follows:



To(w) =0, Ey(w) = x, and for n > 1, T),(@) = t,, En(©) = ep, and Too (@) = limy 00 t,,. We also
define the integer-valued random measure p on (0, 00) x E as

wu(ds dy) = Z 1{Tn,En}(d5 dy).
neN

The class of admissible control maps Agg is the set of all Ay ® Ar-measurable maps a = (a?,al),
where a? : [0, 00) X E — Ay is a piecewise open-loop function of the form af = af(t,z) 1, 1y)(t) +
S0 ad(t =T, By ) L7, 1) (1), and o' : OFE — Ar is a feedback policy. Let ¢V (t,x), with U
any Ap-measurable function, be the unique solution to the ordinary differential equation y(t) =
h(y(t),U(t)), y(0) = z € E. Then the controlled process X :  x [0, 00) — E U {A} is defined
setting

X, :{ ¢a§(t,a;) if ¢t € [0, Th), 2.1)

¢ (t — Ty, Ey) ift € [Ty, Tht1), n € N\ {0}.

Finally, we introduce the process

s Z Lis>my Lixq, —comys (2.2)

n=1

that counts the number of times that the process hits the boundary.

Set Fo = £ ®{0,Q'} and, for all t > 0, G; = o(u((0,s] x B) : s € (0,t], B € £). For all t, let
F; be the o-algebra generated by Fy and G;. We denote by Fu the o-algebra generated by the
all o-algebras F;. In the following all the concepts of measurability for stochastic processes will
refer to the right-continuous, natural filtration F = (F;);>0. By the symbol P we will denote the
o-algebra of F-predictable subsets of [0, 0o) x Q.

For every starting point € E and for each a € A4, by Theorem 3.6 in [19], there exists a
unique probability measure on (2, F,), denoted by PZ,, such that its restriction to Fy is the Dirac
measure concentrated at z, and the F-compensator under P, of the measure u(ds dy) is

dS dy Zl[Tn,Tn+1 (¢a (S - TnaE’n))7aF(¢a%(s - T’n;En))ady) dp:

+ Z 1 TmT,H_l (¢a (s =T, En)), 042(3 — Ty, Ey)) Q(d)a% (s =Tn,Ep)), 0‘2(3 — Ty, Ey),dy) ds.

Arguing as in Proposition 2.2 in [3], one can easily see that under P, the process X in (2.1) is
Markovian with respect to F. In particular, for every n > 1, the conditional survival function of
the inter-jump time 7},+1 — T}, on {7}, < oo} is

_ (Tn+s aO _ O (p__
PL (Tt — Ty > | Fr,) = e Jra A% 0=Tn Xy )son (=T, X, ) dr L 4o (5, X1, Ye B (2.3)
and the distribution of the post jump position X7, ,, on {T;, < oo} are, for any B € £,
Px (XT S B’ FTna n—‘rla ( n+1l — TTHXTn) S E)
—Q(¢ ( n+l = TmXT) g( n+l = TanT) B) (2~4)
0
IP) (XTn+1 S B’ana n+17 a ( n—l—l TanT ) S aE)
= R(¢a ( n+l — TanTn) F( ( n+l — TmXTn))?B)' (25)



The infinite horizon control problem consists in minimizing over all control laws « a cost functional
of the form (1.1), where f is a given real function on E x Ag representing the running cost, c is a
given real function on OF x Ar that associates a cost to hitting the active boundary, § € (0, co)
is a discounting factor. The value function of the control problem is defined in the usual way by
(1.2). We ask that f and c verify the following conditions.

(Hfc) f: E x Ag — Ry (resp. c: OE x Ar — R) is a continuous function, Lipschitz continuous
on E (resp. on OF), uniformly in Ay (resp. Ar), and bounded by the constant My (resp. by the
constant M,).

Moreover, set t2° (z) := inf{t > 0: ¢’ (t,z) € OE, x € E}, and E. := {x € E :inf oc 4, % (z) > 5}.

We will consider the following assumption.

(HO) There exists € > 0 such that R(x,«, E;) =1 for all x € OF and o € Ap.

Remark 2.1. Roughly speaking, condition (HO) says that the state process always jumps from the
boundary to points of the interior of the domain whose distance from the boundary (as measured
by the boundary hitting time tffo ) are uniformly bounded away from zero. In particular, the time
interval between successive boundary jumps is at least €, so that, for every starting point x € E and
admissible control o € A,q, the number of boundary hitting times in [0,t] can be majorized as

t
Ealpi] < - +1=:0%(1), vt=0. (2.6)

By the integration by parts formula for processes of finite variation (see e.g., Proposition 4.5 in
[20]), this implies in particular that

EZ, [/ eétdpf} <Lii—cm (2.7)
(0,00) o€

Finally, we impose the following standard non-degeneracy assumptions, that allow to avoid
difficulties arising from trajectories tangent to the boundary, see [7] for more details. We denote
by n(x) the normal vector to 0F.

(HBB) For all z € OF, if there exists ap € Ag such that —h(z,ap) - n(xz) > 0, then there exists
ap € Ap such that —h(z,af) - n(z) > 0.

(HBB’) For all x € 9F, if —h(z,ap) - n(x) > 0 for all ag € Ay, then —h(z,ap) - n(x) > 0 for all
ag € Ap.

Remark 2.2. Let us denote by dy the distance to OE. The fact that E is of class W™ implies,
in particular, that dy is of class W™, and thus n(x) = —Vdy(z).

Remark 2.3. The choice of dealing with PDMPs with time-homogeneous local characteristics is
not a real restriction, since time-varying coefficients can be seen as a special case of time-invariant
ones. As a matter of fact, assume that the (uncontrolled) local characteristics take the form h(t,x),
Mt z) Q(t,z,dy), R(t,z,dy). Then, by defining the augmented state & = (x°, ) on the state

space E= Ry x E, one can construct a new PDMP with local characteristics fz(i) = (1, h(2°, z)),
MNz) = M2, 2), Q(F, {2} x B) = Q(2°,z, B), R(#,{2°} x B) = R(2°,z, B).

Let us now consider the Hamilton-Jacobi-Bellman equation associated to the optimal control
problem (1.2), that is an elliptic fully nonlinear integro-differential equation on [0, co0) X E with
nonlocal boundary conditions

HY(z,v(x),Vu(x)) =0 in E, (2.8)



v(z) = F’(z) on JF, (2.9)

HY(z,u,p) == sup {5u — h(z,a0) - p — f(2,a0) —/

apg€Ag E

() — $(2)) Az 00) Q= an, dy>},

ar EA[‘

PO = iy {etear) + [ vl Rezar i)}

In the following the shorthand u.s.c. (resp. l.s.c.) stands for upper (resp. lower) semicontinuous.

Definition 2.1. (i) A bounded u.s.c. function u on E is a viscosity subsolution of (2.8)-(2.9) if
and only if, Vo € (C%(E), if xo € E is a global mazimum of w — ¢ one has

H"(z0, u(z0), Vé(z0)) < 0 if v € E,
min{ H"(xo, u(zo), Vé(x0)), u(zo) — F*(x0)} <0 ifxp € OF.

(ii) A bounded l.s.c. function w on E is a viscosity supersolution of (2.8)-(2.9) if and only if,
V¢ € CL(E), if o € E is a global minimum of w — ¢ one has

H"(zg,w(xp), Vo(xo)) =0 if vo € E,
max{H" (zo, w(zo), Vo(xo)), w(xg) — F(x0)} =20 ifzg € OF.

(iii) A wviscosity solution of (2.8)-(2.9) is a continuous function which is both a viscosity subsolution
and a viscosity supersolution of (2.8)-(2.9).

The following theorem collects the results of Theorems 5.8 and 7.5 in [15].

Theorem 2.1. Let (HhAQR), (Hfc), (HO), (HBB) and (HBB’) hold, and assume that Ay,
Ar are compact. Let V : E — R be the value function of the PDMPs optimal control problem (1.2).
Then V is a bounded and continuous function, and is the unique viscosity solution of (2.8)-(2.9).

We end this section with an example of application of the PDMP optimal control theory.

Example 2.1. Let us consider the optimal control of consumption and exploration of non-renewable
resources studied in [10], Section 5. In particular, one assumes that new reserves are found at
random times 11,15, ..., where the inter-arrival times are exponentially distributed, and that the
amount of resources found at each T, is a random variable with given distribution. The exploration
process takes place on a bounded area, and there is a mazimum amount of reserves rp, > 0. At
time t, the controller can change the exploration rate e; and the consumption rate ¢; of the current
reserves. The level of current reserves decreases by the amount of consumption, and an exploration
cost must be paid. Denote by A; and ry respectively the amount of explored land and the level of
the known reserves at time t. The control process will be a pair of measurable functions a°(t) =
(c(t),e(t)), with e : Ry — [eq, €0, ¢ : Ry — [0, o] where gy is a small positive number. For
t €10, Ty), the state process X = (A,r) evolves deterministically in EY = [0, 1) x (0,7,,] according
to
{ Ay = Ag + ng e(s)ds
re =10 — fot c(s)ds — fg e(s)ds,

where K is a given constant and xg = (Ao, 7o) is a fived value of EY. The boundary state space is

'y = ({1} x (0,7]) U ([0, 1) x {0}). After each discovery, the amount of known reserves jumps to
a new value according to the (uncontrolled) transition measure

1

m — T

Q(T‘, dC) = r 1C€[r,rm} 1r€(0,rm) dC + 17":7“m67"m+7°j (dC)v



with controlled jump rate given by

_ o 0
A, u®) = { ())\oKr(rm re ifz=(A,r)e€ Ej

otherwise,

where u® = (c,e) € [0, co] X [0, €o] and g is a fived constant. When the process hits the boundary
{1} x (0, 7], there is no further exploration and the process jumps to the new state space ES =
(0,71, with boundary T's = {0}, where it evolves deterministically according to

t
e =170 — / c(s)ds, o€ EY.
0

On the other hand, if the process hits [0, 1) x {0}, it stops and the process jumps to a cemetery
state A, and is killed. Thus, the PDMP state space is E = EY U EY U {A.}. The (uncontrolled)
boundary transitions measures for I'y and I'y are respectively

Rl((A7 r)v B) = 17‘:0 5AC(B> + 1A:117‘>OchE85r(B)7 R2<T; B) = 1r:0 5AC(B);
where B is a Borel subset of E. The value function of the control problem is then defined as
V(xo) = sup E7§ {/ eBtU(c(t))dt} )
ad(+) 0

where B > 0 is a constant, and U(-) denotes the utility of consumption of the economy, which is
assumed to be a continuous function. Finally, the Hamilton-Jacobi-Bellman equation associated to
this problem reads

Bu(A,r) = sup (U(c) —cow(A,r))

c€[0,¢0]

+ sup <eK0AU(A,r) —edw(A,r) — NKr(ry, — r)e/ooo[v(A, ¢) —v(A,r)]Q(r, dC)) in EY,

e€leo,eo]
2.10)
v(A,r)=F(A,r) onTy, (2.11)
where
" _ J supey (o7 e PU(c(t))dt) subject to ry =1 — f s)ds, Y(A,r) € {1} x (0,7p],
Fdn= { 0 W) € 0.1] % (0],

It is easy to verify that assumptions (Hfc), (HBB) and (HBB)’ hold true in the present ezample,
and that assumption (HhAQR) is verified by A, Q. On the other hand, the PDMP state space E
is not of class W, being the normal vector not defined at the corners of the rectangular state
space EY; nevertheless, the probability of hitting a neighborhood of these corners can be shown to
be uniformly small, and one can prove the continuity of the value function for this special case.
Analogously, assumptions (HO) and (HhAQR) for the boundary transition measures Ry, Ry are
not needed to solve this particular optimal control problem (for more details, see [10]).

3 The randomized optimal control problem

In the present section we formulate the randomized optimal control problem. First we introduce
some notations. For every ag € Ag, we denote by ¢(t,x,ap) the unique solution to the ordinary



differential equation @(t) = h(z(t),ap), with 2(0) = = € E. Notice that ¢(t,z,ag) coincides with
the function ¢U(t,z), introduced in Section 2, when U(t) = ag. We also introduce two positive
measures \g and Ar on (Ag, Ag) and (Ar,.Ar), respectively, satisfying the following assumption:

(HXoAr) Ao and Ar are two finite positive measures on (Ay,.Ag) and (Ar, Ar), respectively, with
full topological support.

For all t > 0, (ag,ar) € Ag x Ar, let us define

¢(t7$aa07a1“) = (¢(t7x7a0)7 ap, ar)a HARS EJ
/\(.CE, ao) = )\(a;, a()) + /\o(A[)) + /\F(AF), S E_', (31)
R(z,a9,ar,dydbdc) = R(x,ar,dy) 0., (db) b, (dc), x € OF,

and,

Oz, ao, ar, dy dbde) :=

A, a0) Q(2, ag, dy) daq (db) dar (dc) + Ao(db) dar (de) du(dy) + Ar(de) da, (db) du(dy) &
/N\(x,ao) ’ ’

where, for any I’ topological space, §, denotes the Dirac measure concentrated at some point a € F.

3.1 State process

Our purpose is to construct a PDMP (X, I, J) with enlarged state space E x Ag x Ar and local
characteristics (q;, A0, R) This can be done in a canonical way, proceeding as in Section 2. So,
in particular, we define Q' as the set of sequences w' = (t,,e,, a2, al),>1 contained in ((0, o) x
E x Ag x Ar) U{(co, A, A", A")}, where A ¢ E, A" ¢ Ay, A" ¢ Ar are isolated points respectively
adjoined to E, Ag and Ar. In the sample space Q = Q' x E x Ag x Ar we define the random
variables Tp(w) = 0, Eo(w) = z, A%(w) = ag, AT(w) = ar, and the sequence of random variables
T,:Q— (0,0], B, : Q= EU{A}, A% : Q — AgU{A"}, AL : Q — Ar U {A"}, for n > 1, by
setting Ty, (w) = tn, En(w) = en, AY(w) = al, Al(w) = al, with Ts(w) = lim,, 500 t,. Then, we

define the process (X,I,J) on (E x Ag x Ap) U{A, A", A"} as

(X1, = (b(t — Ty, B, A2), AV ALY if T, <t < Tpyq, for n €N,
Ut (A, A, A") if t > T

We also define the random measure p on (0, c0) x E x Ay X Ar as

pldsdydbde) = " Lip, g, a0 ary(dsdydbdc), (3.2)
neN

and, for all t > 0, we introduce the o-algebra G; = o(p((0,s] x G) : s € (0,t],G € E® Ay x Ar),
and the o-algebra F; generated by Fy and G;, where Fy = £ ® Ay ® Apr ® {0,Q'}. We denote by
F = (Fi)t>0 and P the corresponding filtration and predictable o-algebra. We also denote by Fuo
the o-algebra generated by the all o-algebras F;.

Given any starting point (z,ag,ar) € E x Ay x Ap, by Proposition 2.1 in [3], there exists
a unique probability measure on (2, F ), denoted by P*@-Tsuch that its restriction to Fy is
(z,a0,ar) and the F-compensator of the measure p(ds dy db dc) under P*%-“T" is the random measure

Pldsdydbde) = Lir, 1,,,)(5) M@(s — T, Bn, AD), AD, AL, dy dbdc) dAs, (3.3)
neN



where, for all (z,a9,ar) € E x Ag X Ar,
A(z, ag, ap, dy dbde) = Q(x, ag, ar, dy dbdc) 1.e 5 + R(x, ag, ar, dy dbde) 1,eom,
and Ag is the increasing, predictable process such that, for any s > 0,

dAs(w) = MXs- (W), - (W) Lx, _()er ds + 1x, (w)eop dpi(w). (3-4)
In particular,

AAy(w) = p(w, {t} x Ex Ag x Ar) = 1x, (v)coB

p(w, {t} x dydbdc) = R(X;—(w), [;—(w), Ji—(w),dy dbdc) AAy(w). (3.6)

Remark 3.1. The F-compensator of the measure p(dsdy dbdc) under P> can be decomposed
as p(w,dsdy dbdc) = ¢y, +(dy dbdc) dAs(w), where

¢ui(dydbde) == A Xy—(w), [;—(w), Ji—(w), dy dbdc). (3.7)

The process (X, I, J) is Markovian on [0, co) with respect to F. For every real-valued functions
@ defined on F x Ag x Ar, we define

'CSD(:Ca ao, CL[‘) = h($’ ao) : ngD(CL', ao, CLI‘) + / (go(y,ao,ar) - @(%%Jﬂ“)) )\(l‘, CLO) Q(Z’, ao,dy)
E

+ / (o(x,b,ar) — p(z, ap,ar)) Ao(db) +/ (p(x,a0,c) — p(x,a0,ar)) Ar(de), =€ E,
Ao A

T

gcp(x, ao,ar) = / (Qp(yva(]var) - cp(x,ao,ap)) R(.’E,CLF,dy), r € 0k.
E

From Theorem 26.14 in [13] it follows that £ is the extended generator of the process (X, I,.J) and
Gy = 0 if and only if ¢ belongs to the domain of L.

3.2 The randomized control problem

The class of admissible control maps is the set V = Vo ® Vr, where Vo = {#¥ : Q x [0, c0)

X
Ag — (0, 00) P ® Ag-measurable and bounded}, and Vr = {v! : Q x [0, 00) x Ar — (0, 00) P ®

Ar-measurable and bounded}. For every v = (1°,1) € V, we define

A (t,x,a9) = )\(x,ao)—i—/A u,?(b))\o(db)Jr/A vt (¢) Ar(de),

Qy(tv &€, ap, ar, dy db dC) =
Az, a0) Q(, a0, dy) day (db) dar (de) + 7 (b) Ao(db) dar (de) da(dy) + v () Ar(de) dag (db) b (dy)

AV (t, z,ap)
AY(t,z, a9, ap, dy dbde) = Q¥ (t, x, ag, ar, dy dbdc) 1pep + R(x, ag, ar, dy dbdc) 1,epp.

Then, for every v € V, we consider the predictable random measure

P¥(dsdydbde) = Lir, 1,1y (5) A (5, 0(s — T, Bn, A3), AD, AL, dy db dc) dAY, (3.8)
neN

where A" is the increasing and predictable process given by

dAY = 5\'/(57X5_, I,_)1x, cpds+1x, cor dp;.
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In what follows we will denote ¢ = p — p and ¢¥ = p — p”. By the Radon-Nikodym theorem, there
exist three nonnegative functions dy, ds, ds defined on Q x [0, 00) x E'x Ag X Ar, P®E R Ay ® Ar,
such that dp¥ = (10 dy + V' dy + d3) dp, with dy + do + d3 = 1, p-a.e., and
di(t,y,b,c) p(dt dy dbdc) = Ao(db) d¢x, y(dy) d¢s, 1(dc) 1x, ek dt, (3.9)
day(t,y,b, c) p(dt dy dbdc) = Ar(dc) 6yx, 1(dy) b, 1(db) 1x, cp dt, (3.10)
ds(t,y,b,c) p(dtdy dbdc) = N(Xy—, I;-) Q(Xy—, Ir—, dy) §¢1,_1(db) 0y5,_1(dc) 1x,_ep dt+
+ R(X;—, Ji—, dy) 5{]t7}(db) 5{Jt7}(dc) 1x, coE dp;.

Remark 3.2. Without loss of generality, one can select a good version of dy, da, ds such that
di(t,y,0,¢) 1x, com = da(t,y,b,¢) 1x, com =0,
d3(t,y.b,¢) 1x, eop = lx, ecop-
For any v € V, we introduce the Doléans-Dade exponential local martingale LY as
fo Jay (1=v72(6)) Ao (db) dr fo Jap A=v () Ar(de) dr
I 00, (A) (T, B, A7, A7) + V5, (A) do(To, En, Ay, Ay) + ds (T, En, A3, A)),
n>1:Th <t

for all t > 0. Notice that, when (LY );>¢ is a true martingale, for every time 7" > 0 we can define a
probability measure IP’ ’ 0’ I equivalent to P*:r on (Q, Fr) by P72 (dw) = LY (w) P*%00T (dw).

Lemma 3.1. When (L;’)tzo s a true martingale, for every T > 0, the restriction of the random
measure p to (0,T] x E x Ay x Ar admits p¥ = (10dy +v" dy + d3) p as compensator under P

Proof. We shall prove that
vy =1 whenever oy = 1, (3.11)

with ay := p({t} x E x Ag x Ar), 0:(y,b,c) := v2(b) d1(t,y,b,c) + v} (c)da(t,y,b,c) + ds(t,y,b,c),
and v := fEXAQXAr‘ i (y,b,c) p({t} x dydbdc). Indeed, if condition (3.11) holds, then the result
would be a direct application of Theorem 4.5 in [19]. Let us thus show the validity of (3.11). To
this end, we start by noticing that, by Remark 3.2,

Vs(y,b,¢) 1x,_cop = 1x,_cop- (3.12)

Moreover, (3.6) implies [, 7(t,y,b, ¢) p({t} xdy dbdc) = [, v(t,y,Is—, Js—) R(Xs—, Jo—,dy) 1x,_cor =
1x. cor, where the latter equality follows from (3.12). On the other hand, by (3.5) we have
ar = 1x, cop, and condition (3.11) follows. O

At this point, for every T' > 0, let us set

~

5, = / Zu(y,b, ) p({t} x dydbde), 0<t<T, (3.13)
ExAygxAr

1212 worm = E[ | Zi(y,b.€) — Zi L (1) pldt dy dbde) |, (3.14)
0,T) JEXxAoxAr

X, a aF (
and

giao,ar (;0,T) :={Pr®&® Ay ® Ap-measurable maps Z : Q x [0, T] x E x Ay x Ar = R
Such that ||Z’|gz (q;O,T) < OO}

x,aq,ap

We also set G2

xa0.ar loc(@) = NT>0 G2 ao.ar (450, T). We can now state the following result.
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Proposition 3.2. Let assumptions (HhAQR) and (HXoAr) hold. Then, for every (z,ap,ar) €
E x Ag x Ar and v € V, under P»%:T the process (LY )i>0 is a martingale. Moreover, for any

T > 0, LY is square integrable, and, for every H € g;"j,ao,ar (q;0,T), the process
MY ::/ / Hy(y,b,c) ¢”(dsdydbde), tel0,T], (3.15)
(0,t] JExAgxAr

is a square integrable P, 70" -martingale on [0,T]. Finally, there exists a unique probability Py** "
on (2, Foo), under which p¥ in (3.8) is the compensator of p in (3.2) on (0, 00) X E x Ag x Ar,
and such that, for any T > 0, the restriction of Py*" on (Q, Fr) is P, 70"

Proof. The first part of the result is a consequence of Theorem 5.2 in [19]. The square integrability
property of LY can be proved arguing as in the proof of Lemma 3.2 in [4]. Moreover, Proposition
3.71-(a) in [20] implies that the stochastic integral f(t’T} fEXonAF Hy(y,b,c)q(dsdydbde) is well-
defined, and, by Proposition 3.66 in [20], the process M; := f(o,t} fEXonAF Hy(y,b,c)q(dsdydbde),
t € [0,T], is a square integrable P7*"“"-martingale. Using the Burkholder-Davis-Gundy and
Cauchy-Schwarz inequalities, together with the square integrability of L%, we see that (3.15) is
a square integrable P72%”“"-martingale. Finally, the probability measure P;,;*" on (2, F) can
be constructed as usual by means of the Kolmogorov extension theorem, see e.g. Theorem 1.1.10

in [28]. O

For every (z,ag,ar) € E x Ay x Ap, the randomized optimal control problem consists in mini-
mizing over all v € V the cost functional J(z,ag, ar,v) defined in (1.4) (we denote by Ey*" the

expectation operator under P, *>“"). The value function is given by

V*(x,a9,ar) := in{; J(z, a9, ar,v). (3.16)
ve

4 Constrained BSDEs and probabilistic representation of V*

In the present section we introduce a BSDE with two sign constraints on its martingale part, that
will provide a probabilistic representation formula for the value function V* in (3.16). The main
novelty with respect to previous literature is that our BSDE is driven by a non quasi-left-continuous
random measure. For such an equation, the proof of existence and uniqueness is a difficult task, and
counterexamples can be obtained even in simple cases, see [10]. Only recently, some results in the
unconstrained case have been obtained in this context, see [9], [5], [2]. In order to have an existence
and uniqueness result for our BSDE, we have to impose the following additional assumption on the
counting process p* defined in (2.2).

(HO") For any (z,ap,ar) € E x Ag X Ap, t € Ry, S > 0, there exists some Cs(t) < oo, only
depending on t and 8, such that E*%0:" [(1 4 pf) (1 + B)Pr] < Cp(t).

Now, we introduce some notations. Firstly, for any S > 0, given the predictable increasing
process A defined by (3.4), we denote by £ the Doléans-Dade exponential of the process 3A, given
by

& = M I 1 +BAA)ePAA

0<s<t

In particular, d&f = 8P dA,, & > 1.
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Remark 4.1. Given a cadlag process C, Ité’s formula applied to Sf |Cs|? yields

d(EP|C?) = 2P Cy_ dCs + EP (AC,)? + BEP |Cs_|? dA,
=280 C,_dCy + EP (AC,)? + BEP (1 4+ BAAL) L |Co_|? dAs,

where the last equality follows from the fact that 85_ =&l (1+BAA)L

Following [20], we also define the random sets:

D :={(w,t): p(w,{t} x E x Ay x Ar) > 0}, (4.1)
K :={(w,t): p(w,{t} x Ex Ay x Ap) =1},

where p is the counting measure introduced in (3.2), and p is the predictable random measure
defined in (3.3). Notice that, by (3.5), J = K = {(w,t) : AAi(w) =1} = {(w,t) : X;—(w) € OF}.
For any stopping time 7, denote by [[7]] the random set {(w,7(w))} C 2 X [0, co]. We have the
following result, see e.g. Lemma 4.11 in [5].

Lemma 4.1. Let D and K be the random sets in (4.1) and (4.2). Then there exists a sequence of
totally inaccessible times (%), with [[TE]| N[[TL])] = 0, n # m, such that D = K U (U,[[T]]) up to
an evanescent set.

Now, for any (x,ap,ar) € E x Ay X Ar, and 8 > 0, we introduce the following sets.

L2 (F7), the set of Fr-measurable random variables ¢ such that E[|¢]*] < oo; here 7> 0

X,ap,ar
is an F-stopping time.

S the set of real-valued cadlag adapted processes Y = (Y%)¢>0 which are uniformly bounded.

L28  (p*;0,T), T > 0, the set of real-valued progressive processes Y = (¥;)o<s<7 such that

X,ap,ar

||Y‘|ii:§0,ar(l)*;0, T) = BP0 |:/(0 7] 6155 |Y}/*|2 dAt:| < 00.

Q,%jgmar (q;0,T), T > 0, the set of Pr ® £ ® Ay ® Ar-measurable maps Z : Q x [0, T| x E X
Ag x Ar — R such that

1211525
g

X,a(,ar

oy = BT [ | e |Z(y, b ¢) — 2 Lac(t) | (dt dy dbde)
" (0,7 ExAoxAr
(4.3)

is finite. We also define G2° ar loe(@) == Nr>0 gﬁ;ﬁmar (q; 0,T).

X,a0,

L2()\o) (resp. L2(\r)), the set of Ap-measurable maps ¢ : Ay — R (resp. .Ap-measurable
maps ¢ : Ap — R) such that

220y = /A O No(ab) < o0 (p 622y, = /A (O] Ar(de) <oo>.

T

L2(¢ut) = L2(E x Ag x Ar,E ® Ag ® Ar, ¢ ¢(dy dbdc)), for any (w,t) € Q x Ry, the set of
& ® Ag ® Ar-measurable maps ¢ : E x Ag x Ar — R such that

K‘iz(dﬁw 0 / ‘C(%b? C)‘2 ¢w,t(dydbdc) < 00,
’ EXA()XAF

where ¢, (dy dbdc) is the random measure introduced in (3.7).
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o K2 (0, T), T > 0, the set of nondecreasing cadlag predictable processes K = (K})o<t<T

X,ap,ar
such that Ky = 0 and EUKT|2] < 00. We also define K2 = Nr-oK2 0, T).

x,ap,ar,loc * X,a0, ap(

Remark 4.2. The norm in (4.3) is equivalent to E*%-%T [ZSG(O,T] UExAOxAF Hq(y,b,c) q({s} x
dy dbdc)[?].

We aim at studying the following family of BSDEs with partially nonnegative jumps over an
infinite horizon, parametrized by (x, ag, ar): P*%:%T-a.s.,

Y'Sz,ao,ar — Yjﬂfﬂmar Y }/T:L“,amar dr + f‘(‘)(r7 Ir) dr + / C(Xr_, Jr—) dp:
(s, T] (s, 71 (s, 71

- / / Z200 (X, b, Jp) Ao(db) dr — / / Z20 (X, I, ¢) Ap(de) dr
(s,7] J Ag (s,7] / Ap
— (K30 — Kaeer) — / / Z700 (y, b, ¢) q(drdydbde), 0<s<T <oo, (4.4)
S T] EXAQXAF

with the constraints

ZBa0ar (X b J ) >0, dPP0 \o(db) -a.e. on [0, 00) x Q x Ao, (4.5)
zraar(Xe Is ) =0 dP*% \p(de) -a.e. on [0, co) x Q x Ar. (4.6)

; ; T,a0,ar 7T,a0,ar JT,00,ar 00 2
We look for a mazimal solution (Y 7 K ) € 8% X G ar toc(@) X K2 ap.ar loc

0 (4.4)-(4.5)-(4.6), in the sense that for any othef solution (Y,Z,K) € 8% x Qiao’ar’loc(q) X
Ki a0.ar Joc 10 (4.4)-(4.5)-(4.6), we have Y;7“0" > Y, P#e0:%T-as., for all t > 0.

We start by considering, for every T' > 0, the family of penalized BSDEs on [0, T] with zero
terminal condition at time 7', parametrized by the integer n > 1: P*%0:%_3.g.

YST,n,%aoﬂr Y YTT,n#E,ao,ar dr _|_/

(X, I, dr+/ co(Xr—, Jr_) dpy
(s, (s, 7]

(s,T]

—n/ / [zLm@aoar (X b )] Ao(db) d / / zIn@aoar(x b J,.) Ao(db) dr
(8,7] /Ao (s,T]

Ao
—n/ / [zTmeaoar (X T ¢)]” Ap(de) d zInwaoar(x T ¢) Ap(de) dr
(S T] Ar‘ 3: T] AF
/ / zlnwaoar(y b ) q(drdydbde), 0<s<T, (4.7)
(8,T) J ExAox Ar
where [z]” = max(—z,0) is the negative part of z. Our aim is to exploit equation (4.7) in order to

construct the maximal solution (Y@0.er z%.a0.ar [#.a0,ar) studying the limit of (Y7, ZT") =
(Y Tmwaoar - zTn.z.a0.ar) firgtly as T — oo, and then as n — o0o.

Remark 4.3. The key idea of the randomization method consists in approzimating the original
control problem (1.2), with policies o € Aquq, by the randomized control problem (3.16), where the
strategies a are substituted by the pairs of piecewise constant jump processes (I,J) with controlled
intensity measures (v°(b)\o(db), V' (c)Ar(dc)), with (V°, V") bounded functions. In particular, equa-
tion (4.7) is related to the randomized control problem whose controls (V°,v") are bounded by n:
roughly speaking, as soon as I (resp. J) is no more a good approzimation of a® (resp. o), a
Jump of intensity measure nAo(db) (resp. nAp(dc)) is forced to occur. The initial control problem is
then recovered by sending to infinity the intensity rate n (in other words, by exploiting the density
property of the class of piecewise policies in the class of the original admissible controls Agq). This
gives an intuitive explanation of the form of the constrained BSDE (4.4)-(4.5)-(4.6).
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Before analyzing the asymptotic behavior of (Y7, ZT"), we need to prove the existence of
a unique solution to equation (4.7). This is given by the following result, and it is mainly a
consequence of Theorem 4.1 in [2].

Theorem 4.2. Under assumptions (HhAQR), (HO0), (H0'), (HXAr) and (Hfc), for every
(z,a9,ar) € ExAgxAr, T > 0, n € N, there exists of a unique solution (Y T"a0.ar  zTnw.a0.ar) ¢
L%5  (p*;0,T) x gi’f&ar (q;0,T) to equation (4.7), for 0 < 8 = B(n) large enough.

Z,a0,ar

Proof. Notice that equation (4.7) can be rewritten as: P%%:%T-a.s,

yImeaar = [ s X, L g, ZEmEe00r) A,
(s, 717
- / e0(r=s) zImwaoar (o) q(dr dydbdce), s e [0, T], (4.8)
(s,T] ExAoxAr
where
fn(tu x, ap,ar, C) = 6*515 fn($7 ap, C($7 y GF)7 €($7 ap, )) 133€E + eiét C(l’, (II‘) 1I€8E7 (49)
with f7 (@, a0, 1, 0) = F(w,a0) — [, {0 160)]™ + B0} Ao(db) — [ {n[e(e)]” + @(e)} Ar(de). Un-

der assumptions (HAgAr) and (ch) there ex1sts a constant Ly, dependmg only on n, such that
|f" (@, a0,%, ¢) — ["(x,a0,%",¢")| < L (W —¥lp2ng) + o — <P/|L2(,\F)> ; (4.10)
for every (z,ag) € E x Ag, 1, ¥’ € L2(X\o), ¢, ¢’ € L2(\r). Then, one can easily show that
(s X (@), T (), 1= (@), €)= F7(t Xim () - (@), T (w), Q)] <

2Ln</ {(y,b,c) AAt(W)/ (5,0, €) du,+(dy db de)
ExApxAr ExAgx Ar

for all (w,t) € Q% [0,T], ¢,¢' € L¥(¢uy), with ¢ = ¢ — (' Finally, setting ey(T) = (M} v
M2)[[ Moo T PINI=T | ¢y = (M3 v M2), we have

E00r | (1 4 AA? / &f
[( S iaa [

0<t<T
< er(T)(1+ EPT [ph]) + ca BX0T[(1 + py) (1 4 B)PT],

2 1/2
¢uwt(dy db dc)) ,

- 2
ot Xoe I, Jo 0)‘ dAt}

which is finite by (2.6) and hypothesis (H0"). We are therefore in condition to apply Theorem 4.1
in [2]. In particular, setting

2 (Ln + 8)2
0 =———, c€(0,1),
gy =2t 0.1
we deduce that there exists of a unique solution (Y Tm®eoar zTnzaoar) ¢ 1,2 go ar(P*50,T) x

G24 ‘a0,ar (4; 0, T') to equation (4.7) for 5 > f. Notice that the Lipschitz constant of f™ with respect
to Y, that we will denote L,, is identically zero. So, in particular, the technical assumption of
Theorem 4.1 in [2], that is the existence of ¢ € (0, 1) such that (in our framework, AA; = 1x, cor)

2L |AA? < 1—¢,  P-as,Vte[0,T],

here it is automatically satisfied. O
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Remark 4.4. The existence result in Theorem 4.1 in [2] relies on a martingale representation
theorem for marked point processes (see e.qg. Theorem 5.4. in [19]), which holds for any cadlag
martingale. Notice that, being the filtration F right-continuous, and since any F-martingale always
admits a right-continuous adapted modification (see e.g. Corollary 2.48 in [15]), the martingale
representation theorem can be applied without asking additional completeness assumptions on F.

We can now state the main result of this section.

Theorem 4.3. Under assumptions (HhAQR), (HO0), (H0'), (HXAr) and (Hfc), for every
(x,a0,ar) € E x Ag X Ar, there exists a unique mazximal solution (Y*00:0T  Z:00,0T | [{T,00,01) ¢
S x gf’%aﬁloc(q) X Kiao,ar,loc to the constrained BSDE (4.4)-(4.5)-(4.6). Moreover, Y*%:4T has
the explicit representation:

Y3000 — egg inf BZ%0-4r { / e 0r=%) £(X,, I,) dr + / e 00=3) o(X,_, J._) dp?
vey (s,00) (s,00)

J-'s}, (4.11)

for all s = 0. In particular, setting s = 0, we have the following representation formula for the
value function of the randomized control problem:

V*(:c,ao,ap) = )/bx’ao’ar, <$,a0,ar) € F x Ay x Ar. (4.12)

Proof. We know from Theorem 4.2 that, for every (z,ag,ar) € Ex Agx Ap, T > 0, n € N, there ex-
ists of a unique solution (Y 7:m®-a0.ar  7Tn.z.a0.ar) ¢ Li:go’ar (p*;0,T) x gi;ﬁo,ar (q; 0, T) to equation
(4.7), for B large enough. Our aim is now to construct the maximal solution (Y #:90:¢T | Z%:60,4r | [{T:00,0r )
as a suitable limit of (Y T-n@a0.ar  7T:nz.a0,ar) firgtly as T — oo, and then as n — oo.

We split the rest of the proof into five steps.

Step I. Conwvergence of (Y1:™%@0.8r)r  We begin by proving the following uniform estimate:
P*®0:4T_g, 3.,

M
0< Y9T7n7x7a07ar < Tf +C* Mc, Vs e [0’ T], (413)

where C* is the constant defined in (2.7). To this end, for any v € V™ (the set of control maps v =
(19, 1), with both % and v' bounded by n), let us introduce the compensated martingale measure
q"(dsdydbde) = q(ds dy dbde)—[(v2(b)—1) d1(s,y, b, c)+(vL (c)—1) da(s,y, b, c)] p(ds dy db dc) under
Py " with dy and dy given by respectively by (3.9) and (3.10). Taking the expectation in (4.8)
under P57 conditional to F, and since Z7*" is in gi;ﬁoyar (q; 0, T), from Proposition 3.2 we get

that, P*%0:%'_a 5.
yIn = —gZeoar [ / / e 0= 2™ (X, b, J)] T + v2(b) Z5 (X, b, J,) } Ao(db) dr‘fs]
(s, T] J Ao

—Egvamar[ / / e 0= n[ 2 (X, I, 0)] + vE (¢) Z5 (X, I, €)Y A (de) dr‘fs]
(s, T] J Ar

+ E&00.0r [/ e~ 0(r—s) (X, 1) dr + / e 009 c(X,—, Jy) dpy
(s, 7]

J—“S] s 0, T). (4.14)
(5.7

The right-hand side of estimate (4.13) directly follows from the elementary numerical inequality
n[z]” + vz >0 for all z € R, v € (0, n|, and the boundedness of f and c.

Let us now prove that Y7"" is nonnegative. To this end, for ¢ € (0, 1), let us consider the
process v° := (V0 v1€) € V" defined by:

0, _ T, -1
ve () =nligraix <oy T Loczrnix,payeay T €24 (Ko 0o Jon) T Lznix, b, )21y
(4.15)
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Te( .y _ T, 1
vs(e) =nlmnix 1 o<op T ELoesmnix, o<y TELs (KXo Isy )7 Lprny g gy

(4.16)
By construction, we have
n[ZI™( X, b, Jo)]” 4+ v05(b) ZM( X, b, Jo—) <&, s20,b€ Ay,
n[ZIM(Xs— I~ e)]” +vi(c) ZM(Xs—, Is—,c) <&, s52=0,c€ Ar.
Thus for the choice of v = v° in (4.14), denoting Cp := X\o(Ap) + Ar(Ar), we obtain
T 1— efé(Tfs) v a s s
YIn >y e CpREL00T [ / e 00=9) £(X,, 1) dr+ e 09 o(X,_, J,) dp? }'s}
0
(s,T) (s, T]
Since f, c are positive, it follows that
YT" > ess %)nf Ea0.ar [/ e 0 (=9 f(X,, L) dr + / e 0(r=s) o(Xr—, Jr—) dpy .7:5] — % Ch.
veyn (8,00) (s,00)
(4.17)

We conclude by the arbitrariness of €.
Now, let us study the convergence of (Y7")p. Take T,T' > 0, with T < T, and s € [0, T).
Then

T,T' =00

v i R R M e (4.18)

where the convergence result follows from (4.13). Let us now consider the sequence of real-valued
cadlag adapted processes (Y7")p. It follows from (4.18) that, for any ¢ > 0, the sequence
(YtT’n(w))T is Cauchy for almost every w, so that it converges P*“-a.s. to some JF;-measurable
random variable Y}, which is bounded by the right-hand side of (4.13). Moreover, using again
(4.18) and (4.13), we see that, for any 0 < S < T AT’ with T, 7" > 0, we have

!/ !/ M
sup mT no_ YtT,n| < o0 (TAT'=S) (f

+C MC> BT, (4.19)
0<t<S )

Since each YT'" is a cadlag process, it follows that Y™ is cadlag, as well. Finally, from estimate
(4.13) we see that Y™ is uniformly bounded and therefore belongs to S°°.
Step I1. Convergence of (ZT™%90ar) . Let S, T, T' > 0, with S < T < T’. Then, applying Ité’s

_ T’ T
formula to e=29¢|Y," " — v, "2

ECEGO,CLF|: Z 6—257‘

re(0, 5]

between 0 and S, and taking the expectation, we get

|
268 T'n T2 2 s 26 T T2 T,7" 00
< e 20Sgraoar [y In _y 2 4 g(n? 4 1) 0y EB000r / e 20|y T'n _y T2 gr| D230,
0

/ (27 (y,b,¢) — 277y, b,¢)) q({r} x dy dbde)
EXA()XAF

where the convergence to zero follows from estimate (4. 19) Then, for any S > 0, we see that
(Zﬁéns])T>s is a Cauchy sequence in the Hilbert space G2 q;0, S). Therefore, we deduce

such that (Z |[0,S})T>S converges to Zji ¢ in G2 aoar (450, S).

X,a0, ap(

the existence of Z" € G2

X,a0,ar, loc( )
Hence, from the convergence of (Y1) and (Z7"),,, we can pass to the limit in equation (4.7) as
T — oo, from which we deduce that (Y, Z™) (also denoted as (Y041 Zm:a0,4r)) golyes the
following penalized BSDE on infinite horizon: P*%%T-a.s.

ygrmavar — ypoeots _ g [y gy o ﬂanW+/ (X, Jy-) dp}
(s,7) (s,T] (s, T
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- / / ZM00:0r (X, b ) Ao(db) dr — / / Zma0.ar (X, T ¢) Ap(de) dr
(s,7] J Ao (s,T) J Ap
— (Kpmeoar _ rsmaoer _ / / Z1swa0ar (y b ¢) g(dr dy dbde),  (4.20)
(S,T] EXA()XAF

for all 0 < s < T < oo, where

g i | ( [ zzmenes b, 1 do(an) + [ [Z?’Z’QO’QF(XMIT,C)]_)\F(dc)> dr.
0 Ao Ar

(4.21)
Notice that equation (4.20) can also be written as follows:
st,:c,ao,ar = YICLJﬂO,aF 676(T?S) + / fn(r -8, X’I’—7 Ir—7 J’r—a Z;L,l’,ao,(l[‘) dAr
(s, 7]
- / e 0(r=s) / Z®a00r (y b c) q(dr dy dbde), s € [0, T, (4.22)
(S,T} EXAO ><A1"

where f" is the deterministic function defined in (4.9).

Step III. Representation formula for Y™%%0:9T = Qur aim is to prove the following representation
formula:

YIu500:00 = egg inf EZ40:0 [ / e 0= f(X,, I,) dr + / e 0= o(X,_, J,_) dp*
(5,00)

veyn (5,00)

.7-"5] , (4.23)

for all s > 0. As at the beginning of Step I, for any v € V", we consider the compensated martingale
measure ¢” (ds dy db dc) under Py ", We take the expectation in (4.22) under Py, conditional
to Fs. For every T > 0, recalling that Z" is in G2 (q;0,T), from Proposition 3.2 we get

X,ap,ar

Y] = — Epooor / / e 0T [ 27 ( X, b, Jy)] T + V() ZM( Xy, b, Jr)} Ao (db) dr)fs (4.24)
LJ(s,T]J Ao J

—mgee | [ [ 2 ) 4 (0 2K ) e |,
L S, T m

_|_E’;i,ao,ar e—é(T—s) Y%L+/

6_6 (r=s) f(Xra Ir) dr + / 6_6 (r=s) C(XT*7 JT) dp: ]:8:| :
(s, 1]

(s, T]

From the elementary inequality n[z]” + vz > 0, z € R, v € (0, n], and since Y is in S°°, sending
T — oo, we obtain, by the conditional version of the Lebesgue dominated convergence theorem,

7

J-'s} . (4.25)

YSE[ [ ety [ eSO (X )
(s,00)

(s,00)

Hence

Y < essianEﬁ’ao’“F[ / e 00=9) f(X,, 1) dr + / e 09 o(X,_, J,) dp?
(s, 50)

vevn (s,00)

On the other hand, for € € (0, 1), let us consider the process v° := (1%, v1¢) € V" defined by
(4.15)-(4.16), with ZT" replaced by Z". Thus for this choice of v = v° in (4.24), we obtain

_ —0(T-s)
P i P

\%
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e 0= (X, L) dr + / e U (X, ) dp;
(s,T)

(s, 7]

7.

]—'s] - % Chr. (4.26)

Letting T' — oo, since f, ¢ are bounded and Y"™%%0,9r ¢ §° it follows that

Y™ > ess inf EZ20ar [ / e 00=3) £(X,, 1) dr+ / e 0=8) o(X,_, J._) dp?
veyn (s,00) (s,00)

Taking into account the arbitrariness of €, the required representation of Y™%%:9r follows from
(4.25) and (4.26).

Step IV. Uniform estimate on (Z™%%-9r K™®00.41)  Let us prove that, for every T > 0, there
exists a constant C, depending only on My, M., ¢, T, C*, such that

HZTL,Z‘,ao,arHéz (@0.T) + HKn,a:,ao,ar | ’%{2

x,ap,ap x,ap,ap

o1 <C (4.27)

where K™%%-9C jg the process defined in (4.21). Fix 7' > 0. In what follows we shall denote by
C > 0 a generic positive constant depending on My, M., C*, § and T', which may vary from line
to line. Applying It6’s formula to |Y*|2 between 0 and 7', and taking the expectation with respect
to P*¥:20,:9T ' recalling also Remark 4.2, we obtain

greoer| [ ] 12200.0) = 22 1) Bldsaya)| < —mmeoer | [ yrare)
(U,T] EXA()XAF

(0,1
wmre ypp 4o [ vpponnyas] vemee | [ v i
(0,7 (0,7
ramreon| S5 ([ 2 oal(s) x dpdbae)) X, T L, o
SE(O,T] EXA()XAF

Using the elementary inequality 2ab < va? + %62, with v € Ry \ {0}, v < 1, we get

(1 — ) EPoor [ [ 120y, b.¢) — 20 Lic(s)| plds dy db)}
(0,71 J Ex Ao X Ap

1
< Ex,ao,arHYz@’Q] _ 9R®:a0,ar [/ Ve ng:| + Z [E%e0ar [ Z (X, Js—)|2 1Xs_€8E:|
(0,7] v s€(0,T)

+ 2E®a0.0r [ Y (X, 1) ds} + 2 ETe0.ar [ Y o( X, Js) dp:] .

(0,7 (0,7

Set now Cy := % + C* M,. Recalling the uniform estimate (4.13) on Y, we obtain
(-ygeeoer| [ 1220:0.0) = 22 9 sy v )
(O,T] EXA()XAF
1
< S MZ?C*(T) + C¢ +2Cy (My T + M. C*(T)) + 2 Cy E»0r [K7], (4.28)

where C*(t) is the deterministic function defined in (2.6). On the other hand, from (4.20), we get

Kh=Yl-Y]-§ st’x’“ds+/
(0, 7] (0,7]

- / /Z:<Xs,b,Js>Ao<db>ds— / / 27X, I, ) Mo(de) ds
(O,T} Ag (O,T] Ar
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—/ / ZM(y,b,c)q(dsdydbdc). (4.29)
0,7 EXAoXAF

Using again the inequality 2ab < %aQ + nb?, for any n = a, k > 0, and taking the expectation in
(4.29), we find

T T
2Ewa0’aF[K] 4CY+250yT+2MfT+2M C*( )'i‘*)\O(AO)'f'E)\F(AF) (430)

—|—aE“”“°’aF[/ / 27 (X, b, J)]Q/\o(db)ds}JrkE“O’“F[/ / |Z§(XS,IS,C)\2AF(dc)ds}
(0,T) J Ag Ar

Plugging (4.30) into (4.28), we obtain
(=g [ 1220000) = 22 19 s dyan)| < €+
0,T] JExAoXAr
+ (aV k) Cy(1+2T)</ [/ |Z™(Xs, b, J5)|2)\0(db)+/ |Z§’$’“(X3,Is,c)|2)\p(dc)] ds).
(0,77 Ao Ar

Choosing o = k = , we get the uniform estimate for (Z"),, and also for (K™),, by (4.29).

1—y
2Cy (14+27T)
Step V. Convergence of (Y™%®0:0r  Zmr:a0,ar | [{mr.a0,0r) Tt follows from estimate (4.13) and the
representation formula (4.23), that the sequence (Y™),, converges in a nondecreasing way to some
uniformly bounded process Y. By (4.23), we then deduce the representation formula (4.11) for
Y. In addition, by the uniform estimate (4.27) it follows that there exist Z%-r € G2 a0.ar loc(d)
and a nondecreasing, predictable process K% with Ky = 0 and E*%0-r[| K7""T|?] < oo, such

that:
o Z%400r js the weak limit of (Z™®%), in G2~ (q);

o K% is the weak limit of (Kg"""T), in L2 Fs), for every s > 0.

X,a0, ap(

By Lemma 2.2 in [25], we deduce that both Y% and K*®T are cadlag processes, so that
y®aoar ¢ §% and Ke0ar ¢ K2 apaploce  Letting n — oo in equation (4.20), we see that
(Y®aoar, Zuanar [#0,41) solves equation (4.4).

C0n51der now another solution (Y, Z, K) € 8% x G2 x K2

X,ap,ar, loc( ) X,ap,ar,loc to (44)_(45)'(46)
Then, it is quite easy to check that

]
for all s > 0. This implies the maximality of (Y *@0.0r 7Z%:@0,ar ' [:a0,0r ),

Concerning the jump constraints, we simply notice that they are a direct consequence of the
uniform estimate (4.27) on the norm || K™®@0.r H

Yx 190,97 < egs lﬁl}f E; 09T [/ e70r=9) (X, 1) dr + / e 0(r=s) c(Xp—, Jp—) dpy.
ve (s,00) (s,00)

x a a (07 T) )

Finally, regarding the uniqueness result, let (Y, Z, K ) and (Y, Z’, K') be two maximal solutions
of (4.4)-(4.5)-(4.6). The component Y is unique by definition. Let us now consider the difference
between the two backward equations. We get: P*?0:9"_g s,

/ / (Zo(ysby¢) — ZL(y,b,¢)) a(ds dy dbdo)
(0,1 J Ex Agx Ar

— (K~ KI) — /Ot /A (Zo(Xo, b, Js) — Z1(Xs,b, J5)) No(db) ds (4.31)
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- / / (Zs(Xs, Is,c) — ZL(Xs, Is,¢)) Ar(de)ds, 0<t<T < oo.
(Ort] Al"

Since the right-hand side of (4.31) is a predictable process with locally finite variation, while the

left-hand side is a local martingale, both sides vanish, see e.g. Corollary 1.3.16 in [21]. This implies
in particular that Z = Z’ in gﬁ ao.ap loc(@), and that the component K is unique as well. O

Remark 4.5. We see from the proof of Theorem 4.3 that the wellposedness result for the infinite
horizon BSDE (4.4)-(4.5)-(4.6) relies on existence and uniqueness results for the corresponding
approximating families of finite horizon BSDEs (4.7), parametrized by T > 0. In particular, finite
horizon control problems can be treated via BSDFEs techniques without any additional difficulty with
respect to the infinite horizon case (the treatment is even simpler, since the passage to the limit as
T goes to infinity is no more needed).

5 A BSDE representation for the value function

The aim of the present section is to prove that the value function V' in (1.2) can be represented in
terms of the maximal solution to the BSDE with nonnegative jumps (4.4)-(4.5)-(4.6). Firstly, we
introduce the deterministic function v : £ x Ag X Ar — R given by

v(z, a9, ar) := Y (x,a0,ar) € E X Ay X Ar. (5.1)

Theorem 5.1. Let assumptions (HhAQR), (HO0), (HO'), (HXoAr) and (Hfc) hold. Then, the

function v in (5.1) does not depend on its last arguments:
v(z, a0, ar) = v(z,ay,ar), =€ E, (ap,ap) € Ao, (ar,ap) € Ar. (5.2)
By an abuse of notation, we define the function v on E by
v(+) :=v(-,ap,ar), for any (ag,ar) € Ag x Ar. (5.3)
Then v is continuous and bounded. Moreover, v admits the representation formula: P%%0%T g s.,
v(X;) =Yoo Vs > 0. (5.4)

Proof. We split the proof into three steps.

Step I. The identification property of Y*%4T A first fundamental preliminary result we have to
prove is the following identification property: for every (z,ag,ar) € E x Ay X Ap, P*®0:0T_a.g.

1/:3,04070«1“ - U(XS7157 JS)7 S Z 07 (55)

where v is the deterministic function defined by (5.1). Recall from the proof of Theorem 4.3 that
Y ®:a0.9r i constructed from Y7T:%:90.ar (see equation (4.7)), taking firstly the limit as T — oo,
and then as n — oo. Therefore, it is enough to prove property (5.5) for Y7m®:e0.ar  For sim-
plicity of notation, denote the pair (YT’”"”’“O’C”F, ZT’”"”’“O*“F), solution to equation (4.7), simply
as (YTn zTm) Then, we know from the fixed point argument giving the well-posedness of
the penalized BSDE (4.20) (see the proof of Theorem 4.1 in [2]) that there exists a sequence
(YTmk zTmk), in §%° x G2 ap.ar (450, S) converging to (Y7, Z1") in 8% x G2 . (q;0,S), such
that (Y10 ZT:m0) = (0,0) and

S
e ) / vEmRdr 4+ [ (X, L) dr + / (X, Jr—) dpy
t

(t,S] (t,S]
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S
—n / / [ZFmF (X, b, 1) Xo(db) dr — / / ZImk (X, b, 1) Xo(db) dr,
Aog t,S] J Ao

—n/ / [ZTnk (X, I, )] Ar(de) dr—/ / zZInk (X, I, ¢) Ar(de) dr
tS] Ar tS] Ar

— / / ZEnk 4y b oe) q(drdydbde),  0<t<S. (5.6)
t,S] JExAgx Ar

T T
Let us define v1"(z, ag, ar) := Yy ", vI'"* (2, ap, ar) := Y, ok For k= 0, we have, P¥:0,9r_g g .

y,lml = graoar { f( X, L) dr —|—/ c(Xr—, Jr—) dpy

f%, tE[O,SL
(¢, 5]

(¢, 5]

Then, from the Markov property of (X, I,J) we get, P%%:T a5 YtT’n’1 = ol (X, I, Jy), and in
particular

A, = —o(Xyo, Ji) App + 25N (X, Iy ) — 2™ Apg, 0st< S
which gives
ZI" Ny, b,¢) — 2™ 1k, com = 0T (g, by ¢) — 0PN X L Ji) — (X, i) 1x, eom-
We now consider the inductive step: 1 < k € N, and assume that P%®0:%T_a.s.,

Yﬂmk: ka@&)hﬂh)
ZER (g, b, ¢) — 2 1x,_com = 0T R (y, b, ¢) — 0T R(X T T ) — (X, Jio) Ix,_cor-

Then, plugging the expressions above in (5.6) and computing the conditional expectation as before,
by the Markov property of (X, I) we achieve that, P*%-T-a.s.

T,n,k+1 Ton,k+1
Y; =" (Xt,It,Jt).

Tn,k T2
DO T
Tn,k

At this point, applying the It6 formula to and taking the supremum of ¢ between 0
and S, one can show that E*%" [ supc,cq |V} Y;T’"\Q] — 0 as k goes to infinity. Therefore,

D k(m ao,ar) — v (x, ag, ar) as k goes to infinity, for all (z, ag, ar) € E x Ag x Ar, from which
it follows that, P®%-4r_a g, Y;T’n’x’ao’ar = v (X, I, Jy). Letting T — oo, and then n — 0o, we

deduce property (5.5) for Y#%0.ar,

Step II. The non-dependence of the function v on its last arguments. Notice that, by (4.12) and
(5.1), v coincides with the value function V* of the randomized control problem introduced in
(3.16). Therefore, to prove (5.2) we have to show that V*(z,ao,ar) does not depend on (ag, ar).
In other words, given (ao, aj) € Ao, (ar,al.) € Ar, we have to prove that

V*(x,a0,ar) = V*(x,ay,ar). (5.7)

Notice that (5.7) holds true if we prove the following property of the cost functional: for every
v =) €V, there exist (1%, 1), € V such that

li%l J(z,ap, ap, v%¢ V1) = J(x, a9, ar, 0, V). (5.8)
3

As a matter of fact, suppose that property (5.8) holds. Then, we deduce that V*(z,af,al.) <
J(z, a9, ar,°,v"), and by the arbitrariness of (1°, 1), we conclude that V*(z, afy, ap) < V*(z, ag, ar),
from which we get (5.7).
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It remains to prove (5.8). This can be done proceeding as in the proof of Proposition 5.6 in [3],
that is in the context of PDMPs with no jumps from the boundary, since the presence of predictable
jumps does not induce here any additional technical difficulty.

From now on, we suppose that the function v is defined on E, as in (5.3). So, in particular,
identity (5.5) gives the representation formula (5.4).

Step III. The function v is bounded and continuous. By (4.12), (5.4) and recalling the definition
of V*in (3.16), we have

v(z) = V*(x,a9,ar) = inf EJ T [/ e % f(X,, I,) ds +/ e % e(Xo_, Jo ) dpt].
vey (0, 00) (0, 00)

The boundedness of v then directly follows from the boundedness of f and c¢. In particular,
lv(x)] < % + C* M., for all x € E.

Let us now prove the continuity property of v. We proceed as in [15], Section 5. Let B(E) be
the set of all bounded functions on E. Fix (ag,ar) € Ag x Ar, and define the deterministic operator
G : B(E) = B(E) as GY(z) := inf,cy Gu(x), where

Guip(z) == ]E;ﬁ»ao’ar[ /(0 e f( Xy, I,) ds + /

e %¢(Xo_, Jo_ ) dpt 4+ e @b(XTI)} ,
(Ole]

7T1]

with 73 the first jump time of the PDMP (X, I,J) under Py, Set t}(z) := inf{t > 0 :
X, € OF, (X, 1o, Jo) = (z,a0,ar), Py*"T-a.s.}, and consider the sequence of Borel-measurable
functions (v, )n>0 defined by

ty(x)
nia(0) = Guna) = inf { [0 (K L s 40 ) i )
v 0

where x¥(s) = e =05 e Jo N EXCIN A ang (19X, 1) = f(X L) + [ () M X, I) Q(Xs, I, dy),
FU(Xoo, Joo) = o(Xom, Jom) + [ ¥0(y) R(Xs—, Js—, dy), for any ¢ € B(E). If we prove that G is
a two-stage contraction mapping, then by the strong Markov property of the PDMP (X, I,J) it
would follow that v is the unique fixed point of G, and therefore v(x) = nangO vp (), see Corollary 5.6
in [15]. Then, the continuity property of v in E would follow from the existence of two monotone
sequences of continuous functions converging to v, one from above and one from below, see Lemmas
5.9 and 5.10 in [15].

It remains to prove that G2 is a contraction in E. To this end, it is enough to show that, for
any 1,19 € B(E), |G21 — G21ba| < pl|ty1 — s|| for some constant p < 1, independent on v,
where |[1|| = max,ep ¥ (z), ¥ € B(F). Denoting by T5 the second jump time of (X, I, J), we have

Gib(z) = E[ / e 79 f(X,, I,) ds + / e %%c(Xyo, Joo) dpl + e 2 (X, |,
(O,TQ] (07T2]

so that |G211 — G2apo| < By [e™0T2]||thy — 4bo||. The fact that B[] < p < 1is a
consequence of assumption (HO), see the proof of Proposition 46.17 in [13] for more details. O

We can finally state our main result.

Theorem 5.2. Let assumptions (HhAQR), (HO), (H0'), (HX\Ar) and (Hfc) hold. Then, the
Junction v in (5.1) is a viscosity solution to (2.8)-(2.9). Therefore, if assumptions (HBB), (HBB’)
hold and Ay, Ar are compact, by Theorem 2.1 we conclude that v =V and, for any (x,ap,ar) €
E x Ay x Ap, V admits the Feynman-Kac representation formula V(z) = Y “0".
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Before proving Theorem 5.2, we recall the following technical result, see Proposition I1.1 in [27].

Lemma 5.3. A function u € Cy(E) (resp. w € Cy(E)) is a sub- (resp. super-) solution to (2.8)-
(2.9) if and only if, for any ¢ € CL(E), for any xo global mazimum (resp. global minimum) point

of u—¢ (resp. w—¢),

H?(x0, $(x0), V(0)) < 0 if ro € E,
min{ H? (zo, ¢(x0), Vo (o)), p(z0) — FO(x0)} <O if xg € OF
(resp. H? (0, ¢(x0), V(o)) = 0 if vo € B,

max{H®(xo, d(z0), Vp(x0)), d(x0) — F(20)} =0 if zg € OE.)

Proof (of Theorem 5.2). Notice that, by Theorem 5.1, it is enough to check the viscosity sub- and
super-solution properties for v in the sense of Lemma 5.3. We split the proof into two steps.

Viscosity subsolution property. Let 7 € E, and let ¢ € C'(E) be a test function such that

0= (v—¢)(@) =max(v - ¢)(y). (5.9)
yerR
Case 1: ¥ € E. Fix (ag,ar) € Aox Ar, set ) = 1 d(z,0F) , and 7 := inf{t > 0 : |¢(t, %, a0)—Z| > n}.

Let A > 0. Let Y% be the unique maximal solution to (4.4)-(4.5)-(4.6) under P*%0:" We apply
the It6 formula to e~% Yf’ao’ar between 0 and 6 := 7 A h A Ty, where T1 denotes the first jump
time of (X, I,J). From the constraints (4.5)-(4.6) and the fact that K is a nondecreasing process,
it follows that P%:%0:9T_g 5

YFooar o o=0m yBaver 4 /
(0,0]

- / e 0" / ZE@0:90 o(dy dy db dc).
(0,0] ExAoxAr

Applying the expectation with respect to P%%-9r  from the identification property (5.4), together
with (5.9), it follows that

p(T) < EPaoar [e“”«p(XeH / e O f(X,, 1) dr + /
(0,0]

(0,0]

P L dr [ el ) dp
(0,6]

e (X, Jp) dp:] .

At this point, applying It6’s formula to e =" ¢(X,) between 0 and 0, we get
pEser | /( IR = L)~ S 1) a
%Ew [6—59 R0 p(Xg_) + c(Xo_, Jg_)] 1X9_68E} , (5.10)
where
£1p(X0) = B ) Vo) + [ (o) = XA B) Q¥ ), (311)
RIp(X,) = [ (o) = (X)) R T, ). (5.12)

Now we notice that, for every r € [0, 0], (X,—, L,—, J,—) = (¢(r, T, ag), ag, ar), P¥»*T-a.s. with
¢(r,z,a0) € E. In particular the right-hand side of (5.10) is zero. Taking into account the continuity
on F of the map z — d p(z) — L™¢(z) — f(z,a9), we see that for any € > 0,

—€+ 5@(‘%) — [’aogo(f) — f(j, aO) Ei,ao,ap I:l — 6_60:|
h o

<0. (5.13)
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176_66

Set g(0) :== =5—, 0 € Ry, and l(s,z,a0) := (s, 2, a0),a0)), (s,2,a0) € Ry x E x Ag, with A
the function introduced in (3.1). Denoting by f7, the distribution density of 77 under P%®0-T | we
have

Z,a0,ar 0 h _
O [ g06) (o) ds 4 D) oy >

h —5s —oh
- _ 1 Cra
— /0 52 ~ (s, T, ap) e Jo UrTa0)dr gg o 572 e Iyl a0)dr (5.14)

By the boundedness of A, A\g and Ar, it is easy to see that the two terms in the right-hand side of
(5.14) converge respectively to zero and one when h goes to zero. Thus, passing into the limit in
(5.13) as h goes to zero, from the arbitrariness of ag € Ao, we conclude that H?(z, o(z), V(z)) < 0.

Case 2: z € OE. If p(T) — F¥(Z) < 0 we have finished. Otherwise, suppose that ¢(z) — F¥(z) > 0.
We argue similarly to the Case 1. Let (zy,)nm in E such that x,, — . Fix (ag,ar) € Ag X Ar.

m—00
Let 0y, := 2d(2,, OF), and 7y, := inf{t > 0: |¢(t, Tm, a0) — Tp| = N }. Let Y¥m90:8 be the unique
maximal solution to (4.4)-(4.5)-(4.6) under P*m:@0.90  Applying the Ité formula to e~0 Y,*m:40:4r
between 0 and 6,, := 7, A T1, where T7 denotes the first jump time of (X, I,.J) under P¥m-®0.ar,
and proceeding as in Case 1, we get

L pemeoar [ [ eI — £ - X 1) dr]
i (0,6,0)
1
< T]El’myllo:a[‘ [eﬂsem [RJemfgo(Xgm,) + (X, —, Jo,, )] 1X9m,eBE} , (5.15)

where £r and R/~ are the operators defined respectively in (5.11) and (5.12). Also in this case,
for every r € [0, 0], (Xo—, L —, Jr—) = ((r, Tm, a0), ag, ar), P*™ a5 with ¢(r, zpm,a0) € F,
and in particular the right-hand side of (5.15) is zero. By the continuity of the map I'(z) :=
dp(z) — Lp(2) — f(z,a0), for any € > 0, there exists [ = [(¢) > 0 such that |[I'(y) — I'(z)| < ¢ if
ly — 2| < I(¢). Thus, for ¢ fixed, let m = m(e) € N such that, for any m > m(e), nm < 3l(c) and
|2 — Z| < 31(¢). By the triangle inequality, |¢(r, zm,a0) — Z| < I(¢). Therefore, for m > m(e),

1— —00m
(e + 8 0(2) — L2 () — f(2, ap)] B0 {5] <0. (5.16)
Now,
—00m Tm 1 __ ,—0s s _ = 0Tm -
@ a0sar [1 —66 ] :/ 1 . e 1(5, m, ag) e~ Jo lrema0)dr g | 1 (56 ¢ Jo T Hrszm,ao) dr
Tm 0 Tm Tm

that goes to one as m goes to infinity. Thus, passing into the limit in (5.16) as m goes to infinity,
from the arbitrariness of ag € Ay we conclude also in this case that H?(Z, p(Z), Vi(z)) < 0.

Viscosity supersolution property. Let Z € E, and let ¢ € C'(E) be a test function such that

0= (v - ¢)(@) = minv - )(2). (5.17)
el
Case 1: T € E. We can assume w.l.o.g. that Z is a strict minimum of v — . For every n > 0, , we
define

0<B(n):= inf (v—9)(), (5.18)
zE€B°(Z,n)NE
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where B(z,n) := {y € E : |z —y| < n}. We will show the result by contradiction. Assume thus
that H¥(z,»(Z),Ve(Z)) < 0. Then by the continuity of H, there exists n > 0, 3(n) > 0 and
e € (0, B(n)d] such that H?(y, ¢(y), Vo(y)) < —¢ for all y € B(z,n).

Let us fix T' > 0 and define 6 := 7 AT, where 7 = inf{t > 0 : Xy ¢ B(z,n)}. Moreover, let
us fix (ag,ar) € Ag x Ar, and consider the solution Y% to the penalized (4.20), under the
probability P%@0:9r - Notice that P*0:0r {7 = (0} = P»%0{X, ¢ B(z,n)} = 0. We apply Ito’s
formula to e % Y;”’j’ao’ar between 0 and 6. Then, proceeding as in the proof of the representation
formula (4.23), we get the following inequality:

Yyoaoar > inf EHo00r |00y maaoar / e f(X,, L) dr+ / e e(X,—, Jro) dpi|. (5.19)
veyn (0,6] (0,0]

Recall that Y™%%:9" converges decreasingly to the maximal solution Y #m:@0-4r to the constrained
BSDE (4.4)-(4.5)-(4.6). By the identification property (5.4), together with (5.17) and (5.18), from
inequality (5.19) we get that there exists a strictly positive, predictable and bounded function v € V
such that

gO(iZ‘) > Ela'i,ao,ar [6_56 gp(Xg) + 5 6’_66 1{T<T}]

+ EZa0.ar [ / e " f(X,, 1) dr + / e (X, Jp_) dp;t] =
(0,0] (0,0] 20
At this point, applying It6’s formula to e~ ¢(X,.) between 0 and 0, we get
EZ 0o [ / e B e(Xy) — L o(Xy) = f(Xr, 1) dr] — BES®r [ 1 emy] + g
(0,6]
— Eﬁ’ao’ar [/ e o [RJT*go(XT,) +c(Xo—, o) 1x,_cor dpi} >0, (5.20)
(0,6]

where L£* and R’*— are defined respectively in (5.11) and (5.12). Notice that, for r € [0, 6],
X,_ € B(z,n) C E. In particular, [R7~¢o(X,—) + e(Xo—, Jr—)|1x,_cor = 0. Moreover,

dp(X;) — LITSO(XT) — [(Xo, Ir) < H?(Xr, 0(X;), Vo(X7)) < ¢,
and therefore, from (5.20) we obtain

€ z,a0, -5 —56 € | € mzagar(,—o6T € € T
0<25—]E13j7300r|:5/(0’0]e Tdr—{—ﬁe 1{7—<T} <_%+SE$QOQF[€ 1{T>T}]<—2—5—|—56 .

Letting 7' go to infinity we achieve the contradiction: 0 < —55.
Case 2: T € OFE. As in the previous case, we can assume w.l.o.g. that Z is a strict minimum of

v — . Then, for every n > 0, we can define

0<B(m):= _inf (v—p)(v),
zeBe¢(z,n)NE

where B(z,n) := {y € E : |z —y| < n}. If p(z) — FP(Z) > 0 we have finished. Otherwise,
assume that ¢(z) — F¥(z) < 0. We will show the result by contradiction. Assume thus that
H?(z,0(Z),Vp(z)) < 0. Then by the continuity of H and F, there exists n > 0, 5(n) > 0 and

e € (0, B(n)d] such that H*(y, p(y), Vi(y)) < —¢, and ¢(y) — F¥(y) < —¢, for all y € B(z, 7).
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Let us fix T > 0 and define 6 := 7 AT, where 7 = inf{t > 0 : X; ¢ B(z,n)}. Arguing as in
Case 1, we get

e | [ e 0I5 - £l - F T ar + (5.21)
(0,6]

DN ™

g [ /( ¢RI el T o dp;t] — pEEwar[e=801, ] >0
0,

for some v € V. Noticing that, for r € [0, 0],
590(XT) - [’ITSO(XT) - f(XT7 Ir‘) < 590(Xr) - bien/{‘ {[’b@(Xr) + f(X7”7 b)} < ¢,
0

— (R (X)) + e(Xoo, Jr)) < — ;niln{Rdgp(XT,) +¢(X,_,d) < —¢,
€A
from (5.21) we obtain

€ %.a0, -5 —or g x —56 € & _—or
Oéw—Eﬁaan[s/(oﬂ]e Tdr—|—z—:/(0’0}e "dpy 4+ Be™ Lz <—2—5+56 .

Letting T' go to infinity we get the contradiction: 0 < —5. O
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