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Chapter 1

Introduction

The foundation of life mainly consists in a microscopic molecule, known as De-

oxyribonucleic Acid (DNA). DNA contains the genetic information that is es-

sential for the correct development of any organism. The slightest variation in

its structure or in its functioning may lead to lethal diseases, such as tumors.

Being able to investigate DNA molecules is of utmost importance for analyzing

the reasons behind such disorders and improving the quality of life. Develop-

ment of DNA sequencing technologies has revolutionized the way this kind of

investigation is performed. Such technologies are fast and produce a lot of data

that allow to better understand and analyze how DNA works.

Due to the huge amount of sequencing data available, nowadays computer

science plays a key role in their analysis. Indeed, analyzing DNA from sequencing

data in an efficient and effective way requires the development and application

of computational approaches. This is one of the main goal of bioinformatics,

a research field that combines computer science and biology. Luckily, in many

applications, the biological information contained in a DNA molecule can be

described as a sequence of nucleotides and it can be represented as a string in

which each character represents a nucleotide. Strings are a well-known and well-

studied notion in computer science and therefore it is possible to exploit the huge

literature related to storing and processing strings for improving the analysis of

DNA.

Sequencing technologies are those technologies that allow to translate a DNA

molecule into a set of strings. Due to technical limitations, these technologies

1



Chapter 1 Introduction 2

are not able to produce a single string representing the entire DNA molecule,

but they produce fragments, known as reads, of its nucleotide sequence. When

the fragments come from a DNA molecule, they are called genomic reads, or

simply reads, whereas when they come from a RNA molecule, they are known

as RNA-Seq reads. The set of fragments produced by a sequencing technology

is known as sample.

Currently the most used sequencing technologies are the so-called Next-

Generation Sequencing (NGS) technologies. These technologies are cost-effective,

efficient, and produce a huge amount of data, ranging from several millions to

billions of short read fragments per sequencing experiment. Development of NGS

technologies paved the way to numerous bioinformatics analyses and nowadays

such technologies are routinely applied to clinical settings [147, 100] and a mas-

sive amount of sequencing data is produced every day [120]. Indeed, the analysis

of NGS data allows to understand genetic diversity among the individuals of a

population and to discover the causes behind diseases and tumors.

Within this context, this thesis focuses on two specific problems arising from

the analysis of NGS data: the study of transcript variability due to alternative

splicing and the investigation of genetic variability among different individuals

due to small variations such as Single Nucleotide Polymorphisms and indels. Re-

garding both these problems, we investigate two novel computational approaches

by devising original strategies and we prove their efficacy by comparing them

with the most used state-of-the-art approaches.

The first problem we tackle is the detection of alternative splicing events

from RNA-Seq data. Our contribution is an original algorithmic approach that

exploits the novel notion of alignment against a splicing graph [11, 34].

The second problem we tackle is the genotyping of a set of known Single Nu-

cleotide Polymorphisms and indels from NGS data. In this area, our contribution

is the first alignment-free approach that is able to genotype SNPs, indels, and

multi-allelic variants directly from the raw reads, i.e. without aligning them [33].

In both these areas, our focus is on the development of bioinformatics tools

that combine accurate algorithms with efficient data structures. Efficiency and

accuracy are crucial for bioinformatics tools but obtaining them requires to over-

come arduous computational challenges. Firstly NGS reads are small fragments
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of a donor DNA and being able to extract meaningful knowledge from them

is complex since they do not offer a comprehensive view of the entire DNA se-

quence. Secondly raw NGS datasets may require hundreds of gigabyte of memory

to be stored and their analysis is computationally intensive.

In the first part of this thesis, we introduce a novel algorithmic approach for

the analysis of alternative splicing from RNA-Seq reads.

Alternative splicing is a regulatory process that increases the protein diversity

by allowing a single gene to synthesize multiple proteins, each one with a different

functionality. For example, in humans, almost 25,000 protein coding genes can

generate more than 90,000 proteins [170]. Alternative splicing alters how the

coding portions of a gene are combined together to produce the messenger RNA

molecule, known as transcript, that contains the information needed for the

synthesis of a protein. Alternative splicing plays an important role in many

different life aspects, from the correct evolution of an individual [170] to the

development of diseases [154]. Therefore, its analysis is of extreme importance

for better investigating diseases and their causes.

Current bioinformatics approaches for the analysis of alternative splicing rely

on the reconstruction of transcripts from NGS data or on the spliced alignment

of NGS reads against a reference genome. Transcript reconstruction consists in

identifying the structure and the nucleotide sequence of the transcripts expressed

in an RNA-Seq sample. Current approaches for transcript reconstruction can be

classified in reference-based [157, 56, 123] and de-novo [51, 143]. The former use

the alignments of the reads to the reference genome to identify the transcripts

whereas the latter build the transcripts directly from the reads, without aligning

them. On the other hand, spliced alignment consists in identifying the most

probable (possibly non-contiguous) coding regions along the reference genome

from which each RNA-Seq read originates. Examples of spliced aligners are

TopHat2 [77], STAR [38], BBMap [19], and HISAT [75].

Differently from current techniques we investigate an alternative approach

based on the alignments of NGS reads against a splicing graph [60], i.e. a graph

representation of the known transcripts of a gene. We were motivated by our

computer science interest in solving the open problem of designing an algorithmic

approach based on succinct data structures for the approximate matching of a
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string against a labeled graph. Aligning strings to a graph is a fascinating

problem and, in the last years, it is drawing the attention of more and more

researchers [76, 46, 127, 65, 66].

With this goal in mind, we propose an algorithm based on the FM-index

data structure and we implemented it into ASGAL (Alternative Splicing Graph

ALigner). ASGAL is a bioinformatics tool that aligns an RNA-Seq sample against

the splicing graph of a gene and then detects the alternative splicing events

supported by the sample by comparing the alignments with the gene annotation.

Detecting alternative splicing events task is adequate for many transcriptome

analyses [163, 68, 146] and, differently from the more complex task of transcript

reconstruction, it is computationally feasible. Moreover, by introducing the for-

malization of spliced alignment to a splicing graph, ASGAL performs an alignment

step that is tailored to the identification of alternative splicing events. This al-

lows ASGAL to detect alternative splicing events that are novel with respect to a

gene annotation, i.e. events that cannot be described by two or more annotated

transcripts. ASGAL is the first tool that aligns reads against a splicing graph and

that is able to detect novel alternative splicing events even when only a single

isoform per gene is supported by the sample.

The results of our experimental evaluation show the usefulness of aligning

against a splicing graph and prove the ability of the proposed approach in de-

tecting alternative splicing events.

In the second part of this thesis, we introduce a novel algorithmic approach

for genotyping a set of known Single Nucleotide Polymorphisms (SNPs) and

indels from NGS data.

Although the DNA sequences of two unrelated individual of the same pop-

ulation are similar, they differ in many aspects. Among the various differences

that may occur, SNPs and indels are the most studied ones. A SNP is the sub-

stitution of a single nucleotide whereas an indel is the insertion or the deletion

of one or more nucleotides.

Discovery and characterization of these kind of genomic variations are the

main goals of genome-wide association studies (GWAS). Through an in-depth

analysis of the variations occurring among the DNA sequences of different in-

dividuals, GWAS aim to understand genetic risks factors for diseases that are
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common in the population under analysis [18].

Moreover, SNPs and indels are closely related to alternative splicing. Indeed,

single nucleotide changes and indels affect gene splicing and can alter or inhibit

gene function [62]. For example, SNPs close to the boundary between the coding

and non-coding regions of a gene are one of the major cause behind alternative

splicing [7, 81, 72].

Therefore, being able to analyze SNPs and indels from the data available,

i.e. NGS data, is essential for a better understanding of genetic diversity and

for discovering the causes behind diseases and tumors.

Standard pipelines for variant discovery and genotyping [101, 86] include read

alignment, a computationally expensive procedure that is too time consuming

for typical clinical applications. When variant discovery is not desired, it is

possible to directly genotype a set of known variants completely avoiding the

alignment step. Genotyping variants that are already known is a crucial task in

clinical settings where it is necessary to know the genotype at specific loci that

are already established to be of medical relevance. Luckily, many GWAS have

been established in the last years [25, 26, 28, 45] and many datasets of known

variants are available nowadays.

In this context, we propose an alignment-free approach for genotyping a

set of known variants. We were motivated by the lack of accurate alignment-

free approaches for genotyping indels and multi-allelic variants, i.e. variants

for which more that two alleles have been observed in the studied population.

Indeed, all the alignment-free approaches available in the literature restrict to

the genotyping of single-allelic SNPs [118, 139, 152].

Therefore we devised a novel alignment-free algorithmic approach and we

implemented it in a bioinformatic tool, called MALVA. Our approach combines an

accurate way for characterizing the alleles of a variant with the use of an efficient

data structure, i.e. a Bloom filter. More precisely, MALVA characterizes each allele

of a variant with a set of k-mers, i.e. strings of length k, that are stored in a

Bloom filter. Then it exploits a fast k-mer counting step to associate to each

allele a weight. Finally, these weights are used for genotyping the variant. To do

so, we investigated how the classic probabilistic framework used for genotyping

single-allelic variants can be extended to multi-allelic variants. MALVA is the first
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alignment-free approach that is able to genotype SNPs, indels, and multi-allelic

variants.

Thanks to its alignment-free strategy, MALVA requires one order of magnitude

less time than alignment-based pipelines to genotype a donor individual while

achieving similar accuracy. Remarkably, on indels, MALVA provides even better

results than the most widely adopted approaches.

Outline This thesis is organized as follows. In Chapter 2 we introduce the

basic concepts necessary to understand the contents of the thesis. We present

the computer science notions and the biological and bioinformatics concepts

used through the thesis. In Chapter 3 we present the first contribution of this

thesis, namely ASGAL, describing its algorithmic approach, its implementation,

and the experimental evaluation we performed to validate it. In Chapter 4 we

describe MALVA, the second contribution of this thesis. Similarly to the previous

chapter, we describe the algorithmic approach of MALVA and the experiments we

performed to evaluate it. Finally, in Chapter 5, we summarize the results and

describe future developments of this work.



Chapter 2

Preliminaries

In this chapter we will introduce the basic concepts necessary to understand

the main content of this thesis. This chapter is organized as follows. We first

introduce the definitions of the computer science concepts that will be used

through the rest of the thesis. Then we introduce several biological notions. We

devote the final part of this chapter to bioinformatics.

We note that we defer the definition of some concepts to the next chapters,

especially when they are closely related to the contribution there presented.

2.1 Strings and graphs

Strings are one of the most important and most used notion in computer science.

Let Σ be an alphabet, i.e. a finite ordered set of symbols, also called charac-

ters. A string of length n over alphabet Σ is a sequence of n symbols of Σ, i.e.

S = s0s1 . . . sn−1 with si ∈ Σ ∀0 ≤ i < n.

Given a string S, |S| denotes the length of the string, S[i] with 0 ≤ i < n

denotes the i-th symbol of S, S[i, j] with 0 ≤ i ≤ j ≤ n−1 denotes the substring

of S starting at position i included and ending at position j included, S[0, i]

denotes the prefix ending at position i, and S[i, n−1] denotes the suffix starting

at position i. If i > j, S[i, j] is the empty string, also denoted as ε.

A rotation (or cyclic shift) of a string S is the string obtained by concate-

nating a suffix of S with the remaining prefix. Formally, the i-th rotation of the

7
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n-long string S is the string S ′ = S[i, n− 1] · S[0, i− 1], where · is the operator

of string concatenation.

For example, given Σ = {I, M, S} and S = MISSISSIPPI, |S| = 11, S[1] = I,

S[2, 5] = SSIS is a substring of S, S[0, 3] = MISS is a prefix, S[4, 10] = ISSIPPI

is a suffix, and S[4, 10] · S[0, 3] = ISSIPPIMISS is the 4-th rotation.

The edit distance is a metric to quantify the dissimilarity between two strings.

It is defined as the minimum number of operations needed to transform one string

into the other one. The allowed (edit) operations are: substitution of a character

in the first string with a character of the second string, insertion of a character

in the first string, and deletion of a character from the first string. Given two

string X and Y , we denote the edit distance between them as dE(X, Y ).

Another fundamental notion in computer science is the notion of graph that

can be informally described as a structure that represents a set of elements and

how they relate to each other. A directed graph G is a pair (V,E) where V

is a finite set of vertices and E ⊆ V × V is a finite set of edges, i.e. ordered

pairs of vertices. A graph is said undirected when its edges are unordered pairs

of vertices. A vertex v is a source if it has no incoming edges whereas it is a

sink if it has no outgoing edges. A path of length k from a vertex s to a vertex

t is a sequence 〈v0, v1, . . . , vk〉 of k + 1 vertices such that v0 = s, vk = t, and

(vi−1, vi) ∈ E for 0 < i ≤ k. The length of the path is the number of edges in

the path. A subpath of a path is a contiguous subsequence of its vertices. A

path 〈v0, v1, . . . , vk〉 is said a cycle if v0 = vk and it contains at least one edge.

A graph with no cycles is said acyclic, cyclic otherwise. A tree is an undirected

acyclic graph (V,E) where |E| = |V | − 1.

Finally, we introduce the notion of hypertext. A hypertext is a directed graph

(V,E) where each vertex is labeled by a string, also called label of the vertex.

The label of vertex v ∈ V is denoted by seq(v). A hypertext is said acyclic

(cyclic) when the underlying graph is acyclic (cyclic).

2.2 Bit vectors

A bit vector B of length n is an array of n binary values, that is, ∀i 1 ≤ i ≤
n,B[i] ∈ {0, 1}. Alternatively, a bit vector of length n can be defined as a
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0 0 0 0 0 0 01 1 1 11B 1 0

2 3 5 9 11 124 8 10 131 6 7

rank(6) = 3

select(5) = 9

0

Figure 2.1: Example of rank and select functions over a bit vector B.

mapping from values in the range {0, . . . , n− 1} to values in the set {0, 1}, i.e.

from the positions of the array to the values stored in each position. The basic

function is the access function that returns the element stored at a certain

position. Jacobson [64] noticed that bit vectors are fundamental to support

various data structures and he introduced two different functions, the rank and

the select functions. See Figure 2.1 for an example. We will now define the

two functions following the notation used in [165].

The rank function takes a position and returns the number of 1s up to that

position, excluded. More formally:

rankB(i) =
∑
0≤j<i

B[j] with 0 ≤ i < n

The select function, given an integer i, returns the position of the i-th 1 in

the bit vector. More formally:

selectB(i) = max{j < n|rankB(j) ≤ i} with 0 < i ≤ rankB(n)

The naive implementation of these functions consists in scanning the bit

vector but, in the worst case, this requires O(n) operations. The two functions

can be supported in O(1) using o(n) additional bits. For a review of the different

implementations proposed in the literature, we refer the reader to [52].

2.3 Bloom filters

A Bloom filter is a probabilistic space-efficient data structure that represents

a set of elements and allows approximate membership queries. Bloom filters
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were first introduced as a more space efficient alternative to conventional hash-

ing techniques [14]. They are usually represented as the union of a bit vector

of length m and a set of h hash functions {H1, . . . , Hh}, each one mapping one

element of the universe to an integer in {0, . . . ,m− 1}. Using these data struc-

tures, the addition of an element e to the set is performed by setting to 1 the

bit vector’s cells in positions {H1(e), . . . , Hh(e)}, while testing if an element is in

the set boils down to checking whether the same positions are all set to 1. See

Figure 2.2 for an example.

Due to collisions of the hash functions, an element can be reported as present

in the set even though it is absent, resulting in a false positive. However, the

result of a query can never be a false negative.

The false positive rate of a Bloom filter of a set of n elements, with h hash

functions, and an array of m bits is (1 − (1 − 1/m)hn)h [111] and it can be

approximated as (1− ehn
m )h [160]. Therefore the more elements are added to the

Bloom filter, the higher the false positive rate is and by increasing the size of the

Bloom filter, it is possible to lower such rate. However as reported in [15, 22], this

analysis underestimates the real false positive rate of a Bloom filter, but it still

represents a good approximation, especially when considering large Bloom filters.

Due to their simplicity and efficiency, Bloom filters have been applied in multiple

areas of computer science, from cryptography [36, 79] to bioinformatics [102, 21].

2.4 Pattern matching

Let T and P be two strings, called text and pattern, respectively. The pattern

matching problem consists in finding and/or locating the occurrences of the

pattern P in the text T . “Finding the occurrences” means identifying if the

pattern occurs in the text whereas “locating the occurrences” means reporting

all the positions of T at which P occurs. For example, if T = MISSISSIPPI,

then the pattern P = IS occurs in T at positions 1 and 4.

The pattern matching problem is one of the fundamental problem in com-

puter science [55] and it finds application in many different areas [144], from

word processors to bioinformatics. Many algorithms were proposed to solve the

pattern matching problem. To name a few: the comparison-based Boyer-Moore
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add(s1) add(s2)
H1

H2

H3
H3

H2H1

test(s3) = H1(s3) ∧H2(s3) ∧H3(s3)

B

H2 H3 H1

S = {s1, s2}

0 0 0 0 0 0 01 1 1 11 1 0

Figure 2.2: Example of Bloom filter using a bit vector B of size 14 and three

hash functions {H1, H2, H3}. The elements s1 and s2 of set S are added to the

Bloom filter, whereas an element s3 6∈ S is tested for membership.

algorithm [16], the bit-oriented Shift-And algorithm [8], and the randomized

Karp-Rabin algorithm [71]. In this thesis we will focus our attention on index-

based approaches.

These approaches rely on building an index of the input text and then search-

ing the pattern over it. Differently from the aforementioned approaches, indexes

allow to process the text only once and search for multiple patterns without

processing the text multiple times. This is especially advantageous when the

text is static, i.e. it does not change over time. For example, a reference genome

in bioinformatics is a static text and for this reason index-based algorithms find

many application in this research field.

In the first part of this thesis, we will tackle the problem of matching a

pattern against a hypertext, that is a generalization of the classical pattern

matching problem. Our contribution is an index-based approach that relies on

the FM-Index and the algorithm proposed in [117] for computing Maximal Exact

Matches (MEMs). For this reason, we will now describe two indices, namely the

suffix array [93] and the FM-Index [43], the notion of Maximal Exact Match,

and the approach proposed in [117] for computing the set of MEMs between two

strings via a FM-Index.
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2.4.1 Suffix arrays

Suffix arrays are efficient and compact data structures for storing and querying

strings. They were introduced by Manber and Myers [93] to lower the space

complexity of suffix trees [173], a tree-shaped data structure that stores all the

suffixes of a string. For a detailed explanation of suffix trees, we refer the reader

to [55].

Let T be a n-long string obtained as the concatenation of a n− 1-long string

built over the alphabet Σ and a special character $ that does not belong to

Σ and that is lexicographically smaller than any character in Σ. The suffix

array of T , denoted by SAT , is the ordered list of the starting positions of all

its suffixes, lexicographically ordered. Formally, SAT is the permutation of the

interval [0, n− 1] such that SAT [i] = j if and only if T [j, n− 1] is the i-th smaller

suffix in the lexicographic order. Figure 2.3 shows an example of the suffix array

of string MISSISSIPPI$.

The suffix array requires O(n log n) bits of space and it allows to search for

a m-long pattern P in O(m log n) via binary search. All the occ occurrences of

P can then be reported in an additional O(occ) time. The result of the binary

search is an interval [i, j] in the suffix array, called P -interval, that contains the

starting positions of all the occ = j − i+ 1 occurrences of P in T . For example,

the ISSI-interval in the suffix array shown in Figure 2.3 is [3, 4] and it refers to

all the suffixes of P that have ISSIas prefix.

The time complexity for querying a suffix array can be lowered toO(m+log n)

by enhancing the suffix array with the so-called Longest Common Prefix (LCP)

array [55]. The LCP array of string T , denoted by LCPT , contains the length of

the longest common prefixes between any two suffixes of T that are consecutive

in the suffix array of T . Formally, given the n-long string T and its suffix

array SAT , LCPT is an array such that LCPT [0] = LCPT [n] = −1 and LCPT [i] =

|lcp(T [SAT [i− 1], n], T [SAT [i], n]) for 0 < i < n where lcp(·, ·) denotes the longest

common prefix between two strings. See Figure 2.3 for an example of LCP array.

In [1], Abouelhoda et al. show that any problem that can be solved with a

suffix tree can also be solved with a suffix array. To this aim, they introduced the

notion of lcp-interval, that is an interval in the LCP array that allows to simulate
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i SAT LCPT BWMT BWTT

0 11 -1 $MISSISSIPPI I

1 10 0 I$MISSISSIPP P

2 7 1 IPPI$MISSISS S

3 4 1 ISSIPPI$MISS S

4 1 4 ISSISSIPPI$M M

5 0 0 MISSISSIPPI$ $

6 9 0 PI$MISSISSIP P

7 8 1 PPI$MISSISSI I

8 6 0 SIPPI$MISSIS S

9 3 2 SISSIPPI$MIS S

10 5 1 SSIPPI$MISSI I

11 2 3 SSISSIPPI$MI I

12 -1

Figure 2.3: Example of suffix array, LCP array, BWM, and BWT for string

T = MISSISSIPPI$.

any traversal of a suffix tree. Indeed, intuitively, any lcp-interval corresponds

to an internal node of the suffix tree. Given the LCP array LCPT of an n-long

string T and an integer l, the interval [i, j] with 0 ≤ i < j ≤ n of LCPT is called

an lcp-interval of lcp-value l, denoted by l-[i, j], if and only if: (i) LCPT [i] < l,

(ii) LCPT [k] ≥ l for i < k ≤ j, (iii) LCPT [k] = l for at least one k with i < k ≤ j,

and (iv) LCPT [j + 1] < l.

An lcp-interval l2-[i2, i2] is said to be embedded in an lcp-interval l1-[i1, j1]

if i1 ≤ i2 ≤ j2 ≤ j1 and l2 > l1. In other words, l2-[i2, i2] is embedded in

l1-[i1, j1] if the substring of T identified by the interval [i1, j1] is a prefix of

the one identified by [i2, j2]. If l1-[i1, i1] embeds l2-[i2, i2] and there is no other

lcp-interval embedded in l1-[i1, i1] that also embeds l2-[i2, i2], then l1-[i1, i1] is

called the parent interval of l2-[i2, i2]. We denote this relationship as the parent

relationship. For example, in Figure 2.3, the lcp-interval 1-[8, 11], related to

string S, is the parent of the lcp-interval 3-[10, 11] related to string SSI.
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2.4.2 Burrows-Wheeler Transform and FM-Index

The Burrows-Wheeler Transform (BWT) of a string is a reversible permutation

of its characters. The BWT was first introduced by Burrows and Wheeler in

1994 [17] as a lossless data compression algorithm: it reorders the characters of

the input string and makes the new string “easier to compress”. Indeed such re-

organization of the string tends to gathers the occurrences of the same character

together allowing compression algorithms, such as bzip2 [138], to obtain better

compression ratio [96].

Let T be a $-terminated string of length n. The BWT of string T , denoted

by BWTT , is a string of length |T | defined as follows: BWTT [i] = T [SAT [i] − 1] for

all i such that SAT [i] 6= 1 and BWTT [i] = $ otherwise. Less formally, BWTT [i] is the

character that precedes the i-th lexicographically smaller suffix of T . The BWT

of string T can be obtained by building the so-called Burrows-Wheeler Matrix

(BWM), that is the matrix built by lexicographically sorting all the rotations

(cyclic shifts) of T . The last column of this matrix, read from top to bottom,

corresponds to BWTT . Figure 2.3 shows an example of BWT and BWM.

As stated previously, the BWT of a string is a reversible permutation. Indeed,

given BWTT , it is possible to reconstruct the original string T by means of the LF-

mapping function: the i-th occurrence of a character c in the last column of the

BWM (that is BWTT ) corresponds to the i-th occurrence of the same character in

the first column. Moreover, since by construction the i-th character of the first

column follows, in the original string T , the i-th character of the last column, it

is possible to reconstruct the original string T starting from its last character,

i.e. $.

By exploiting the same technique, it is also possible to search for a pattern

in T using its BWT, similarly to suffix arrays. Indeed, suffix arrays and BWM

are strictly related: an interval on the suffix array corresponds to an interval on

the rows of the BWM. However this time, instead of using a binary search over

the suffix array , we can exploit the LF-mapping function. The algorithm that

exploits the LF-mapping property to search for a pattern is known as backward

search and it allows to find all the occurrences in time linear to the length of the

pattern. The algorithm consists in scanning the pattern P from its last character
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modifying, at each iteration, a suffix array interval: the P [i − 1,m]-interval is

obtained extending the P [i,m]-interval with the P [i− 1] character by means of

the LF-mapping function.

The backward search can be efficiently performed by augmenting the BWT

with two additional functions, C : Σ ∪ {$} → [1, n] and Occ : Σ ∪ {$} × [1, n]→
[1, n], obtaining the so-called FM-Index [43]. The first function (C), given a char-

acter σ ∈ Σ, returns the number of occurrences of characters lexicographically

smaller than σ in T . This function is typically implemented as an array of in-

tegers of length |Σ|. The second function (Occ), given a character σ ∈ Σ and a

position i of BWTT , counts the occurrences of σ in the first i elements of BWTT .

In other words, this function performs a rank operation over string BWTT , that

is it counts the occurrences of a certain character in a prefix of the string. It is

typically represented by means of a Wavelet Tree [54]. A Wavelet Tree can be

informally described as a tree of bit vectors that compactly stores a string and

allows to efficiently perform rank queries over it. The interested reader can find

more details about Wavelet Trees in [115].

Algorithm 1 shows how functions C and Occ can be used to perform a back-

ward search step, i.e. how to compute the P [i− 1,m]-interval starting from the

P [i,m]-interval and P [i − 1]. For example, the SI-interval [8, 9] in Figure 2.3

can be computed from the I-interval [1, 4] and character S.

Due to its efficiency and simplicity, the FM-index has been extensively used

in the field of bioinformatics and it is the building block of many bioinformatics

tools, most notably the read aligners Bowtie2 [85] and BWA [88].

Algorithm 1 Computation of the cQ-interval given a character c and a Q-

interval [i, j]

function backwardStep(c, [i, j])

i← C[c] + Occ(c, i− 1) + 1

j ← C[c] + Occ(c, j)

if i ≤ j then

return [i, j]

else

return ⊥
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2.4.3 Maximal Exact Matches

A Maximal Exact Match (MEM) is a common substring between two strings that

cannot be extended in either directions without introducing a mismatch. Given

two strings T and P of length n and m respectively, a Maximal Exact Match is

a triple (t, p, `) with 0 ≤ t < n and 0 ≤ p < m such that: (i) T [t, t + ` − 1] =

P [p, p + ` − 1], (ii) p + ` − 1 = m or t + ` − 1 = n or T [t + `] 6= P [p + `], and

(iii) p = 0 or t = 0 or T [t− 1] 6= P [p− 1]. If only the first (last) two conditions

hold, the triple is called right (left) Maximal Exact Match. For example, given

S1 = MISSISSIPPI and S2 = MIPPISSI, the set of Maximal Exact Matches of

length at least 2 is {(0, 0, 2), (1, 4, 4), (4, 4, 4), (7, 1, 4)}, representing strings MI,

ISSI, ISSI, and IPPI.

Computing MEMs between two strings is a widely studied problem in the

literature [73, 117, 167, 42, 74, 91] and it finds many applications in bioinfor-

matics. For example, MEMs are used to align reads to a genome [87, 166], to

perform genome-to-genome alignment [97], and to correct sequencing errors in

long reads [103].

In [117], Ohlebusch et al. presented a method for computing the Maximal

Exact Matches between two strings by backward searching the second string

against the FM-Index of the first one. Given a n-long string T and a m-long

string P , the set of MEMs (t, p, `) longer than a threshold L can be computed in

O(m+ z + occ · t) where occ is the number of Maximal Exact Matches of length

≥ L, z is the number of right Maximal Exact Matches of length ≥ L, and t is

the access time to the compressed index of T [117].

Since the approach we will describe in the next chapter, namely ASGAL, ex-

ploits the algorithm proposed by Ohlebusch et al., we will now briefly present

it. However before describing it, we need to introduce the notion of matching

statistics. Matching statistics were introduced by Chang and Lawler in [20] as a

set of information to identify, for each position of a pattern, the longest substring

starting at that position that matches a substring of a text. Formally, the match-

ing statistics of P with respect to T is an array ms such that, for 0 ≤ i < m,

ms[i] is the pair (l, [a, b]) where: l is the length of the longest substring of P

starting at position i, i.e. P [i, i+ l− 1], that is a substring of T and [a, b] is the
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P [i, i+ l − 1]-interval on the suffix array of T . The matching statistics between

an n-long text T and an m-long pattern P can be computed in O(m) time by

exploiting the FM-index of T [117].

We are now ready to describe the approach proposed by Ohlebusch et al.

in [117] based on the backward search algorithm (see algorithm 2). The algorithm

starts by scanning the pattern from its last character. For each position p2 of

P , the algorithm computes the substrings of P of length at least L ending at

position p2 and occurring in T . To do so, it computes the matching statistics

ms(p2) = (q, [lb, rb]) and stores the triple (q, [lb, rb], p2) in a list path if and only

if q is greater or equal than L (see lines 4-12 ).

If the backward search returns an empty interval or the first character of P is

reached, then the algorithm analyzes the list path (lines 13-20 ) and checks each

substring for maximality. Each element of the list path is a triple (q′, [lb′, rb′], p′2)

that represents a set of right Maximal Exact Matches of length q′ starting at

position p′2 on P and at positions [lb′, rb′] on T . Observe that right maximality

is guaranteed by backward search: [lb′, rb′] refers to P [p′2, p
′
2 + k − 1] that, by

definition of matching statistics, is the longest substring starting at position p′2

that occurs in string T . Each right Maximal Exact Match is tested for left

maximality (line 17 ) checking if the match can be extended on the left without

introducing an error, i.e. testing if the character at position t ∈ [lb′, rb′] on T

is different from the character at position p′2 on P . If the triple is left-maximal,

then it is a Maximal Exact Match (line 18 ).

Finally (lines 21-24 ), when all the elements of list path have been processed,

the algorithm reiterates the process. If the last analyzed interval [i, j] corre-

sponds to [1, n], the algorithm reiterates considering the remaining prefix of P

(line 22 ) since the interval cannot be extended by a backward search. Otherwise,

the algorithm considers the embedding interval of [i, j], i.e. the interval repre-

senting the longest common prefix of the substring identified by [i, j]. Observe

that if a substring cannot be extended by backward search, one of its prefixes

may be extended. We note that the algorithm ends its computation when it

reaches the beginning of the pattern.
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Algorithm 2 Computing MEMs of length greater or equal than L between two

strings T and P of length n and m, respectively (Ohlebusch et al., 2010 [117])

1: p2 ← m

2: (q, [i, j])← (0, [1, n])

3: while p2 ≥ 1 do

4: path ← []

5: [lb, rb]← backwardStep(P [p2], [i, j])

6: while [lb, rb] 6= ⊥ and p2 ≥ 1 do

7: q ← q + 1

8: if q ≥ L then

9: add(path, (q, [lb, rb], p2))

10: [i, j]← [lb, rb]

11: p2 ← p2 − 1

12: [lb, rb]← backwardStep(P [p2], [i, j])

13: for each (q′, [lb′, rb′], p′2) in path do

14: [lb, rb]← ⊥
15: while q′ ≥ L do

16: for each k ∈ [lb′, rb′] \ [lb, rb] do

17: if p′2 = 1 or BWT [k] 6= P [p′2 − 1] then

18: output (q′, SA[k], p′2)

19: [lb, rb]← [lb′, rb′]

20: q′-[lb′, rb′]← parent([lb′, rb′])

21: if [i, j] = [1, n] then

22: p2 ← p2 − 1

23: else

24: q-[i, j]← parent([i, j])
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2.5 Biological concepts

In this section we will give a high level description of the biological concepts that

are needed to understand the main content of this thesis.

DNA and RNA

DNA (Deoxyribonucleic Acid) is the nucleic acid that carries the genetic informa-

tion for the development, functioning, and reproduction of all living organisms.

From a chemical point of view, a DNA molecule consists of a long double-chain

of nucleotides. Each nucleotide is made up of a phosphate group, a sugar group

(the deoxyribose), and a nitrogenous base, that is one of Adenine (A), Cyto-

sine (C), Guanine (G), and Thymine (T). By convention, each chain, also called

strand, starts with a phosphate group and ends with a sugar group and this

orientation is known as 5’-to-3’ direction. The two strands of a DNA molecule,

known as forward strand and reverse strand, run in opposite direction and they

are held together by bonds between the bases. Following the Watson-Crick base

pairing model [172], adenine pairs up with thymine through two hydrogen bonds

and cytosine pairs up with guanine through three hydrogen bonds.

From a computational point of view, the primary nucleic acid sequence of a

strand of a DNA molecule is a string built over the alphabet {A, C, G, T}. When

a strand is known, the other one can be inferred through the so-called reverse-

and-complement operation: the sequence is reversed and each single base is

complemented (A is converted into T, T into A, C into G, and G into C).

RNA (Ribonucleic Acid) is a molecule similar to DNA that is involved in

many different tasks such as the regulation of gene expression. Differently from

a DNA molecule, an RNA molecule is a single poly-nucleotide chain where each

nucleotide is composed of a phosphate group, a sugar group (the ribose), and

a nitrogenous base, that is one of Adenine, Cytosine, Guanine, and Uracil (U).

Similarly to DNA, from a computational point of view, RNA can be represented

as a string built over the alphabet {A, C, G, U}.
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Genome, chromosomes, genes, and proteins

The DNA found in the nucleus of each cell of an organism is known as genome

and it is organized into chromosomes. A gene is a particular region (or locus) of

a chromosome that contains the genetic information that is passed from parents

to offspring. Generally, a gene contains the information that is needed for the

encoding of a protein, i.e. a molecule with a specific function. For example, a

human genome is longer than 3 billion pairs of nucleotides (or base pairs, bps),

it is organized into 23 pairs of chromosomes, 23 inherited from the mother and

23 from the father, and it contains from 20,000 to 25,000 protein-coding genes.

The exact number of human genes is still unknown [133].

The mechanism by which the information contained in a gene is processed

to produce a protein is divided in three steps: transcription, splicing, and trans-

lation.

In the transcription step, the primary sequence of the gene is copied into

a pre-messenger RNA molecule. More precisely, one of the two strands of the

gene locus, the one containing a particular subsequence of nucleotides, called

promoter, is selected as the coding strand and an enzyme, the RNA polymerase,

starts to transcribe the primary sequence of the locus on such strand into a pre-

mRNA molecule by replacing each thymine nucleotide with an uracil nucleotide.

During the splicing step, the non-coding portions of the pre-mRNA, called

introns, are spliced out from the pre-mRNA molecule. The result of this step is

a messenger RNA (mRNA) molecule, also called transcript or isoform, that con-

tains only the coding portions of a gene, called exons. The boundaries between

exons and introns are known as splice sites. The first two bases of an intron are

known as 5′ (or donor) splice site whereas the last two bases are known as 3′ (or

acceptor) splice site. The most common introns in humans, for example, start

with GT and end with AG [23].

Finally, in the translation step, a substring of the mRNA molecule, called

coding sequence, is translated into a protein, i.e. a chain of amino acids. More

precisely, each triplet of the coding sequence, called codon, is translated into an

amino acid by means of the genetic code, see [137, Table 1.2]. The first codon of

the coding sequence, called start codon, is always AUG and it indicates where the
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Promoter
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5′ UTR 3′ UTR
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Figure 2.4: Structure of a simple gene with three exons and two introns. For

ease of presentation, splice sites are indicated as ss.

translation starts. Translation ends when the last codon of the coding sequence,

called stop codon, is reached. The stop codon is one among UAA, UAG, and UGA

and it is not translated into an amino acid. The prefix and the suffix of the

mRNA molecule that are not translated into a protein are known as 5′ UTR and

3′ UTR, respectively.

The structure of a gene is summarized in Figure 2.4.

Alternative Splicing

Alternative Splicing is a regulatory process that increases the complexity of gene

expression by allowing a single gene to synthesize more than one protein. Due

to this process, the 20,000/25,000 human protein-coding genes can synthesize

more than 90,000 proteins [170]. It is estimated that more than 90% of human

genes undergo alternative splicing [169, 119].

Alternative splicing occurs during the synthesis of a protein and alters how

the introns are spliced out during the splicing step allowing different exons to be

joined together. In such a way, the same gene can produce multiple transcripts

that are translated into different proteins. The most common alternative splicing

patterns, also called alternative splicing events, are: exon skipping, alternative

acceptor site, alternative donor site, intron retention, and mutually exclusive

exons. Each event allows the same gene to produce two different transcripts.

An exon skipping event occurs when one or more consecutive exons are in-

cluded or skipped in the alternative isoform. This is the most common event

in human [30]. An alternative acceptor (donor) site occurs when a different ac-
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Exon skipping

Alternative
acceptor site

Alternative
donor site
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Mutually
exclusive exons

Exon/intron gene structure Transcripts

Figure 2.5: Alternative splicing events. Exons are shown as colored boxes

whereas introns are represented as straight lines. Bold lines (solid and dot-

ted) represent the splice sites that are supported by the two transcripts involved

in the event.

ceptor (donor) splice site between an intron and an exon is used changing the

starting (ending) position of an exon. Finally, an intron retention event occurs

when an intron is retained or spliced out producing a different transcript whereas

a mutually exclusive exons event takes place when two different exons are never

included together in the same transcript. A graphical representation of these

alternative splicing events is shown in Figure 2.5.

However alternative splicing is a completely unpredictable phenomenon and

this classification is not adequate to fully capture its real complexity. Occasion-

ally these “simple” alternative splicing events can occur simultaneously inside

the same gene originating more complex splicing events. In this thesis we will

focus our attention on the classic and more common alternative splicing events.

The reader can find more details about complex events in [134, 44, 162].
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Mother
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AA C CTG GA AT GT
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T CAA CTG AT GT
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♂

Figure 2.6: Example of Single Nucleotide Polymorphism (SNP), indel, haplo-

type, and genotype. The first two genotypes are heterozygous whereas the third

one is homozygous.

Genomic variants

The differences occurring among the genomes of different individuals of a given

specie are known as genomic variants. Genomic variants can involve either large

or small regions of the genome. Genomic variants involving large portions of a

genome are known as structural variations. Examples of structural variations

are genomic duplications and genomic inversions.

In this thesis we will focus our attention on genomic variants that involve

small regions of a genome, that are Single Nucleotide Polymorphisms (SNPs)

and indels. SNPs are substitutions of a single base whereas indels are insertions

or deletions of one or more consecutive bases.

An allele is one of the possible versions of a variant. For example, each allele

of a SNP is a single nucleotide: at a specific position, the genomes of some

individuals may have the allele T whereas the genomes of other individuals may

have a different nucleotide. The set of alleles that are inherited from a parent

is known as haplotype. Since humans are diploid organisms, they inherit two

haplotypes, one from the mother and one from the father. The pair of alleles

of a variant that occur in the two haplotypes at a specific position is known as

genotype of the variant. The genotype is said homozygous when the two alleles

are identical, heterozygous if the two alleles differ. We note that, although in

the literature the term allele is used to describe the different forms of a gene

inherited from the parents, in this thesis we will use the term allele to describe

the different forms of a variant.
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See Figure 2.6 for an example of genomic variants, haplotype, and genotype.

2.6 Bioinformatics

In this section we will describe the technologies used to sequence DNA and RNA

and then we will give a high level description of the three bioinformatics problems

tackled in this thesis that stem from the analysis of sequencing data. Finally we

will describe the standard file formats used in bioinformatics presenting how the

biological concepts introduced in this chapter can be stored as text files.

2.6.1 Sequencing technologies

DNA sequencing is the “laboratory technique used to determine the exact se-

quence of bases (A, C, G, and T) in a DNA molecule” [116]. Due to technical

limitations, it is not possible to obtain the primary sequence of a whole DNA

molecule but it is necessary to fragment the genome in small pieces and then

sequence each piece independently. For this reason, the output of a sequencing

experiment is not a single string representing the primary sequence of a DNA

molecule, but it is a set of small strings, known as reads, that represent substrings

of the primary sequence.

Similarly, RNA sequencing, also called Whole Transcriptome Shotgun Se-

quencing, is the technique used to determine the primary sequence of the tran-

scripts expressed in a biological sample, i.e. a set of cells. The output of an

RNA sequencing experiment is a set of RNA-Seq reads, that are portions of

transcripts.

We will now give an overview of three different sequencing technologies

proposed in the last 50 years: Sanger Sequencing, Next-Generation Sequenc-

ing, and Third-Generation Sequencing. For a more thorough and complete

discussion of sequencing technologies, we refer the reader to the following re-

views [84, 161, 59, 50, 145].
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Sanger Sequencing

Sanger sequencing is the first sequencing technology proposed. It was developed

by Frederick Sanger in 1977 [135] and it has been the most widely used ap-

proach for approximately 30 years. Sanger Sequencing was the technology used

in the Human Genome Project [164], an international project with the goal of

determining, for the first time, the sequence of a human genome.

Over the years, Sanger Sequencing has been improved and it can now produce

reads of length up to 1000bps with a very low per-base error rate, ∼ 0.001 [141].

However, the process is slow and expensive: it produces a maximum of approxi-

mately 6 Megabases per day and it costs on the order of $500 per Megabase [78].

Due to its inefficiency and expensiveness, in the last decades, Sanger se-

quencing has been partly supplanted by Next-Generation Sequencing (NGS)

technologies.

Next-Generation Sequencing

Next-Generation Sequencing (NGS) [10] is a term used to describe a family of

DNA and RNA sequencing technologies developed to lower the time and the

cost required to perform a sequencing experiment and to increase the amount of

data produced by a single run. Thanks to their efficiency and the high amount of

data produced, NGS technologies are also known as High-Throughput Sequencing

(HTS) technologies.

The first NGS technology was developed by 454 in 2005 [98] and since then

many other NGS technologies have been proposed. The most widely-adopted

NGS technology is the Illumina Sequencing Technology [59]. Illumina supports

a variety of sequencing protocols, such as whole-genome sequencing and RNA

sequencing, and provides many different sequencing machines, each one with

its own capability and level of throughput. For example, the NextSeq machine

can produce 400 million 2x150bp-long reads in less than 30 hours. For a more

detailed description of the different available machines, we refer the reader to

the Illumina website 1.

The biggest disadvantages of Illumina Sequencing technology are the read

1https://www.illumina.com/systems/sequencing-platforms.html

https://www.illumina.com/systems/sequencing-platforms.html
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length and the error rate. Indeed, Illumina Sequencing can produce reads of

length up to 300bps (against the 1000bps of Sanger Sequencing) with an error

rate of ∼ 0.1%, that is approximately 100 times the error rate of Sanger Sequenc-

ing. Due to the short length, reads produced by NGS technologies are known

also as short reads.

However, the advantages of Illumina technologies overcome their disadvan-

tages. Indeed, thanks to their efficiency and cost-effectiveness and to the high

quality of the data they produce, Illumina technologies (and in more general

terms NGS technologies) are nowadays routinely being applied in clinical set-

tings [147, 100] and they are supporting the spread of precision medicine [107,

106, 168].

Third-Generation Sequencing

Although their widespread availability and application, the main weakness of

NGS technologies, i.e. the read length, stands out when it is necessary to analyze

complex genomes, such as the human one. Indeed, many eukaryotic genomes

contain very long repetitive regions and most of these repetitions exceed the

length of the reads produced by NGS technologies. Therefore, data produced by

NGS technologies do not allow to disambiguate such long repetitions.

To overcome this limitation, in the last years, Third-Generation Sequencing

technologies have been introduced. These technologies produce very long reads,

with length of several kilobases, and allows to resolve the long repetitions that

generally occurs in eukaryotic genomes. The applications that may benefit of

very long reads are not restricted to the resolution of long repetitions. Indeed,

long reads may also facilitate the tasks of gene isoform identification and vari-

ant phasing [95]. Currently, the two dominant Third-Generation Sequencing

technologies are Pacific Biosciences and Oxford Nanopore Technology.

As the previous sequencing technologies, also Third-Generation Sequencing

technologies have both advantages and disadvantages. As previously stated,

Third-Generation Sequencing technologies are able to produce very long reads.

Read length mainly depends on the chosen technology and the library prepa-

ration and varies from 1kbps to several thousand kilobases [67]. In December

2017, the first read longer than 1 Megabase pairs was produced using Oxford
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Nanopore sequencing technology [113].

The disadvantages of Third-Generation Sequencing technologies are their cost

and the error rate. Indeed, Third-Generation Sequencing is more expensive and

has a lower throughput than Next-Generation Sequencing and its average error

rate varies from 11% to 14% [125]. Such a high error rate makes the analysis

of this kind of data very challenging. To overcome this limitation, in the last

years, many approaches have been proposed to correct the long reads using the

highly-accurate reads produced by NGS technologies [80, 132, 103].

Although their disadvantages, Third-Generation Sequencing technologies are

currently under active development and they have the potential to facilitate the

next major advancements in medical genetics [95].

2.6.2 Processing of NGS data

We now give a high level description of the three bioinformatics problems tackled

in the following chapters. These problems stem from the analysis of NGS data:

they takes as input a read sample produced by an NGS technologies and they

aim to extract some knowledge from it.

For an in-depth analysis of the approaches proposed in the literature to solve

these problems, we refer the reader to the next chapters.

Read alignment

Read alignment is one of the fundamental and most studied problem in bioinfor-

matics and it is the first step of many bioinformatics pipelines. Read alignment

consists in identifying the most probable location along a reference genome from

which each read of an input sample originated, i.e. was sequenced from.

Although this problem could look simple, there are many challenges that

must be overcome. First of all, the reference genome is much longer than the

reads. Secondly, reads are not perfect due to sequencing errors. Finally, reads

may span genomic variations.

We can identify two types of read alignment: genomic read alignment and

RNA-Seq read spliced alignment.

The problem of aligning genomic reads to a reference genome usually boils
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down to mapping each read to a contiguous region of the genome. Examples of

read aligners are BWA [88] and Bowtie2 [85].

On the other hand, aligning RNA-Seq reads against a reference genome is

a harder problem. RNA-Seq reads are sequenced from gene transcripts and,

for this reason, they may span multiple exons of a gene. Therefore, spliced

aligners must be able to align an RNA-Seq read to non contiguous regions of the

reference genome, i.e. two or more coding regions separated by long non coding

regions. Examples of spliced aligners are STAR [38], TopHat2 [77], BBmap [19],

and Hisat [75].

For a detailed description of spliced alignment and the STAR tool, we refer

the reader to Chapter 3.

Prediction of alternative splicing events

The advent of Whole Transcriptome Shotgun Sequencing technologies aided bi-

ologists and geneticists in better understanding the relationship between alter-

native splicing and diseases [159]. One of the bioinformatics problems that can

help to shed more light on this critical topic is the analysis of alternative splicing

events from RNA-Seq samples.

In this thesis we will use the term differential analysis of alternative splicing

(events) to indicate the task of analyzing multiple RNA-Seq samples describing

different conditions to quantify alternative splicing events and their variability

among the tested conditions. On the other hand, we will use the term alternative

splicing events detection to indicate the task of identifying and quantifying the

alternative splicing events that are supported by a single RNA-Seq sample. Both

these tasks include a step of quantification, that consists in estimating how well

each event is supported by the input RNA-Seq data.

For a more thorough description of the various tools proposed in the literature

for analyzing alternative splicing events, we refer the reader to Chapter 3.

Variant Calling

Variant calling (or variant genotyping) is the task of computing the genotype of

all the variants supported by an input NGS sample. Along with read alignment,



Chapter 2 Preliminaries 29

variant calling is the second main task performed in many genome-wide associ-

ation studies, i.e. studies that analyze the genomes of multiple individuals of

a population to identify genomic variants and their association with phenotypic

traits, such as diseases.

When a dataset of variants produced by this studies is available, it is possible

to limit the computation to genotype those variants only. We will refer to this

task as genotyping (or calling) of known variants. On the other hand, when the

set of variants is not known a priori, the variants must be first discovered and

then genotyped. We will refer to this task as variant discovery.

For an in-depth analysis of the various approaches proposed for variant call-

ing, we refer the reader to Chapter 4.

2.6.3 Standard file formats

All the biological notions introduced in this chapter have a computer science

representation and they can be easily stored as text files. We will now briefly

describe the standard file formats used in bioinformatics and mentioned in the

next chapters.

FASTA/Q format As previously stated, from a computational point of view,

a genome is a string built over the alphabet {A, C, G, T}, where each character

represents a nucleotide. By using the same formalism, it is also possible to

represent the reads produced by any sequencing technology.

Typically, the reference genome of a given specie, i.e. the best assembled

genome available for that specie, is stored as a FASTA file [174]. FASTA is a text-

based format for representing nucleotides sequences. An entry in a FASTA file is

divided in two parts: (i) a header, starting with the “>” character and containing

a unique identifier and additional information and (ii) the string representing the

sequence.

A read sample instead is typically stored as a FASTQ file [24], an extension of

the FASTA format. In a FASTQ file, each read sequence is described by 4 lines:

a header starting with the “@” character; the string representing the sequence; a

separator line, usually a “+”; and a string representing the numeric quality score

associated with each nucleotide of the sequence. The quality scores are Phred
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quality scores and are encoded using ASCII characters. For more information

about FASTQ file format, we refer the reader to [24].

GTF format From a computational point of view, the structure of a gene

can be described as a set of features that occur at a specific location along the

reference genome.

Typically, gene structures are stored using the GTF file format [47]. In a GTF

file, each feature of a gene is represented as a tab-delimited list of 9 fields: the

name of the chromosome where the feature is located; an identifier of the source

of the feature; the feature type (e.g. gene, transcript, exon, intron, UTR. . . );

the starting and the ending positions of the feature on the specified chromosome;

a score representing the confidence of the source; the strand of the feature; the

frame, indicating which base of the feature is the first base of a codon; and an

optional set of additional information. The information stored in a GTF file is

usually called gene annotation.

VCF format From a computational point of view, a genomic variant, such as

a SNP or an indel, can be described as a set of alleles that may occur at a given

position along a reference genome. Additionally, the description of a variant

can be extended with information about its genotype with respect to a certain

individual.

Typically, a set of variants identified in an individual or in a population of in-

dividuals is stored using the variant call format (VCF) [31]. A VCF file consists

of a header section and a data section. The header section contains information

about the set of variants stored in the file and describes semantically and syn-

tactically the fields used in the data section. The data section describes each

variant using one line composed of 8 mandatory fields and several optional fields.

The mandatory fields are: the name of the chromosome on which the variant

occurs; the position of the variant on the given chromosome; the variant identi-

fier; the reference allele of the variant; the set of its alternate alleles observed in

the considered population; a quality score; information about which filters the

variant has passed; and a list of additional attributes. The optional fields are

used to indicate the genotype of the variant (and additional information such as
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the genotype quality) for each considered sample, i.e. individual of the analyzed

population.

SAM format The Sequence Alignment/Map (SAM) format [89] is the de-facto

standard format for storing the alignments of a set of reads against a reference

genome. A SAM file is divided in two parts: a header section containing general

information about the file, such as the format version used and the set of reference

sequences, and an alignment section. Each alignment is described by a single

tab-separated line composed of 11 mandatory fields and several optional fields

containing additional information. The mandatory fields are: the identifier of

the read; a binary flag describing the alignment; the reference sequence to which

the read aligns; the position on the reference sequence at which the read has

been aligned; the mapping quality; an extended CIGAR string describing how

the read aligns; three information about the read mate; the read sequence; and

the alignment quality.



Chapter 3

Alternative Splicing Events

Detection

In this chapter we will discuss the first contribution of this thesis, that is an

approach for detecting alternative splicing events by aligning RNA-Seq reads

to a splicing graph (ASGAL, Alternative Splicing Graph ALigner). The problem

tackled can be formulated as follows:

Input: RNA-Seq sample and gene annotation

Output: alternative splicing events supported by the sample that are novel

with respect to the annotation

Highlights

– ASGAL is the first tool that aligns RNA-Seq reads against a splicing graph

– ASGAL is able to detect alternative splicing events even when only a single

isoform involved in the event is supported by the input sample

– aligning reads to a splicing graph is a valid alternative to aligning reads to

a reference genome

Outline This chapter is organized as follows. In Section 3.1 we introduce

the context and the motivations behind our work. In Section 3.2 we present

32
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some preliminary definitions and the first contribution of this chapter, that is

the formal definition of spliced graph-alignment. In Section 3.3 we thoroughly

detail the proposed approach, that is the second contribution of the chapter. In

Section 3.4 we describe the experimental evaluation we performed to asses the

performance of our tool, comparing it with state-of-the-art approaches. Finally,

in Section 3.5 we draw conclusions and sketch possible future directions of this

work.

3.1 Context and Motivations

Typical new sequencing technologies experiments produce millions, or even bil-

lions, of reads [61]. Although the amount of transcriptomic sequencing data is

smaller compared to the genomic one, the problem of aligning RNA-Seq reads

to a reference genome is much more complicated than that of mapping genomic

reads to the same reference. Indeed, RNA-Seq reads may reflect the biological

process of alternative splicing and each read may span two or more coding re-

gions (exons) that are separated by very large non-coding regions (introns). The

analysis of RNA-Seq data can help to shed light on the diversity of transcripts

that results from alternative splicing.

Computational approaches for transcriptome analysis from RNA-Seq data

can be classified according to two primary goals: detection of alternative splicing

events and reconstruction of full-length transcripts [51, 143, 157, 56, 123, 156].

While reconstructing full-length isoforms from RNA-Seq data is a computation-

ally intensive task, detecting alternative splicing events from RNA-Seq data is

more straightforward and computationally feasible.

Various tools have been proposed in the literature for solving this latter task.

Most of these approaches focus their attention on the differential analysis of

alternative splicing from RNA-Seq data, i.e. they identify alternative splicing

events that are differentially expressed among different RNA-Seq samples (repli-

cates). Some approaches, such as SplAdder [69] and rMATS [140], base their

prediction on the analysis of the spliced alignments of the input RNA-Seq reads

whereas others, such as SUPPA2 [158], use the transcript abundances estimated

from RNA-Seq data. The quality of the transcript quantification or the read
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spliced alignment is essential for obtaining good results and it may significantly

affect the efficacy of such tools.

With the goal of detecting alternative splicing events supported by an RNA-

Seq sample that may be used to enrich a gene annotation, we investigate an

alternative approach that directly aligns the RNA-Seq reads against a splicing

graph. Intuitively, a splicing graph [60] is a compact way to represent a gene

annotation: it is a directed acyclic graph where each exon of a gene is represented

as a vertex and each transcript, i.e. a sequence of exons, as a path.

The motivation of our proposal is that, by using the splicing graph, we are

able to focus the alignment step on enriching the gene annotation with alternative

splicing events that produce novel isoforms with respect to the already annotated

ones. Indeed, using a non-flat representation of a gene structure can help in

revealing details on how a read covers the known isoforms and the known splice

sites of the gene.

For this purpose, we implemented ASGAL (Alternative Splicing Graph ALigner),

a tool for detecting alternative splicing events through an accurate splice-aware

alignment of RNA-Seq reads against the splicing graph of a gene of interest.

Currently, there are several tools for the alignment of RNA-Seq reads against

a reference genome [19, 38, 77] or a collection of transcripts [148] but, to the

best of our knowledge, ASGAL is the first tool specifically designed for aligning

RNA-Seq data directly to a splicing graph.

By mapping the input sample against the splicing graph of a gene of inter-

est, ASGAL is able to detect the alternative splicing events that are novel with

respect to the input gene annotation. More precisely, ASGAL extracts the in-

trons supported by the read alignments computed against the splicing graph

and compares them against the input annotation to detect whether novel events

may be predicted from the input reads. From this perspective, differently from

tools for event detection based on differential analysis, ASGAL is able to detect

a novel event even when this event is supported by reads coming from a single

unannotated isoform.

The most similar tool to ASGAL is SpliceGrapher [130]. Indeed, the goal

of SpliceGrapher is to generate and visualize splicing graphs starting from a

gene annotation, the spliced alignments of RNA-Seq data, and (optionally) the
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alignments of EST data. Exploiting such information, SpliceGrapher is able to

visualize a splicing graph enriched with alternative splicing events supported by

the input samples. However SpliceGrapher computes only alternative splicing

statistics and, for what concern the analysis of alternative splicing events, it is not

easy to retrieve from its output the list of alternative splicing events supported

by the input samples.

To model the problem of aligning an RNA-Seq reads against the splicing

graph of a gene, we introduce the computational problem of matching a pattern

against a hypertext in an approximate way and allowing gaps. This problem

consists in matching an input pattern to a path (or subpath) of the hypertext

allowing errors that model sequencing errors and gaps that model the presence

of alternative splicing events.

The pattern matching to a hypertext problem was originally introduced by

Manber and Wu [94] and then attacked by many researchers [2, 121, 6, 114].

In [155], the first algorithm that employs succinct data structures was proposed

to solve the exact pattern matching in a hypertext problem. However no solution

using succinct data structures was proposed to solve the approximated version

of the problem.

Following this line of research, we introduce a novel problem formulation,

i.e. the approximate pattern matching to a hypertext with gaps that we call

gap graph-alignment, and we propose a novel approach that uses succinct data

structure to solve it. We implemented our approach in the ASGAL tool and we

performed an experimental evaluation on simulated and real data to assess its

efficacy in aligning RNA-Seq reads and in detecting alternative splicing events.

In the first part of our experimental analysis, we compare the alignment step

of ASGAL with STAR [38], one of the best-known and most used spliced aligner.

The results show a good accuracy of ASGAL in producing correct alignments by

directly aligning the RNA-Seq reads against the splicing graph of a gene.

Although ASGAL works under different assumptions than other existing tools

for the differential quantification of alternative splicing events, we decided to

compare ASGAL with SplAdder, rMATS, and SUPPA2. However we must note

that, differently from the considered tools, the current implementation of ASGAL

is not able to detect the insertion of novel exons inside an intron and intron
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retention events caused by the union of two exons.

For this purpose we performed two distinct experimental analysis on simu-

lated data to assess the efficacy of ASGAL in detecting alternative splicing events.

In the first one, we evaluate the accuracy of the tools in predicting novel al-

ternative splicing events, i.e. events that are not already described by some

transcripts in the annotation. In the second analysis, we assess the accuracy

of the considered tools in detecting alternative splicing events that are already

present in the input annotation and are supported by the RNA-Seq sample.

We also ran an experimental analysis on real data with the goal of evaluating

the ability of ASGAL in identifying RT-PCR validated alternative splicing events.

The results obtained in the simulated scenario show that ASGAL is the most

accurate tool for predicting alternative splicing events that are supported by

an RNA-Seq sample and that are novel with respect to the input annotation.

The results on real data instead show the ability of ASGAL in detecting RT-PCR

validated alternative splicing events even when they are simulated as novel events

with respect to input gene annotation.

3.1.1 State of the Art

We will now review more in detail the tools we used in our experimental evalua-

tion. We first review a spliced aligner and then we describe different approaches

proposed in the literature for quantifying alternative splicing events.

As described in Chapter 2, RNA-Seq reads are sequenced from the transcripts

of a gene and therefore, most of the times, they cannot be aligned on contiguous

portion of a reference genome: there are long regions, i.e. the introns of the

genes, that must be skipped. For this reason, to align RNA-Seq reads to a

reference genome, it is necessary to perform a spliced alignment, that consists in

aligning the read to non-contiguous portion of the reference, i.e. the exons of

the genes. This problem is much more complicated than normal read alignment.

Indeed, in addition to manage the presence of sequencing errors or genomic

variations, a spliced aligner must be able to find splice sites and detect where

a read must be split. To better perform this latter task, spliced alignment is

usually guided by a gene annotation.
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One of the most used and best known spliced aligner is STAR, Spliced Tran-

scripts Alignment to a Reference [38]. STAR uses uncompressed suffix arrays and

exploits the seed-and-extend paradigm to align RNA-Seq reads to a reference

genome: it computes Maximal Mappable Prefixes between the reference and the

read and then it stitches together near Maximal Mappable Prefixes to build the

alignment. A Maximal Mappable Prefix is similar to a Maximal Exact Match

and represents a substring of the read starting at a given position that matches

exactly one or more substrings of the reference genome. STAR computes Maximal

Mappable Prefixes via searches in the uncompressed suffix array of the reference

genome. Maximal Mappable Prefixes represent exact matches between the ref-

erence genome and the read and they are successively clustered based on their

proximity and stitched using a local alignment scoring scheme. Thanks to this

second step, i.e. the stitching of Maximal Mappable Prefixes, STAR is able to

align the read taking into account the possible presence of errors or splice sites.

Spliced alignment is typically the first step of procedures for analyzing gene

expression and detecting alternative splicing events from RNA-Seq data.

For example, SplAdder [69] identifies and quantifies alternative splicing events

starting from a given gene annotation and the spliced alignments of one or more

RNA-Seq samples. SplAdder uses the gene annotation to builds a splicing graph

and enriches it with novel vertices and novel edges by exploiting the splicing in-

formation contained in the input spliced alignments. Then, it analyzes this

enriched graph and it uses the novel elements previously added to the graph

to detect and quantify the alternative splicing events supported by the input

samples. Optionally, it allows to perform differential analysis between different

samples. Moreover, to simplify the analysis of its output, SplAdder also provides

a set of functions to visualize splicing graphs and read coverages.

rMATS [140] is another popular tool for the analysis of alternative splicing from

the spliced alignment of RNA-Seq reads. rMATS implements a statistical method

that is specifically designed for the detection of differential alternative splicing

events from replicate RNA-Seq data. It also allows to perform a statistical test to

assess whether a difference in the isoform ratio of a gene between two conditions

is significant with respect to a given threshold.

Differently from the previous approaches, SUPPA2 [158] starts its analysis from
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transcript quantification and not from spliced alignments. Similar to rMATS, it

infers differential alternative splicing events across multiple conditions. SUPPA2

generates from the input annotation the alternative splicing events and then it

uses the pre-computed abundances of each transcript, expressed in transcript

per million units, to quantify these events in terms of proportion spliced in (psi)

for each sample. The differential splicing is given in terms of the differences of

these relative abundances for each condition. However since SUPPA2 quantifies

only the alternative splicing events generated from the input annotation, it is

not able to quantify novel events that may be supported by the samples.

Most recent tools, MAJIQ [162] and LeafCutter [90], are not limited to de-

tecting “classic” alternative splicing events. They analyze RNA-Seq spliced

alignments to quantify the more complex alternative splicing events that can

be intuitively described as the combination of classic alternative splicing events.

MAJIQ analyzes RNA-Seq data and a set of (annotated) transcripts to quan-

tify the relative abundances of a set of Local Splicing Variations, that are a

generalization of classic alternative splicing events: for example, Local Splicing

Variation allows to model the combination of an alternative acceptor site event

and an alternative donor site event in different exons. More precisely, for each

considered gene, MAJIQ builds its splicing graph from the input annotation and

augments it with novel edges and splice sites supported by the input spliced

reads. Then, from this augmented splicing graph, MAJIQ lists and quantifies

the Local Splicing Variations that are well supported by the input alignments.

Finally, an additional package (Voila) can be used to interactively visualize

the output of MAJIQ, i.e. splicing graphs, Local Splicing Variations, and their

quantification.

Similarly, LeafCutter analyzes RNA-Seq data and quantifies differential in-

tron usage across samples, allowing the detection of novel introns which model

complex alternative splicing events. Starting from the spliced alignments of

RNA-Seq samples, LeafCutter retrieves all the reads spanning an intron and

detects the set of introns supported by the samples. Then, it clusters introns

that overlaps each other and builds a graph for each cluster where each vertex

represents an intron and each edge links two introns that share a splice site. Fi-

nally, by analyzing the connected components of this graph that represent two or
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more introns involved in the same alternative splicing events, LeafCutter is able

to identify both classic alternative splicing events and Local Splicing Variations.

Differently from the previous approaches that base their analysis on RNA-Seq

read alignment or transcript quantification, KisSplice [131] relies on local tran-

script assembly and it can be used even when a reference genome or a reference

transcriptome is not available. Indeed KisSplice builds a de Bruijn graph [32],

i.e. a graph where each vertex is a string of length k called k-mer, from the input

reads and then analyze it to detect alternative splicing events. It relies on the

idea that alternative splicing events are local variations between two transcripts

that may be recognized as bubbles inside the de Bruijn graph, i.e. two distinct

paths that share the starting and ending vertices. In such a way, without re-

constructing the entire transcripts expressed by a sample, KisSplice is able to

detect only the variable regions of the transcripts and it can use them to infer

alternative splicing events.

However not all the tools for the analysis of alternative splicing events use

RNA-Seq data. AStalavista [44] is a popular tool for the exhaustive extraction

and visualization of alternative splicing events from gene annotations. This tool

does not require RNA-Seq data as input but only a gene annotation and it

lists all the alternative splicing events occurring between each pair of annotated

transcripts. Similarly to MAJIQ and LeafCutter, AStalavista does not focus

only on classic alternative splicing events but rather it uses a flexible coding of

alternative splicing events [134] that can be used to model any kind of variation

in the splicing structure of a gene, such as Local Splicing Variations.

3.2 Preliminaries

From a computational point of view, a genome is a string drawn from an alphabet

of size 4 ({A, C, G, T}). A gene is a locus of the genome, that is, a gene is a

substring of the genome. Exons and introns of a gene are uniquely identified by

their starting and ending positions on the genome. A transcript T of gene G is a

sequence 〈[a1, b1], [a2, b2], . . . , [an, bn]〉 of exons, where ai and bi are respectively

the start and the end positions of the i-th exon of the transcript. Observe

that a1 and bn are the starting and ending positions of transcript T , and each
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Figure 3.1: Example of splicing graph. A simple gene G with 4 exons is shown

along with its annotation (transcripts) TG, the corresponding splicing graph S?
G,

and the linearization Z. In S?
G, dashed arrows represent the novel edges whereas

full arrows represent the edges contained in SG.

[bi + 1, ai+1 − 1] is an intron represented as a pair of positions on the genome.

In the following, we denote by EG the set of all the exons of the transcripts of

gene G, that is EG = ∪T∈TGE(T ), where E(T ) is the set of exons of transcript

T and TG is the set of transcripts of G, called the annotation of G. Given two

exons ei = [ai, bi] and ej = [aj, bj] of EG, we say that ei and ej are distinct if

ai 6= aj ∨ bi 6= bj and we say that ei precedes ej if bi < aj. We denote this

by ei ≺ ej. Moreover, we say that ei and ej are consecutive if there exists a

transcript T ∈ T and an index k such that ek = ei and ek+1 = ej, and ei, ej are

in E(T ).

The splicing graph of a gene G is the directed acyclic graph SG = (EG, E)

where the vertex set is the set of exons of G and the edge set E is the set of

pairs (vi, vj) such that vi and vj are consecutive in at least one transcript. We

note that a splicing graph is a hypertext. Indeed, each vertex v is associated

to a string, i.e. the genomic sequence of the exon associated to it. We denote

this string by seq(v). Finally, we say that S?
G is the graph obtained by adding

to SG all the edges (vi, vj) /∈ E such that vi ≺ vj. We call these edges novel

edges. Note that the novel edges represent putative novel junctions between two

existing exons that are not consecutive in any transcript of G. Figure 3.1 shows

an example of gene, exon, annotation, and splicing graph.
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In the following, we will use the notion of Maximal Exact Match (MEM) to

perform the spliced graph-alignment of an RNA-Seq read to SG. Given two

strings R and Z, a MEM is a triple m = (iZ , iR, `) representing the common

substring of length ` between the two strings that starts at position iZ on Z,

at position iR on R, and that cannot be extended in either direction without

introducing a mismatch. For a more detailed definition of Maximal Exact Match,

we refer the reader to Chapter 2. Computing the MEMs between a string R and a

splicing graph SG can be done by concatenating the labels of all the vertices and

placing the special symbol φ before each label and after the last one, obtaining

a string Z = φseq(v1)φseq(v2)φ . . . φseq(v|EG|)φ that we call linearization of the

splicing graph. See Figure 3.1 for an example.

It is immediate to see that, given a vertex v of SG, the label seq(v) is a

particular substring of the linearization Z. However, it is not so immediate to

understand how to retrieve its sequence or how to extract its starting and ending

position on Z. Indeed, to this aim, we pair the string Z with a bit vector of

the same length, denoted as BZ , such that BZ [i] = 1 if and only if Z[i] = φ,

otherwise BZ [i] = 0. Thanks to BZ and the select operation, given an index

i, we can compute the starting position s of the i-th label of the linearization,

i.e. s = selectBZ
(i) + 1, its ending position e = selectBZ

(i + 1) − 1, and its

sequence, i.e. Z[s, e].

By employing the algorithm by Ohlebusch et al. [117], all the MEMs longer

than a constant L between R and Z, thus between R and SG, can be computed

in linear time with respect to the length of the reads and the number of MEMs.

See Chapter 2 for more details. Thanks to the special character φ which occurs

in Z and not in R, each MEM occurs inside a single vertex label and cannot span

two different labels. Indeed, we recall that a MEM is a common substring between

the two input strings.

In the following, given a read R and the linearization Z of SG, we say that

the MEM m = (iZ , iR, `) belongs to the i-th vertex of the linearization with i =

rankBZ
(iZ), i.e. m represents a substring of the label of the i-th vertex. We

say that a MEM m = (iZ , iR, `) precedes another MEM m′ = (i′Z , i
′
R, `

′) in R if

iR < i′R and iR + ` < i′R + `′, and we denote this by m ≺R m
′. Similarly, we can

define an analogous property with respect to Z. If m and m′ belong to the same



Chapter 3 Alternative Splicing Events Detection 42

vertex, i.e. rankBZ
(iZ) = rankBZ

(i′Z), then m precedes m′ in Z if iZ < i′Z and

iZ + ` < i′Z + `′. Otherwise, if the two MEMs belong to two different vertices v

and v′, we say that m precedes m′ if and only if the exon associated to vertex v

precedes the exon associated to vertex v′. We denote this relation of precedence

on Z by m ≺Z m
′.

When m precedes m′ in R, we say that lgapR = i′R − (iR + `) is the length

of the gap between the two MEMs on R. Similarly, when m ≺Z m′ and the two

MEMs are on the same vertex, we say that lgapZ = i′Z − (iZ + `) is the length of

the gap between the two MEMs on Z. If lgapR or lgapZ (or both) are positive, we

refer to the gap strings as sgapR and sgapZ , whereas when they are negative,

we say that m and m′ overlap either in R or Z (or both).

Finally, given MEM m = (iZ , iR, `) belonging to the i-th vertex v of the lin-

earization (we recall that i = rankBZ
(iZ)), we denote as PREFZ(m) and SUFFZ(m)

the prefix and the suffix of seq(v) upstream and downstream from the start and

the end of m, respectively. More formally, PREFZ(m) = Z[selectBZ
(i)+1, iZ−1]

and SUFFZ(m) = Z[iZ+`, selectBZ
(i+1)−1]. Similarly, we denote as PREFR(m)

and SUFFR(m) the prefix and the suffix of R upstream and downstream from

the start and the end of m, i.e. PREFR(m) = R[0, iR − 1] and PREFR(m) =

R[iR + `, |R| − 1].

Figure 3.2 summarizes the definitions of precedence between MEMs, gap, over-

lap, PREF, and SUFF.

Spliced graph-alignment

We are now able to define the central concepts that will be used in our method.

In particular, we first define a general notion of gap graph-alignment and then

we introduce specific constraints on the use of gaps to formalize a spliced graph-

alignment that is fundamental for the detection of alternative splicing events.

The key observation is that an RNA-Seq read may align to the sequence that

derives from the concatenation of the exon sequences along a path of S?
G and

this type of alignment is able to give an evidence of the (possibly unannotated)

splice sites supported by the read with respect to the original splicing graph SG.

A gap graph-alignment ofR to graph SG is a pair (A, π) where π = 〈v1, . . . , vk〉
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Figure 3.2: Precedence relation between MEMs. Two MEMs, m = (iZ , iR, `) and

m′ = (i′Z , i
′
R, `

′), are shown in the figure. For ease of presentation we represent

in blue the former and in red the latter. Since iZ < i′Z and iZ + ` < i′Z + `′, m

precedes m′ on Z; analogously m precedes m′ on R since iR < i′R and iR + ` <

i′R + `′. The length lgapZ of the gap between the two MEMs on Z is positive and

we refer to the string between iZ + ` and i′Z − 1 as sgapZ (highlighted in yellow

on Z). Conversely, the length of the gap between the two MEMs on R is negative

and we say that they overlap on R. Finally, we refer to the string between the

start of the vertex label and iZ − 1 as PREFZ(m) (highlighted in light green on

Z), and to the string between i′Z + ` and the end of the vertex label as SUFFZ(m
′)

(highlighted in orange on Z). Moreover, we refer to the string between the start

of the read and iR − 1 as PREFR(m) (highlighted in light green on R), and to

the string between i′Z + ` and the end of the read as SUFFR(m
′) (highlighted in

orange on R). For ease of presentation, we did not report SUFFZ(m), PREFZ(m′),

SUFFR(m), and PREFR(m′).
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is a path of the graph S?
G and

A = 〈(p1, r1), (p′1, r′1), . . . , (p′n−1, r′n−1), (pn, rn)〉

is a sequence of pairs of strings, with n ≥ k, such that seq(v1) = x · p1 and

seq(vk) = pn·y, for x, y possibly empty strings and P = p1·p′1·p2·p′2·p3·. . .·p′n−1·pn
is the string labeling the path π and R = r1 · r′1 · r2 · . . . · r′n−1 · rn. We recall that

· operator is the string concatenation operator.

The pair (pi, ri), called a factor of the alignment, consists of a non-empty

substring ri of R and a non-empty substring pi of the label of a vertex in π.

On the other hand, the pair (p′i, r
′
i) is called a gap-factor of the alignment if at

least one of p′i and r′i is an empty substring ε. Moreover, either p′i is empty or

|p′i| > α, and either r′i is empty or |r′i| > α, for a fixed value α which represents

the maximum alignment indel size allowed. When an insertion (or a deletion) is

smaller than α, we consider it an alignment indel and we incorporate it into a

factor; otherwise, we consider it as a clue of the possible presence of an alternative

splicing event and we represent it as a gap-factor. Intuitively, in a gap graph-

alignment, factors correspond to portions of exons covered (possibly with errors)

by portions of the read, whereas gap-factors correspond to introns, which can be

already annotated or novel, and which can be used to infer the possible presence

of alternative splicing events.

We associate to each factor (pi, ri) the cost δ(pi, ri), and to each gap-factor

(p′i, r
′
i) the cost δ(p′i, r

′
i), by using a function δ(·, ·) with positive values. The cost

of the alignment (A, π) is computed as:

cost(A, π) =
n∑

i=1

δ(pi, ri) +
n−1∑
i=1

δ(p′i, r
′
i).

Moreover, we define the error of a gap graph-alignment as the sum of the edit

distance of each factor but not of gap-factors. Indeed, factors are true portions

of the alignment and must be evaluated when computing the overall error. Gap-

factors instead represent gaps in the alignment and are used to infer alternative

splicing events. Therefore, they should not be considered in the computation of

the alignment error. Formally, the error of the alignment (A, π) is:

Err(A, π) =
n∑

i=1

dE(pi, ri),
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where dE(·, ·) denotes the edit distance between two strings.

To define a splice-aware alignment, that we call spliced graph-alignment, we

need to classify each gap-factor and to assign it a cost. Our primary goal is to

compute a gap graph-alignment of the read to the splicing graph that possibly

reconciles to the gene annotation; if this is not possible, then we want to minimize

the number of novel alternative splicing events, i.e. the number of gap-factors.

For this reason we distinguish three types of gap-factors: annotated, novel, and

uninformative. Intuitively, an annotated gap-factor models an annotated intron,

a novel gap-factor represents a novel intron, whereas an uninformative gap-factor

does not represent any intron.

Formally, we classify a gap-factor (p′i, r
′
i) as annotated if and only if p′i = r′i =

ε and the two strings pi, pi+1 are on two different vertices that are linked by an

edge in SG. We classify a gap-factor (p′i, r
′
i) as novel in the following cases:

1. r′i = ε and p′i = ε occurs between the strings pi and pi+1 which belong to

two distinct vertices linked by an edge in S?
G and not in SG. This gap-factor

represents an exon skipping event (see Figure 3.3, case a).

2. r′i = ε and p′i 6= ε occurs between the strings pi and pi+1 which belong

to the same vertex of S?
G. This gap-factor represents an intron retention

event (see Figure 3.3, case b).

3. r′i = ε and p′i 6= ε occurs between the strings pi and pi+1 which belong to

two distinct vertices linked by an edge in S?
G. This gap-factor represents

an alternative splice site event shortening an exon (see Figure 3.3, case c).

4. r′i 6= ε and p′i = ε occurs between the strings pi and pi+1 which belong

to two distinct vertices linked by an edge in S?
G. This gap-factor repre-

sents an alternative splice site extending an exon or a new exon event (see

Figure 3.3, case d-e).

Note that case 1 allows to detect a novel intron whose splice sites are both

annotated (see Figure 3.3, case a). Case 2 supports the presence of an intron

retention (see Figure 3.3, case b) and our approach is able to locate the two

novel splice sites inside the annotated exon. Case 3 gives an evidence of a novel
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alternative splice event shortening an annotated exon (see Figure 3.3, case c)

and our approach finds the novel splice site supported by this case. Finally,

in case 4, we are able to detect a novel alternative splice site (extending an

annotated exon) or a novel exon (see Figure 3.3, case d), but only in the first

case (alternative splice site) our approach is able to find the novel splice site

induced by the gap-factor.

For ease of presentation, Figure 3.3 shows only “classic” alternative splicing

event and not their combination as those modeled with the notion of Local

Splicing Variations [162]. We note here that our formalization takes into account

the combination of alternative splicing events as those given by an exon skipping

combined with an alternative splice site (see definition of gap-factor in cases 3

and 4). However, the actual version of the tool is designed only to detect the

alternative splicing events shown in Figure 3.3.

Finally, we classify a gap-factor (p′i, r
′
i) as uninformative in the two remaining

cases, which are (i) r′i = ε and p′i = ε occurs between strings pi and pi+1 which

belong to the same vertex, and (ii) r′i 6= ε and p′i = ε occurs between strings

pi and pi+1 which belong to the same vertex. We note that both these cases

can never occur. Indeed, in the former case, factors (pi, ri) and (pi+1, ri+1) are

joined into a unique factor. In the latter, the gap-factor represents an unrealistic

situation that does not represent any alternative splicing event: there is a gap

in the read and not in the exon.

Let GF be the set of novel gap-factors of a gap graph-alignment A. Then

a spliced graph-alignment (A, π) of R to SG is a gap graph-alignment in which

uninformative gap-factors are not allowed, whose cost is defined as the number

of novel gap-factors (therefore δ function assigns a cost 1 to each novel gap-

factor and a cost 0 to all other factors and annotated gap-factors), and whose

error is at most β, for a given constant β. Thus, in a spliced graph-alignment,

cost(A, π) = |GF | and Err(A, π) ≤ β. We focus on a bi-criteria version of

the computational problem of computing the optimal spliced graph-alignment

(A, π) of R to a graph SG, where first we minimize the cost, then we minimize

the error. The intuition is that we want a spliced graph-alignment of a read

that introduces the fewest novel alternative splicing events. Moreover, among

all such alignments we look for the alignment that introduces the lowest number
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R

S?
G

pi pi+1

ri ri+1r′i

S?
G

R

S?
G

Rri ri+1r′i ri ri+1r′i

pi pi+1pi pi+1
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pi pi+1p′i

Figure 3.3: The relationship among novel gap-factors, introns, and alternative

splicing events is shown. Each subfigure depicts an example of novel gap-factor

(p′i, r
′
i) (gray boxes) in relation to a simple graph S?

G, where dashed arrows repre-

sent novel edges (i.e. edges not present in the splicing graph SG) and a read R.

The two consecutive factors (pi, ri) and (pi+1, ri+1) of a spliced graph-alignment

are represented by blue boxes, and the red lines represent the novel introns

supported by the gap-factors. In terms of novel alternative splicing events, gap-

factor (ε, ε) supports an exon skipping event (case (a)), gap-factor (p′i, ε) supports

an intron retention event (case (b)) or an alternative splice site event shortening

an exon (case (c)). Finally, gap-factor (ε, r′i) supports an alternative splice site

event extending an exon (case (d)) or a new exon (case (e)).
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S?
G

R

P AAGCGCAGTT ATTTAGTTAGGAAT ATTCCGAT

p1 p′
1

p2 p3 p4p′
2

p′
3

CGCATCTAGAATATT-CG

r1 r2 r3 r4r′
1

r′
2

r′
3

AAGCGCAGTT ATTTAGTTAGGAAT AGAAGGTAA ATTCCGAT

Exon A Exon B Exon C Exon D

Figure 3.4: Example of a spliced graph-alignment of a read R to a

splicing graph S?
G (the dashed arrows represent novel edges). The read

R is factorized in four strings r1, r2, r3, and r4 matching to strings

p1, p2, p3, and p4 of P , which is the concatenation of exon labels

of path π = 〈A,B,D〉. This yields to the spliced graph-alignment

(〈(p1, r1), (p′1, r′1), (p2, r2), (p′2, r′2), (p3, r3), (p′3, r′3), (p4, r4)〉, π). We observe that

p′3, r
′
1, r

′
2, and r′3 are equal to ε. Moreover we note that (p′1, r

′
1), (p′2, r

′
2) are two

novel gap-factors, r2 matches p2 with an error of substitution, and r4 matches

p4 with an error of insertion: both the error and the cost of this spliced-graph

alignment are equal to 2. The alignment of R to the splicing graph of G supports

the evidence of two novel alternative splicing events: an alternative donor site

of exon A and an intron retention on exon B.

of errors, i.e. the alignment with the smallest edit distance (which is likely due to

sequencing errors and polymorphisms) in the non-empty regions that are aligned

(i.e. the factors). Figure 3.4 shows an example of spliced graph-alignment of

error value 2, and cost 2.

In this chapter we propose an algorithm that, given a read R, a splicing

graph SG, and three constants, which are L (the minimum length of a MEM), α

(the maximum alignment indel size), and β (the maximum number of allowed

errors), computes an optimal spliced graph-alignment – that is, among all spliced

graph-alignments with minimum cost, the alignment with minimum error. The

next section details the approach we propose to detect alternative splicing events

by computing the optimal spliced graph-alignments of a RNA-Seq sample.
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3.3 Method

In this section we describe ASGAL (Alternative Splicing Graph ALigner), that is

the approach we propose to identify the alternative splicing events supported by

an RNA-Seq sample by computing the optimal spliced graph-alignments of the

reads.

More precisely, ASGAL takes as input the annotation of a gene together with

the related reference sequence, and an RNA-Seq sample. Then, by exploiting

the notion of spliced graph-alignments, it computes and outputs the spliced

alignments of each input read and the alternative splicing events supported by

the sample which are novel with respect to the input annotation. We point

out that ASGAL uses the input reference sequence only for building the splicing

graph as well as for refining the alignments computed against it, with the specific

goal of improving the accuracy of the alternative splicing event detection. Each

identified event is described by its type (i.e. exon skipping, intron retention,

alternative acceptor splice site, and alternative donor splice site), its genomic

location, and a measure of its quantification, i.e. the number of alignments that

support the identified event.

For the sake of clarity, we will describe our method considering as input the

splicing graph of a single gene: it can be easily generalized to manage more than

a gene at a time.

ASGAL consists of the following steps: (1) construction of the splicing graph

of the gene, (2) computation of the spliced graph-alignments of the RNA-Seq

reads, (3) remapping of the alignments from the splicing graph to the genome,

and (4) detection of the novel alternative splicing events. Figure 3.5 depicts the

ASGAL pipeline.

Splicing graph construction In the first step, ASGAL builds the splicing

graph SG of the input gene using the reference genome and the gene annotation,

and adds the novel edges to obtain the graph S?
G. To do so, we iterate over the

gene annotation and we create a vertex for each distinct exon, we associate to

each vertex its genomic sequence, extracted from the input reference genome,

and we link with an edge each pair of exons that are consecutive in at least one
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Gene Annotation
(GTF )

RNA-Seq Sample
(FASTA/Q)

Genome
(FASTA)

Alternative Splicing Events
(CSV )

Spliced Alignments
(SAM )

Spliced Alignment
Computation

Splicing Graph
Construction

Alignment to the
Splicing Graph

Alternative Splicing Events
Identification

Figure 3.5: ASGAL pipeline. The steps of the pipeline implemented by ASGAL are

shown together with their input and output: the splicing graph is built from the

reference genome (FASTA file) and the gene annotation (GTF file), the RNA-

Seq sample (FASTA or FASTQ file) is aligned to the splicing graph, and finally

the alignments to the splicing graph are used to compute the spliced alignments

to the reference genome (SAM file) and to detect the alternative splicing events

supported by the sample (CSV file).
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transcript. Then, we add an edge between each pair of exons (vertices) (ei, ej)

such that ei precedes ej.

Alignment to the splicing graph The second step of ASGAL computes the

spliced graph-alignments of each read R in the input RNA-Seq sample by com-

bining MEMs into factors and gap-factors. We build the FM-Index of the string Z,

the linearization of the splicing graph SG, and we use the approach proposed by

Ohlebusch et al. [117] to compute, for each input read R, the set of MEMs between

Z and R with minimum length L, a user-defined parameter. We recall that the

string Z is obtained by concatenating the labels of the vertices of the splicing

graph and interposing between them the φ character. This separator prevents

MEMs from covering multiple exons by spanning the junction between two vertex

labels. We point out that the splicing graph linearization is performed only once

before aligning the input reads to the splicing graph.

Once the set M of MEMs between R and Z is computed, we build a graph

GM = (M,EM) with weighted edges by employing the two precedence relations

between MEMs, ≺R and ≺Z , respectively, defined in Section 3.2. Then we use

such graph to extract the spliced graph-alignment.

Intuitively, each vertex of this graph represents a perfect match between a

portion of the input read and a portion of an annotated exon whereas each edge

models an alignment error, a gap-factor of the spliced graph-alignment, or both.

More precisely, there exists an edge from m to m′, with m,m′ ∈M , if and only

if m ≺R m
′ (m precedes m′ on the read) and one of the following six conditions,

also depicted in Figure 3.6), holds:

1. m and m′ belong to the same vertex, m ≺Z m′, and either (i) lgapR > 0

and lgapZ > 0, or (ii) lgapR = 0 and 0 < lgapZ ≤ α. The weight of the

edge (m,m′) is set to the edit distance between sgapR and sgapZ .

2. m and m′ belong to the same vertex, m ≺Z m
′, lgapR ≤ 0, and lgapZ ≤ 0.

The weight of the edge (m,m′) is set to |lgapR − lgapZ |.

3. m and m′ belong to the same vertex, m ≺Z m
′, lgapR ≤ 0 and lgapZ > α.

The weight of the edge (m,m′) is set to 0.
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4. m and m′ belong to two different vertices v1 and v2 with v1 ≺ v2, and

lgapR ≤ 0. The weight of the edge (m,m′) is set to 0.

5. m and m′ belong to two different vertices v1 and v2 with v1 ≺ v2, lgapR > 0,

and SUFFZ(m) = PREFZ(m′) = ε. The weight of the edge (m,m′) is set to

0 if lgapR > α, and to lgapR otherwise.

6. m and m′ belong to two different vertices v1 and v2 with v1 ≺ v2, lgapR > 0,

and at least one between SUFFZ(m) and PREFZ(m′) is not ε. The weight

of the edge (m,m′) is set to the edit distance between sgapR and the

concatenation of SUFFZ(m) and PREFZ(m′).

Note that the aforementioned conditions do not cover all of the possible situa-

tions that can occur between two MEMs, but they represent those that are relevant

for computing the spliced graph-alignments of the considered read.

Intuitively, m andm′ contribute to the same factor (pi, ri) in cases 1 and 2 and

the non-zero weight of the edge (m,m′) concurs to the spliced graph-alignment

error. In cases 3-6, the edge (m,m′) models the presence of a novel gap-factor.

More precisely, m contributes to the end of a factor (pi, ri) and m′ contributes to

the start of the consecutive factor (pi+1, ri+1). The novel gap-factor in between

these two factors models an intron retention on an annotated exon (case 3), an

alternative splice site shortening an annotated exon or, if the edge linking the

two vertices is a novel edge, an exon skipping event (case 4), and an alternative

splice site extending an annotated exon or a novel exon (case 5). Finally in case

6, the gap-factor can identify either a novel exon skipping event or an already

annotated intron, depending on the type of the edge linking the two vertices.

In both these cases, the non-zero weight of the edge contributes to the spliced

graph-alignment error.

Once we have processed all the MEMs and we have built the graph GM , we add

to the graph a global source vertex vb and a global sink vertex ve and we link these

vertices to the rest of the graph as follows. For each source MEM m = (iZ , iR, `) of

the graph, we add an edge (vb,m) and we weight it as dE(PREFR(m), PREFZ [iZ −
1− |PREFR(m)|, iZ − 1])), i.e. the edit distance between the read prefix and the

exon prefix upstream MEM m. If the prefix of the read is longer than the prefix

of the vertex label to which m belongs, we just iterate over all the parents of
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Figure 3.6: The six conditions used to connect two different MEMs and to build

the factors and gap-factors of a spliced graph-alignment are shown. In all the

conditions, the first MEM must precede the second one on the read. In condition

(1) and (2), the two MEMs belong to the same vertex label and leave a gap

(condition (1)) or overlap (condition (2)) on the read or on the vertex label. In

these conditions, the two MEMs are joined in the same factor of the alignment.

In condition (3), the two MEMs belong to the same vertex label but they leave a

long gap only on the vertex label and not on the read. In this case the two MEMs

are part of two different factors linked by a gap-factor. In the other conditions,

the two MEMs belong to two different vertices of the splicing graph, linked by a

(possible novel) edge. For this reason, in any of these cases, the two MEMs are

part of two different factors of the alignment. In condition (4), the two MEMs

leave a gap only on the path, in condition (5) they leave a gap only on the read,

and in condition (6), they leave a gap on both the path and the read.
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this vertex and we select the parent whose suffix better align to the prefix of the

read, i.e. we compute the edit distance between the suffix of the parent and the

prefix of the read and we increment the weight of the edge. Similarly, we link

each sink MEM of the graph to the global sink vertex, possibly considering all the

sons of the vertex the MEM belongs to. In this way, by using a local alignment

step, we are able to align also the prefix or the suffix of a read that may have

been left unmapped due to sequencing errors near its ends.

Finally the spliced graph-alignment of read R is computed by a visit of the

graph GM . Indeed, each path πM of this graph starting from the global source

vertex and ending at the global sink vertex represents a spliced graph-alignment

and the weight of the path is the number of differences between the read R and

a path of the splicing graph covered by πM . For this reason, we use Dijkstra’s

algorithm to select the lightest path in GM , with weight less than β (the given

error threshold) which also contains the minimum number of novel gap-factors,

i.e. we select an optimal spliced graph-alignment.

Spliced alignment computation The third step of ASGAL computes the

spliced alignments of each input read with respect to the reference genome start-

ing from the spliced graph-alignments computed in the previous step. Exploiting

the gene annotation, we convert the coordinates of factors and gap-factors in the

spliced graph-alignment to positions on the reference genome. Indeed, observe

that factors map to coding regions of the genome whereas gap-factors identify

the skipped regions of the reference, i.e. the introns induced by the alignment,

modeling the possible presence of alternative splicing events (see Figure 3.3 for

details).

As showed previously, a factor can be informally described as a set of MEMs

that are consecutive both on the read and on one vertex of the splicing graph

Most commonly, a factor is simply a MEM. To compute the starting and ending

positions of a factor on the reference genome, we have to map its first and its

last MEM from the linearization Z to the reference genome.

Let m = (iZ , iR, `) be a MEM. The starting position of m on the linearization is

iZ . To map this position to the reference genome, we identify the vertex label to

which m belongs, we retrieve from the input annotation the starting position on
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the reference of the exon associated to such vertex, and we add to this position

the length of the prefix of the vertex label upstream m, i.e. PREFZ(m). Similarly,

we can map the ending position of m. In this way we are able to map a factor

from the linearization to the reference genome.

However this holds in any possible situation except when factors pi and pi+1

are on two different vertices and only p′i is ε (case d-e of Figure 3.3). In this

case the portion r′i must be aligned to the intron between the two exons whose

labels contains pi and pi+1 as a suffix and prefix, respectively. If r′i aligns to a

prefix or a suffix of this intron, then the left or right coordinate of the examined

intron is modified according to the length of r′i (Figure 3.3(d)). In the other case

(Figure 3.3(e)), the portion r′i is not aligned to the intron and it is represented as

an insertion in the alignment. Such an insertion is a hint of the possible presence

of a novel exon.

However, the third step of our approach is not limited to a simply conversion

of coordinates from the linearization to the reference genome but it also performs

a further refinement of the computed splice sites. Indeed, whenever it identifies

a novel splice site, it searches for the splice sites (in a maximum range of 3 bases

with respect to the detected ones) determining the best intron pattern (firstly

GT-AG, secondly GC-AG if GT-AG has not been found).

Alternative splicing events identification In the fourth step, ASGAL uses

the set I of introns supported by the spliced alignments computed in the previous

step, i.e. the set of introns associated to each gap-factor, to detect the novel

alternative splicing events supported by the input RNA-Seq sample with respect

to the input annotation.

Let In ⊆ I be the set of introns which are not present in the annotation,

that is the set of novel introns. For each novel intron [ps, pe] ∈ In which is

supported by at least ω alignments with ω a user-defined parameter representing

a confidence threshold, ASGAL identifies one of the following events:

– Exon skipping, if there exists an annotated transcript containing two non-

consecutive exons [ai, bi] and [aj, bj], such that bi = ps− 1 and aj = pe + 1.

– Intron retention, if there exists an annotated transcript containing an exon
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S?
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T

Figure 3.7: Example of false intron retention. The figure depicts a splicing graph

S?
G, a transcript T , and the alignments of a sample of reads. In this case the

transcript T supported by the alignments shows a complex alternative splicing

event consisting of two new exons. ASGAL detects the new intron supported

by the red alignments, but the analysis of the neighboring introns shows that

no simple alternative splicing event can explain the alignments: this situation

is recognized by ASGAL that refuses to make any prediction of a novel (surely

incorrect) intron retention event.

[ai, bi] such that (i) ai < ps < pe < bi, (ii) there exists an intron in I ending

at ai − 1 or ai is the start of the transcript and (iii) there exists another

intron in I starting at bi + 1 or bi is the end of the transcript.

– Alternative acceptor site, if there exists an annotated transcript containing

two consecutive exons [ai, ps − 1] and [aj, bj] such that pe < bj, and there

exists an intron in I starting at bj + 1 or bj is the end of the transcript.

– Alternative donor site, if there exists an annotated transcript containing

two consecutive exons [ai, bi] and [pe + 1, bj] such that ps > ai, and there

exists an intron in I ending at ai − 1 or ai is the start of the transcript.

These definitions are accurately designed to minimize the chances of mistaking

a complex alternative splicing event as those modeled with the notion of Local

Splicing Variations for an alternative splicing event. For example, if we remove

conditions (ii) and (iii) from the definition of intron retention, i.e. we analyze

each intron locally without considering the neighboring introns, we could confuse

the situation shown in Figure 3.7 with an intron retention event.
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Genome-wide analysis

ASGAL is specifically designed to perform the prediction of alternative splicing

events based on a splice-aware alignment of a RNA-Seq sample against the splic-

ing graph of a specific gene. The current version of tool is time efficient when

a limited set of genes are analyzed. For genome-wide analysis, i.e. when all the

known genes of an organism are of interest, it is unrealistic to align the input

sample against the splicing graph of each gene. For this reason, we have im-

plemented a pre-processing step that aims to speed up the process of filtering

reads that map to the genes under investigation. Given a set of genes and an

RNA-Seq sample, this filtering procedure consists of three steps: (i) the quasi-

mapping algorithm of Salmon [122] is first used to quantify the transcripts of

the genes and to quickly assign each read to the transcripts, (ii) a set of smaller

RNA-Seq samples, one for each gene, is then produced by analyzing the output

of Salmon, and finally (iii) if the input sample is a paired-end sample, then the

mate of the mapped reads that were not mapped by Salmon are added to these

smaller samples. Once we split the input RNA-Seq experiment in smaller sam-

ples, it is possible to use ASGAL on the different genes without having to align

the entire sample of reads against each of them. We note that we decided to

use Salmon as pre-processing step since it is very fast and it allows to split the

input sample faster than any other spliced aligner. Anyway, in aligning reads to

a reference transcriptome, some reads which cover unannotated exons are not

aligned, excluding them from any downstream analysis: for this reason, future

works will focus on improving this step.

3.4 Results

We implemented ASGAL in C++ and Python and we performed an experimen-

tal analysis on simulated and real data to assess ASGAL’s ability to align reads

to a splicing graph and to detect alternative splicing events. ASGAL is freely

available at https://github.com/AlgoLab/galig. Information and instruc-

tion on how to replicate the performed experiments are available at https:

//asgal.algolab.eu.

https://github.com/AlgoLab/galig
https://asgal.algolab.eu
https://asgal.algolab.eu
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We ran ASGAL using its default parameters in all the experiments. The default

values, chosen after a preliminary analysis performed on an RNA-Seq sample

simulated from three human chromosomes, allows to achieve a good trade-off

between accuracy and efficiency. More precisely, the minimum length of the MEMs

(L) is 15, α and β are 3% of the length of the input reads, and the minimum

support for reporting an alternative splicing events (ω) is 3 (alignments). The

analyses were performed on a 64 bit Linux (Kernel 4.4.0) system equipped with

Four 8-core Intel R© Xeon 2.30GHz processors and 256GB of RAM.

3.4.1 Implementation details

The FM-Index, the bit vector and the rank/select data structures were imple-

mented using the sdsl-lite library [48]. To compute MEMs, we reimplemented

the approach proposed by Ohlebusch et al. [117] available at https://www.uni-

ulm.de/in/theo/research/seqana/ porting it to sdsl-lite (v2.0). The MEMs

graph built and visited to compute the spliced graph-alignments was imple-

mented using the lemon library [37].

3.4.2 Experimental analysis on simulated data

In the first phase of our experimental analysis, we evaluated our approach using

simulated data. The goal of this analysis was twofold: (i) to assess the accuracy

and the efficiency of our method in aligning an RNA-Seq sample against a splic-

ing graph, and (ii) to assess how well the method detects the alternative splicing

events supported by a sample with respect to a given annotation.

To avoid any bias in the experiments, we decided to reuse the same ref-

erence genome, gene annotations, and RNA-Seq samples simulated with Flux

Simulator [53] used in [69]1. We considered two different RNA-Seq datasets of

this corpus. More precisely, the sample composed of 5 million reads and the one

composed of 10 million reads. From now on, we will refer to these datasets as

5M and 10M, respectively. Each dataset covers 1000 randomly selected genes of

the human GENCODE annotation (v19) [57]. We used AStalavista (version

4.0) to extract the alternative splicing events included in the annotation of each

1Data available at http://public.bmi.inf.ethz.ch/projects/2015/spladder/

https://www.uni-ulm.de/in/theo/research/seqana/
https://www.uni-ulm.de/in/theo/research/seqana/
http://public.bmi.inf.ethz.ch/projects/2015/spladder/
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gene, then we selected the genes whose annotation includes at least one alter-

native splicing event. After these filtering steps, the set of genes under analysis

included 656 elements. Finally, we divided each read sample into 24 samples

(by using the information included in the header of each entry of the simulated

sample), one for each chromosome, and we used cutadapt [99] (version 1.14) to

remove poly-A tails.

Validation of the alignment step

In the first part of our experimental analysis, we compared the alignment step of

ASGAL with STAR (version 2.5.4b), one of the best-known spliced aligner. Let us

recall that ASGAL performs a splice-aware alignment and its current implemen-

tation is specifically designed to confirm or detect novel splice sites by aligning

reads to a splicing graph. Since our tool works at the gene level, that is, it

considers the splicing graph of each gene independently, we ran ASGAL on each

gene independently whereas we ran STAR in two-pass mode on each chromosome,

providing the annotation of the considered genes. We then selected all primary

alignments reported by the two tools and we compared them using different

metrics, as in [41].

Table 3.1 reports the total number of mapped reads (91% for ASGAL, and

97% for STAR), as well as the number of alignments per read reported by the two

tools. As expected, since we considered only primary alignments and since STAR

aligns the input sample to the input reference, STAR yields a single alignment

per read. Conversely, ASGAL considers each gene independently, thus it might

align the same read to different genes and report multiple primary alignments

for it (at most one for each gene). However, this behaviour is extremely rare.

Indeed, less than 0.2% of the considered reads are aligned to multiple genes.

We also assessed the basewise accuracy of ASGAL and STAR. As shown in

Table 3.2, ∼ 98% of the primary alignments produced by both the tools place

the read to the correct location, i.e. all the bases of the read are placed in

the position from where they were extracted. ASGAL produces fewer “Partially

Mapped” alignments, i.e. the alignments which place some but not all the read

bases in the correct positions, but more “Differently Mapped” alignments, i.e.

the alignments which place all the read bases in positions different from those
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Sample Tool
Total

Unmapped
Alignments per read Mapped

reads 1 2 3 4 5 reads

5M
ASGAL

3,226,895
281,767 2,938,383 6,734 2 9 0 2,945,128

STAR 75,947 3,150,948 0 0 0 0 3,150,948

10M
ASGAL

6,522,455
571,202 5,942,220 9,009 13 10 1 5,951,253

STAR 166,593 6,355,862 0 0 0 0 6,355,862

Table 3.1: Number of alignments on the simulated datasets. For each considered

sample (5M and 10M) and for each considered tool (ASGAL and STAR), the number

of reads simulated from the 656 considered genes is shown along with the number

of Unmapped reads, the number of reads mapped only once, the number of reads

mapped multiple times, and the total number of mapped reads.

from which the read was simulated.

Observe that the fewer “Partially Mapped” alignments is a consequence of

the advantage of aligning directly to the splicing graph. Indeed, by investigating

the “Partially Mapped” alignments of STAR, we found that the vast majority

of these alignments (more than the 75%) place some read bases on an intron:

this situation mainly occurs when the first (last) bases of an intron (exon) are

equal to the first (last) bases of an exon (intron). By using the splicing graph,

it is possible to avoid these situations since it forces the alignments to be placed

(when possible) on the known exons of a gene.

On the other hand, the higher number of alignments to positions different

from the one of extraction is a consequence of the fact that ASGAL works at the

gene level and can produce multiple primary alignments, of which only one can

be the correct one.

To perform a more thorough comparison, we also analyzed the number of

incomplete alignments due to read truncation reported and each tool’s tolerance

for mismatches. Figure 3.8 and Figure 3.9 show the results of this analysis.

As previously stated, ASGAL aligned 91% of the input reads whereas STAR

aligned 97% of the reads. Such difference in alignment performance is due to two

reasons. First of all, with default parameters, the number of allowed errors in an
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Sample Tool Alignments
Perfectly Partially Differently

mapped mapped mapped

5M
ASGAL 2,951,893 2,907,881 (98.51%) 34,047 (1.15%) 9,965 (0.34%)

STAR 3,150,948 3,072,183 (97.50%) 76,599 (2.43%) 2,166 (0.07%)

10M
ASGAL 5,960,322 5,879,604 (98.65%) 66,463 (1.11%) 14,255 (0.24%)

STAR 6,355,862 6,201,270 (97.56%) 150,373 (2.37%) 4,219 (0.07%)

Table 3.2: Read placement accuracy on the simulated datasets. For each con-

sidered sample (5M and 10M) and for each considered tool (ASGAL and STAR), the

number of alignments produced by each tool is shown along with the number

of perfectly mapped alignments, i.e. the alignments which place all the read

bases in the correct position, the number of partially mapped alignments, i.e.

the alignments which place some (but not all) read bases in the correct position,

and the number of differently mapped alignments, i.e. the alignments which

place all the read bases in a position different from the one from which the read

has been simulated.

Figure 3.8: Mismatch frequencies. The figure shows for each considered sample

(5M and 10M) and for each considered tool (ASGAL and STAR), the percentage of

reads aligned divided by number of mismatches. The different colors indicates

the number of mismatches.
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Figure 3.9: Reads truncation frequencies. The figure shows for each considered

sample (5M and 10M) and for each considered tool (ASGAL and STAR), the per-

centage of incomplete alignments due to reads truncation. The different colors

indicates the number of truncated bases.

alignment is smaller for ASGAL than for STAR. Indeed, as shown in Figure 3.8),

STAR reported alignments with more than 3 errors whereas, by setting the β

parameter of ASGAL to 3% of the read length (that is 100bp), we forced our tool

to output only alignments with less than 3 errors. Secondly, differently from

STAR that is able to align reads to intronic regions, ASGAL only aligns reads to

exonic regions and it cannot correctly align reads covering intronic regions or

long novel exons.

Figure 3.9 reports the number of truncated alignments. We can observe that

ASGAL outputs more incomplete alignments than STAR and this is mainly due to

the choice of parameter L. Indeed, ASGAL builds each alignment starting from

anchors of at least L bases. If a prefix or a suffix of some read is not covered

by any anchors, for example due to a sequencing error or a junction near one of

the read end, ASGAL may output a truncated alignment since it cannot correctly

align that portion of the read. Although such behavior might remove parts of the

alignments which are useful for the detection of alternative splicing events, we

will show that these truncations do not affect significantly the step of alternative

splicing event identification. However, at the cost of increasing the running time,

it is possible to decrease the number of truncated alignments by setting a smaller

value of L.

Finally, we analyzed the computational resources required by the two tools.
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Sample Tool Time (min) Memory Peak (MB)

5M
ASGAL 475 249

STAR 179 7,921

10M
ASGAL 945 247

STAR 197 7,921

Table 3.3: Computational resources required by ASGAL and STAR to align the

simulated datasets (5M and 10M). These results are shown in terms of time (min-

utes) and memory peak (MegaBytes). These results take into account both the

index and the alignment steps performed by the tools.

We ran both the tools using a single thread and we reported in Table 3.3 their

total running time and their memory usage, computed using the /usr/bin/time

system tool. As expected, since ASGAL works at the gene level, it required more

time and less memory than STAR. Indeed, we ran STAR on each chromosome

whereas we ran ASGAL on each gene and thus we needed to repeat its execution

for the total number of processed genes. However we note that the slowest run

of ASGAL on the 5M dataset took only 99 seconds whereas the slowest run on

the 10M dataset took only 184 seconds. Since each run of ASGAL is independent

from the others, by spreading a many-gene computation over multiple cores, we

can reduce its total running time, proportionally to the number of cores. For

instance, assuming to use 16 cores, ASGAL would require less than 67 minutes to

align the 5M datasets to the 656 considered genes and less than 125 minutes to

align the 10M datasets. We finally note that also STAR can be run using multiple

threads. Nevertheless, we did not compare the time performance of ASGAL and

STAR when ran in parallel. Indeed, the focus of this analysis was evaluating the

considered tools in terms of accuracy and quality of the alignments and not in

terms of efficiency.

Validation of the event identification step

In the second part of our experimental analysis on simulated data, we compared

the alternative splicing event identification step of ASGAL with three other well-
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known tools for the detection of alternative splicing events from RNA-Seq data:

SplAdder (version 1.0.0), rMATS (version 4.0.2 turbo), and SUPPA2 (version 2.3).

Although these tools work under different assumptions than ASGAL, we decided

to include them in our comparison anyway.

Indeed, SplAdder can identify an alternative splicing event only if all the

isoforms involved in the event are supported by input samples. According to

SplAdder’s supplementary material, the default behaviour of SplAdder can be

modified by adapting different parameters that guide the confirmation process

of each alternative splicing event detected. However it is not an easy task to

modify these parameters since they are hard-coded and it is not even clear how

to choose the best values without the risk of introducing undesired behaviors.

On the other hand, rMATS is able to detect only alternative splicing events

that use already annotated splice sites whereas SUPPA2 can quantify only al-

ternative splicing events extracted from the input annotation, i.e. non novel

events.

Differently from such tools, ASGAL is specifically designed to detect alternative

splicing events that are novel with respect to an input annotation and it can also

identify alternative splicing events even if only a single isoform inducing the event

is expressed in the input sample. Indeed, ASGAL uses the input annotation as a

reference for the identification of the novel alternative splicing events. This case

is especially important, since usually there is a single transcript expressed per

gene, when considering only a sample [129].

We did not include MAJIQ in the experimental comparison since the tool

focuses on Local Splicing Variations (LSVs). Although LSVs capture previously

defined types of alternative splicing as well as more complex transcript variations,

MAJIQ does not provide a direct way to map one kind of event into the other

one. Moreover, we did not include LeafCutter in our experiments since the tool

focuses on introns which model complex alternative splicing events and there is

no easy way to extract from them the simpler (and classic) alternative splicing

events.

The goal of our experimental analysis on simulated data was to evaluate

the ability of our tool in detecting alternative splicing events that are novel

with respect to the input annotation, i.e. alternative splicing events that are
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not already contained in the input annotation. In other words, we focused

our analysis on events not already described by some transcripts of the input

annotation but that are supported by the input RNA-Seq sample.

For this reason, we created a set of reduced annotations by removing some

transcripts from the annotations of the considered genes. In such a way, by

providing the tools with these reduced annotations and an RNA-Seq sample

containing reads simulated from the original annotation, we assessed their capa-

bility to detect novel alternative splicing events. Observe that ASGAL is specifi-

cally designed to enrich a gene annotation with novel alternative splicing events

supported by a RNA-Seq sample and thus this analysis better reflects its real

effectiveness.

We obtained the reduced annotations in the following way. First of all, we

used AStalavista to extract all the alternative splicing events contained in the

annotations of the 656 considered genes. This resulted in a total of 2568 al-

ternative splicing events: 1574 exon skippings, 416 alternative acceptor sites,

290 alternative donor sites, and 288 intron retentions. Then, for each gene and

for each event identified by AStalavista, we created a new reduced annota-

tion containing all the transcripts except those responsible for such event. We

focused our attention on exon skippings, alternative splice sites (both acceptor

and donor), and intron retentions caused by the insertion of a new intron in-

side an annotated exon. Since the alternative splice site can consist of both

shortening or extending an annotated exon, we added both these cases to the

events considered in the experimental evaluation. On the other hand, we did not

consider the possible insertion of a new exon inside an intron and the intron re-

tention caused by the union of two annotated exons, since detecting such events

is impossible using a splicing graph as unique source of information. Moreover,

when different events on the same gene produced the same reduced annotation,

we considered the annotation only once. We obtained a total of 3274 alternative

splicing events and 2792 reduced annotations.

Differently from [69], where the reduced annotation provided as input to the

tools contained only the first transcript of each gene, we generated the gene

annotations by keeping all the transcripts except the ones including the intron

supporting the considered alternative splicing event. In these terms, ASGAL is
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less general than the other tools in detecting novel exons that appear in intronic

regions and that can only be detected by aligning reads to large intronic region.

Indeed, the exons involved in the considered novel events must be present in the

reduced annotation to allow ASGAL to detect them. However, observe that ASGAL

uses the genomic regions close to exon splice sites to detect novel exons that are

variants of existing ones.

For each gene and for each reduced annotation, we ran the tools on the two

considered datasets of reads, namely 5M and 10M. We recall here that these RNA-

Seq samples were simulated with Flux Simulator, cover 1000 randomly selected

human genes, and were used in the experimental analysis performed in [69].

For each type of alternative splicing event we analyzed the predictions over

the set of the 656 considered genes, computing the corresponding values of pre-

cision, recall, and F-measure. More precisely, given a gene and its reduced

annotation, we consider as ground truth the set of events found by AStalavista

in the original annotation of the considered genes.

To compute the values of precision, recall, and F-measure, we considered the

number of events that are in the original annotation but not in the reduced one

and are found by the tools as true positives, the number of events that are in the

original annotation but not in the reduced one and are not found by the tool

as false negatives, and the number of events found by the tools and not in the

annotation as false positives.

We reported in Table 3.4 the quality results, for the different alternative

splicing events, obtained by ASGAL, SplAdder and rMATS, for which we used

STAR to compute the alignments, and SUPPA2, for which we used Salmon (version

0.9.1) to obtain the transcript quantification.

The results show that ASGAL achieved the best values of precision, recall, and

F-measure in almost all the alternative splicing events with the only exception

of the recall of alternative splice sites. We investigated those cases and we found

that our method applies strict criteria in detecting the alternative splice site

events that extend an annotated exon. As previously described, to detect this

kind of event, ASGAL requires that the prefix of each read aligns near the end

of an exon, the suffix near the start of another exon, and a central substring

does not align to any exon, i.e. there is a gap on the read that represents the
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extension of one of the two used exons. Therefore, ASGAL requires the presence

of sufficiently long anchors on two different exons, typically 15bps, related to the

length L. As a consequence, our method detects an alternative splice site event

extending an exon when the length of the extension does not exceed the length of

the read minus twice the length of L (the two anchors). By these requirements,

our method may not be able to detect alternative splice site extending an exon

of several bases, as observed in the cases analyzed in our experimental analysis:

for this reason ASGAL shows a lower recall on alternative splice site events.

However, our method achieved the best values of F-Measure in all the al-

ternative splicing event types hinting that our criteria are well balanced and

highlighting the ability of ASGAL in detecting novel alternative splicing events.

To better analyze our results, we also decided to manually examine the exon

skipping events found by ASGAL but not by the other tools. In this analysis, we

considered only SplAdder and rMATS since SUPPA2 did not find any novel exon

skipping event. We found that most of the events not detected by SplAdder are

due to the fact that only one of the two isoforms involved in the event is supported

by the input alignments. As said previously, to confirm an alternative splicing

event, SplAdder requires that all the isoforms involved in the event are supported

by the sample. Regarding rMATS, instead, we found that it does not output most

of the events involving the skip of multiple exons. Moreover, by increasing the

number of reads in the input set, all methods almost always achieve better recall

with a slightly worse precision, since a higher coverage allows to detect a higher

number of supported introns that are used to detect alternative splicing events.

As it is possible to notice from Table 3.4, results of both rMATS and SUPPA2

are incomplete: this was expected since these two methods are not designed

to detect novel events. More precisely, rMATS is not able to detect alternative

splicing events involving novel splice sites and, for this reason, it is able to

detect only exon skipping events. SUPPA2 only detects and quantifies alternative

splicing events that are already present in the input annotation.

To have a thorough comparison with these tools, we set up a second analy-

sis in which we used each tool to detect already annotated alternative splicing

events. For this purpose, we provided the tools with the original annotations

of each considered gene and the same RNA-Seq samples used in the previous
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Tool Measure
5M 10M

ES A3 A5 IR ES A3 A5 IR

ASGAL

Prec 0.997 0.955 0.905 0.862 0.995 0.938 0.895 0852

Rec 0.917 0.741 0.737 0.674 0.963 0.789 0.781 0.681

F-M 0.955 0.835 0.812 0.756 0.979 0.857 0.834 0.757

SplAdder

Prec 0.885 0.612 0.475 0.299 0.874 0.642 0.495 0.272

Rec 0.802 0.884 0.821 0.531 0.848 0.925 0.891 0.521

F-M 0.841 0.723 0.602 0.383 0.860 0.758 0.637 0.357

rMATS

Prec 0.996 - - - 0.997 - - -

Rec 0.860 - - - 0.863 - - -

F-M 0.923 - - - 0.925 - - -

SUPPA2

Prec - - - - - - - -

Rec - - - - - - - -

FM - - - - - - - -

Table 3.4: Quality measures in detecting novel alternative splicing events on

the simulated datasets with 5M and 10M reads. Results obtained by ASGAL,

SplAdder and rMATS (for which we used STAR to compute the alignments), and

SUPPA2 (for which we used Salmon to obtain the transcript quantification) are

reported. Precision (Prec), Recall (Rec), and F-Measure (F-M) achieved on the

simulated datasets in detecting novel alternative splicing events: exon skipping

(ES), alternative acceptor site (A3), alternative donor site (A5), and intron

retention (IR). A dash “-” means that the considered tool is not designed to

detect that type of novel alternative splicing events.
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analysis. Table 3.5 reports the results obtained in this setting. Results of the

tools are similar, with ASGAL performing slightly better on exon skipping events,

whereas SUPPA2 outputs better predictions of alternative donor and acceptor

sites, and both SUPPA2 and rMATS have better results on intron retention events.

We then carefully inspected the results obtained by ASGAL and we observed

that more than 85% of the false positives alternative splice site events in Ta-

ble 3.5 and more than 98% of false positives intron retention events are due to

the following reason. As said above, ASGAL is designed to detect events that

are novel with respect to the input gene annotation. For this reason, even in

the annotated case, ASGAL looks for potential novel alternative splicing events

by extracting from the alignments to the splicing graph those introns that may

support the presence in the experiment of an isoform related to an event that

is alternative with respect to an already annotated isoform. Moreover, by using

only the computed set of introns to detect alternative splicing events, ASGAL’s

events prediction show a higher number of false positives, as illustrated in Fig-

ure 3.10: even though the computed alignments are correct, some introns can

be misclassified as alternative splice site or intron retention. In more detail,

this misclassification occurs when the considered intron is the first (or the last)

intron of a transcript: in these cases, by using only the information provided by

the introns, it is not possible to fully understand if the considered intron sup-

ports a real alternative splicing event. Consequently, a lower precision cannot

be imputed to the quality of the alignment performed by ASGAL. Indeed, the

false positive cases described above could be eliminated by using more conser-

vative rules. In any case, we believed that the actual rules used by ASGAL are

well-balanced: they produce higher precision in detecting novel event as shown

in Table 3.4 as well as good results in detecting RT-PCR validated alternative

splicing events, as discussed in the next section.

Finally, we discuss the efficiency of the tested methods. To this purpose,

we retrieved the running time and the maximum memory used by each tool in

the detection of annotated events on the 10M dataset using the /usr/bin/time

system tool We decided to analyze the performance during the detection of

annotated events to have a fair comparison, since rMATS and SUPPA2 are meant

to detect only annotated events and do not provide any useful information when
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Tool Measure
5M 10M

ES A3 A5 IR ES A3 A5 IR

ASGAL

Prec 0.999 0.850 0.702 0.657 0.999 0.846 0.703 0.642

Rec 0.924 0.788 0.774 0.719 0.966 0.814 0.799 0.722

F-M 0.960 0.818 0.736 0.687 0.982 0.830 0.748 0.680

SplAdder

Prec 0.963 0.844 0.734 0.513 0.957 0.857 0.733 0.450

Rec 0.822 0.927 0.899 0.552 0.855 0.947 0.936 0.531

F-M 0.887 0.884 0.808 0.532 0.903 0.900 0.822 0.487

rMATS

Prec 0.995 1 1 0.976 0.996 1 1 0.976

Rec 0.905 0.685 0.755 0.830 0.905 0.685 0.755 0.830

F-M 0.948 0.813 0.860 0.897 0.949 0.813 0.860 0.897

SUPPA2

Prec 1 0.880 0.754 0.976 1 0.880 0.754 0.976

Rec 0.894 1 1 0.830 0.894 1 1 0.830

F-M 0.944 0.936 0.860 0.897 0.944 0.936 0.860 0.897

Table 3.5: Quality measures in detecting annotated alternative splicing events

on the simulated datasets with 5M and 10M reads. Results obtained by ASGAL,

SplAdder and rMATS (for which we used STAR to compute the alignments), and

SUPPA2 (for which we used Salmon to obtain the transcript quantification) are

reported. Precision (Prec), Recall (Rec), and F-Measure (F-M) achieved on

the simulated datasets in detecting annotated alternative splicing events: exon

skipping (ES), alternative acceptor site (A3), alternative donor site (A5), and

intron retention (IR).
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Figure 3.10: Examples of splicing event misclassification. The figure depicts

three situations in which ASGAL may detect a false positive event: an alternative

donor site in (a), an alternative acceptor site in (b), and an intron retention in

(c). The black arrows represent an annotated intron (in the first two cases),

whereas the red dotted lines represent the novel intron supported by the input

sample with respect to the annotation, represented by S?
G. In cases (a) and (b),

the novel event induces an alternative acceptor and an alternative donor splice

site (respectively) with respect to the intron in the annotation, and in case (c)

the novel intron is inside an already annotated exon. On the assumption that

the reads come from a hypothetical novel transcript T1, ASGAL outputs a true

positive event. Indeed, all the events refer to an annotated exon, thus one (in

cases (a) and (b)) or two splice sites (in case (c)) involved in the predicted event

are already annotated in S?
G. On the other hand, if the aligned reads come

from a hypothetical novel transcript T2, ASGAL produces a false positive event:

it outputs the events with respect to the annotated exon but the true events

refer to a novel exon having both splice sites not annotated in S?
G.
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detecting novel events.

As described before, ASGAL is composed of two steps: the alignment of the

reads and the detection of the events. These two steps required 945 and 60

minutes, respectively, and the memory usage was 760MB.

For SplAdder we considered the time required by STAR to align the reads

to the chromosomes and by the tool itself to detect the events. The first step

required 45 minutes whereas the second step required 36 minutes. The memory

usage was 5.8GB and was due to the alignment step.

Similarly to SplAdder, rMATS aligns the reads using STAR. Therefore the first

step of rMATS requires the same time as SplAdder (45 minutes). Detecting the

events using rMATS, on the other hand, requires 268 minutes. The main memory

usage of this tool is, again, due to the alignment step of STAR and is equal to

5.8GB.

Finally, SUPPA2 is composed of three steps: quantifying the transcripts using

Salmon, generating events from the annotation using SUPPA2 generate, and

computing the psi-value, i.e. the relative abundance value per sample, of the

events, using SUPPA2 psi. These steps require 130 minutes, 19 minutes, and 19

minutes respectively. The main memory usage is due to the quantification step

of Salmon and is equal to 192MB.

Note that in the previous analysis we do not consider the time required by

STAR and Salmon to index the genome and the transcriptome, respectively. In

fact, such indexes could already be available from previous runs of the tools.

Nevertheless, we report the times for these steps for sake of completeness. STAR

required 152 minutes and 7.9GB to index the chromosomes of the human genome

whereas Salmon required 2 minutes and 14MB to index its transcriptome.

3.4.3 Experimental analysis on real data

To better assess the efficacy of our approach, we also performed an experimental

analysis on a real dataset of RNA-Seq reads. Inspired by the experimental anal-

ysis performed in the SUPPA2 paper [158], we considered a set of 83 RT-PCR

validated alternative splicing events [12]. More precisely, the experiment per-
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formed in [12] consists of 3 samples2 in which there is a double knockdown of the

TRA2A and TRA2B splicing regulatory proteins and 3 control datasets3. The goal

of the experimental analysis of SUPPA2 in [158] was to identify the 83 RT-PCR

validated alternative splicing events in these knockdown versus control datasets.

Since in 2 of these 83 events the positions of the intron(s) involved in the event

were missing, we could not use such events to compare the predictions of the

tools. For this reason, we decided to remove such events from the set, resulting

in a set of 81 events on which we tested ASGAL, rMATS, SUPPA2, and SplAdder,

with the specific goal of identifying the RT-PCR validated alternative splicing

events. More precisely, we ran the tools on the 3 replicate datasets with the

knockdown of the two splicing regulatory proteins (SRR1513332, SRR1513333,

and SRR1513334).

We ran ASGAL in genome-wide mode on each dataset. Moreover, we provided

the alignments obtained with STAR to SplAdder and rMATS and the quantifica-

tions obtained with Salmon to SUPPA2. We compared the results obtained on

each dataset with the tested methods and, in particular, we considered all the

events output by such tools that were in the list of events under analysis.

In Figure 3.11 we show a comparison of the results obtained by the tools

on the 3 knockdown datasets. As it is possible to observe, rMATS was the tool

that was able to detect more events (78 on SRR1513332, 78 on SRR1513333,

and 77 on SRR1513334). Similarly, SUPPA2 identified 65 events in each of the

3 datasets, whereas ASGAL predicted 63, 59, and 61 events on the SRR1513332,

SRR1513333, and SRR1513334 dataset, respectively. Finally, SplAdder was able

to identify only 13, 13, and 12 RT-PCR validated alternative splicing events on

the SRR1513332, SRR1513333, and SRR1513334 dataset, respectively. We note

that the events not identified by ASGAL show an extremely low support.

To better validate the results obtained by ASGAL, we extracted from the align-

ments computed with STAR the spliced alignments supporting each considered

event. More in detail, since each RT-PCR validated event is an exon skipping

event, we counted the number of spliced alignments supporting the intron that

confirms the skipping of one or more exons. We report the result of this analysis

2SRA accession numbers SRR1513332, SRR1513333, and SRR1513334.
3SRA accession numbers SRR1513329, SRR1513330, and SRR1513331.
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SRR1513332 SRR1513333

SRR1513334

Figure 3.11: Results on RT-PCR validated events. Venn diagram showing the

overlaps in results obtained by ASGAL, SUPPA2, rMATS, and SplAdder, on the

3 knockdown dataset. The results are expressed as the number of RT-PCR

validated events detected by the various tools.
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Figure 3.12: Coverage of RT-PCR validated events. Bar chart showing the

coverage of the minor isoform of each RT-PCR validated events. The coverage is

expressed as the number of spliced alignments supporting the intron that skips

the exon(s).
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in Figure 3.12, where the coverage of the 81 considered RT-PCR validated events

is shown.

These results highlight the ability of ASGAL in predicting alternative splicing

events from real datasets of RNA-Seq reads, especially if compared to SplAdder

which is the most similar tool. We note one more time that, to detect an al-

ternative splicing event, SplAdder needs that all the isoforms involved in the

event are supported by the reads in the sample. Thus, we analyzed how many

of the RT-PCR validated events are supported by a single isoform. The ob-

tained results show that, in the three considered datasets, 59, 54, and 65 events,

respectively, are not supported by both the isoforms involved in the event.

Moreover, the performances achieved by ASGAL on the tested datasets are

similar, in terms of number of detected alternative splicing events, to those of

SUPPA2, which still lacks in detecting novel events. The only tool that slightly

outperformed ASGAL in this experimental analysis is rMATS. Anyway, we note one

more time that this latter method is not able to detect alternative splicing events

involving novel splice sites that are not already in the considered annotation.

Moreover, ASGAL and all the considered tools identified more alternative splic-

ing events than the RT-PCR validated ones. To better analyze such behaviour,

we considered the genes involved in the 81 RT-PCR validated alternative splic-

ing events and we checked if the events additionally reported by ASGAL were

also detected by the other considered tools. Table 3.6 summarizes the results of

this analysis: except for intron retention events, the majority of the alternative

splicing events identified by ASGAL were also reported by rMATS and SUPPA2.

Finally, we ran our tool providing a reduced annotation. As done in our

experiments on simulated data, we removed all the transcripts which include

the intron supporting the considered event and we used this annotation as input

for our tool. In this way, by keeping the evidence of these events only in the

RNA-Seq data, we could test the ability of our tool in detecting novel alternative

splicing events from real data. In this setup ASGAL predicted the same events

predicted using the full annotation, i.e. 63, 59, and 61 events on the SRR1513332,

SRR1513333, and SRR1513334 dataset, respectively.
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SRR1513332 SRR1513333 SRR1513334

ES A3 A5 IR ES A3 A5 IR ES A3 A5 IR

ASGAL 343 168 141 56 356 170 138 50 323 149 140 51

SplAdder 33 18 3 2 35 17 2 1 28 18 2 1

rMATS 314 65 48 18 328 65 54 16 302 63 46 18

SUPPA2 193 83 78 17 191 82 78 16 189 83 76 17

Table 3.6: For each considered knockdown datasets and for each considered event

type, we report the number of alternative splicing events identified by ASGAL with

respect to the considered genes, i.e. the genes involved in the 81 considered RT-

PCR validated alternative splicing events, and how many of these events were

also identified by the other tools considered in our analysis.

3.5 Final remarks and future directions

In this chapter we presented ASGAL, a tool for predicting alternative splicing

events via an accurate splice-aware alignment of RNA-Seq data against a splic-

ing graph. Differently from other approaches proposed in the literature, ASGAL

detects the alternative splicing events supported by the input RNA-Seq sample

that are novel with respect to the input gene annotation. Indeed, ASGAL detects

alternative splicing events by analyzing differences at the intron level between

the known annotation and the introns supported by the alignments computed

against the splicing graph.

While the spliced alignment to a reference is a well understood notion, how

to align a sample directly against a splicing graph is not a so obvious notion. For

this reason, we investigated the problem of optimally aligning reads to a splicing

graph by formalizing the notion of spliced graph-alignment and by proposing an

algorithmic approach to compute optimal spliced graph-alignments.

Note that our notion of spliced graph-alignment is tailored to the detection

of alternative splicing events that are either classic or a combination of two dif-

ferent simple events. However, such a notion deserves to be further investigated

to detect more complex combinations of alternative splicing events, such those
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modeled with the notion of Local Splicing Variations. This will be the goal of a

future development of the tool.

Future works will also focus on allowing ASGAL to be used natively in a

genome-wide analysis by improving its pre-processing step or by directly im-

proving its code.

To the best of our knowledge, ASGAL is the first tool for computing splice-

aware alignments of RNA-Seq data to a splicing graph. Compared with current

tools for the spliced alignment to a reference genome, ASGAL produces high qual-

ity alignments that can be used to accurately detect alternative splicing events.

However there is still room for further improvements in the direction of using

ASGAL for confirming alternative splicing events already contained in the input

annotation, for predicting novel alternative splicing events that involve long in-

tronic regions of the reference genome, and for performing differential analysis

between multiple samples.

The experimental analysis we performed shows the advantages of ASGAL in

using a splice-aware aligner of RNA-Seq data to detect alternative splicing events

that are novel with respect to a gene annotation, i.e. the events which involve

novel splice sites.

In this sense ASGAL can be used to enrich a given annotation with novel

alternative splicing events in order to allow a downstream tool for differential

alternative splicing analysis such as SUPPA2 to also quantify these new events.

Indeed, compared to other approaches, ASGAL can work in presence of a poor

gene annotation with the main goal of enriching its structure with novel events.

A natural extension of the ASGAL approach (not yet investigated) is the de-

tection of alternative splicing events in a de-novo framework, where only the

reference transcriptome is known. In this context a draft splicing graph may be

built from the mRNA sequences related to the reference transcriptome and then

it can be used to infer alternative splicing events by using the ASGAL procedure.



Chapter 4

Known Variants Genotyping

In this chapter we will discuss the second contribution of this thesis, that is an

alignment-free approach for genotyping a set of known variants (MALVA, geno-

typing by Mapping-free ALternate-allele detection of known VAriants). The

problem tackled can be formulated as follows:

Input: NGS sample and dataset of known variants (SNPs and indels)

Output: genotype of each known variant

Highlights

– MALVA is the first alignment-free approach for genotyping indels and multi-

allelic variants

– MALVA calls correctly more indels than the most widely adopted genotyping

pipelines

– MALVA proved to be a valid and faster alternative to alignment-based ap-

proaches

Outline This chapter is organized as follows. In Section 4.1 we introduce

the context and the motivations behind our work. In Section 4.2 we present

some definitions that are needed in Section 4.3, where we thoroughly detail the

proposed approach. In Section 4.4 we describe our implementation and the

79
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experimental analysis we performed to asses its performance, comparing it with

state-of-the-art tools. Finally, in Section 4.5 we draw conclusions and sketch

possible future directions of this work.

4.1 Context and Motivations

The discovery and characterization of Single Nucleotide Polymorphisms (SNPs)

and indels in human populations is crucial in genetic studies [153]. A main chal-

lenge consists in efficiently characterizing the variations of a freshly-sequenced

individual with respect to a reference genome and the available genetic varia-

tions data. Typically, variant calling (or genotyping) requires the detection of

the variants (SNPs or indels) and the identification of its genotype i.e. the alleles

expressed on each haplotype of the organism under investigation. For example,

in diploid organisms, a genotype is a pair of alleles.

Standard pipelines for variant calling include aligning the sequenced reads

with softwares like BWA [88] and Bowtie2 [85] and then calling the genotypes

with tools like GATK [101] and BCFtools [86]. Due to the high computational

complexity of read alignment, such approaches can be highly time consuming,

thus impractical for clinical applications, where time is often an issue.

Assembly-based methods such as Cortex [63] and discoSnp++ [124] form

another line of research. These approaches avoid the read alignment step by

directly assembling the input set of reads in a de Bruijn graph that is successively

analyzed to detect and call the variants. Such approaches show lower accuracy

than alignment-based approaches [128] and are still highly time consuming, due

to the computationally expensive task of read assembly.

Recent tools for variant calling like Graphtyper [40] and vg [46] are based

on a graph representation of a set of genomes, called variation graphs. Such

approaches consider a set of genomes to avoid biases introduced by considering

only one genome as a reference [27]. However, they are heavy in both compu-

tational space and time. Indeed, the size of variation graph indexes may be

subjected to an exponential growth in the number of variants, and indexes are

typically static, requiring a great deal of computational resources to be updated

with newly discovered variants.
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When the task is to call the genotype in positions where variants have been

previously annotated, alignment-free methods come to the aid. This is a typical

case in a medical setting, where the discovery of new variants is not desired,

but, rather, what is important is to know the genotype at certain loci that are

already established to be of medical relevance. Recent alignment-free tools, such

as FastGT [118], LAVA [139], and VarGeno [152], are able to genotype a set of

known SNPs up to an order of magnitude faster than the usual alignment-based

methods. A major shortcoming of these tools is the large memory requirement,

that can easily exceed hundreds of GB of RAM. Indeed, their strategy is to

model each known SNP as a k-mer, i.e. a string of length k, and to store this

mapping in a sort-of dictionary. A set of additional information, such as the

k-mers frequency in the input sample, is associated to each k-mer and it is used

to genotype the variants. Thanks to this strategy, these approaches are able

to call a set of known bi-allelic SNPs in a very efficient way but, on the other

hand, cannot genotype multi-allelic SNPs and indels, i.e. short insertions and

deletions of nucleotides.

However, genotyping indels is of utmost importance in genetic studies [9].

Indeed, indels are believed to represent around 16% to 25% of human genetic

polymorphism [104]. Moreover, the presence of indels is associated with a num-

ber of human diseases [110, 58, 83]. For instance, cystic fibrosis [110], lung

cancer [136], Mendelian disorders [92], and Bloom syndrome [70] are all known

to be closely correlated to indels.

Nevertheless, indels are particularly challenging to call: reads covering an

indel are more difficult to align to the correct location and, most of the time,

even though the read is mapped correctly, the indel is wrongly placed [105]. To

improve their accuracy, alignment-based approaches apply different technique

such as local realignment around indels [35], haplotype assembly [126, 128] or a

combination of both [108]. But this step increases the time requirements of such

approaches.

Due to the high complexity of genotyping indels, many specialized approaches

have been proposed in the literature for genotyping specifically only this kind of

variations [176, 3, 13].

In this chapter we describe MALVA, a rapid alignment-free method to genotype



Chapter 4 Known Variants Genotyping 82

a set of known (i.e. previously characterized) variants from a sample of reads.

Similarly to previous alignment-free approaches, MALVA is a word-based method:

each allele of each known variant is assigned a signature in the form of a set of k-

mers, which allows to efficiently model indels and close variants. The genotypes

of such variants are then called according to the frequency of such signatures in

the input read sample.

Based on the well-known Bayes’ formula, we also design a new rule to geno-

type multi-allelic variants (i.e. variants with more than one known alternate

allele): even if such variants are trickier to genotype than bi-allelic ones, MALVA

is still able to achieve high precision and recall, as revealed in the real-data

experiments we conducted.

MALVA directly analyzes a sample leveraging on the information of the variants

included in a VCF file, that is the standard format for representing and storing

a collection of variants, also adopted by the 1000 Genomes Project [150]. To the

best of our knowledge, MALVA is the first alignment-free tool able to call multi-

allelic variants and indels. Moreover, it proved to be the only alignment-free tool

capable of handling the huge number of variants included in the latest version

of the VCF released by the 1000 Genomes Project.

4.1.1 State of the Art

We will now review some of the computational approaches proposed in the liter-

ature for solving the problem of variant calling. We will focus our attention on

alignment-based, assembly-based, and alignment-free approaches.

All the approaches that require to align the input sample against the reference

genome fall in the first category, i.e. alignment-based. Indeed, these approaches

call variants by analyzing the alignments of the input reads. Notable examples of

alignment-based approaches are BCFtools [86] and GATK’s HaplotypeCaller [126].

Approaches such as BCFtools are known as “pileup” callers. They analyze

each position along the reference genome and, whenever they encounter a mis-

match between the reference and the alignments, they evaluate the probability

that that position presents a variant.

Differently, GATK’s HaplotypeCaller focuses its computation on the so-called
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ActiveRegions, that are regions of the genome characterized by a great dissimi-

larity between reference sequence and alignments. HaplotypeCaller analyzes the

read alignments to identify such regions and then it assemblies all the reads cov-

ering an ActiveRegion in a de Bruijn graph [32], i.e. a graph where each vertex

is a string of length k, called k-mer, and each edge links two k-mers that are

consecutive in the input. Finally, it analyzes the locally-assembled haplotypes

to call the genotypes by means of a probability model. In contrast to pileup

callers, callers based on local haplotype-assembly show greater accuracy when

calling indels and variants, even in regions with a high rate of polymorphisms.

Similarly to GATK’s HaplotypeCaller, assembly-based approaches assemble the

input sample in a de Bruijn graph and then analyze the bubbles of this graph, i.e.

two distinct paths that share the starting and ending vertices, to identify and call

variants. However, differently from the previous approaches, such approaches do

not require the alignments of the input sample. Such approaches show lower

accuracy than alignment-based approaches [128] and suffer from the presence

of genomic repetitions. However, assembly-based approaches show their real

efficacy and usefulness when non-model organisms have to be analyzed, i.e. or-

ganisms for which a (high-quality) reference sequence is not available. Examples

of assembly-based approaches are Cortex [63] and discoSnp++ [124].

Most notably, Cortex uses colored de Bruijn graphs, a de Bruijn graphs

where each vertex and each edge is associate to a list of colors representing the

samples of origin of that element. Colored de Bruijn graphs are a generalization

of classical de Bruijn graphs that is currently drawing the attention of more and

more researchers [109, 5, 112, 4, 175].

Finally, alignment-free approaches call variants directly from the input sam-

ple without aligning or assembling it. To do so, these approaches rely on datasets

of known variants and, for this reason, differently from the previously described

approaches, they cannot be used for variant discovery. Such approaches model

each known variant as a k-mer and use the k-mers frequency in the input

sample to genotype the variants. Examples of alignment-free approaches are

FastGT [118], LAVA [139], and VarGeno [152].

FastGT strongly relies on a pre-compiled dataset of bi-allelic SNPs and corre-

sponding k-mers, obtained by subjecting the k-mers overlapping known SNPs to
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several filtering steps. Such filters consist in removing from the dataset the SNPs

for which unique k-mers (i.e. not occurring elsewhere in the reference genome)

are not observed, those that are closely located (i.e. that are less than k bases

apart), and others: after the filtering steps, only ∼ 30,000,000 bi-allelic SNPs

(less than the ∼ 40% of the number of bi-allelic SNPs contained in the Phase 3

release of the 1000 Genomes Project) survive and can therefore be genotyped.

Differently from FastGT, LAVA and VarGeno do not rely on any pre-compiled

custom-format dataset but they can be used with any dataset of SNPs, such

those provided by dbsnp [142] or the 1000 Genomes Project [25]. LAVA starts

by storing the k-mers covering the alleles of the known variants in a set of hash

tables alongside with additional information such as the positions at which the

k-mer occurs. Then, by analyzing the read sample, it uses approximate k-mer

matching to assign to each k-mer stored in the index its frequency in the input

sample. Finally, a probabilistic framework is used to call the genotypes.

VarGeno builds directly upon LAVA to improve its efficiency and accuracy.

Differently from LAVA, VarGeno stores the k-mers and their satellite information

by means of a Bloom filter (instead of hash tables) speeding up its computation

and exploits quality values associated to each base of the input reads to achieve

higher accuracy.

4.2 Preliminaries

Let Σ be an ordered and finite alphabet of size σ and let t = c1c2 . . . ck, where

cj ∈ Σ for j = 1, . . . , k, be a string of k characters drawn from Σ, we say that t

is a k-mer. When a k-mer originates from a double stranded DNA, it is common

to consider it and its reverse-complemented sequence as the same k-mer, and to

say that the one that is lexicographically smaller among the two is the canonical

one. In the following, we will abide by this definition and whenever we refer to a

k-mer we implicitly refer to its canonical form. Moreover, to avoid k-mers being

equal to their reverse-complement, we will only consider odd values of k.

The difference between the genetic sequence of two unrelated individual of

the same species is estimated to be smaller than 0.1% [164]; therefore, it is

common to represent the DNA sequence of an individual as a set of differences
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from a reference genome. Indeed, thorough studies [25, 26, 28] of the variations

across different individuals encode such information as a VCF (Variant Calling

Format) file [31].

We will call variant the information encoded by a data line of a VCF file.

Besides the genotype data, we are interested in the information carried by the

second, fourth, fifth, and eighth field of a VCF line, namely: (i) field POS that

is the position of the variant on the reference, (ii) field REF that is the reference

allele starting in position POS, (iii) field ALT that is a list of alternate alleles that

in some sample replace the reference allele, and (iv) field INFO that is a list of

additional information describing the variant. From the latter list we will get

the frequencies of reference and alternate alleles, which are needed to call the

genotype of a given individual. We denote with POS(v), REF(v), ALT(v), FREQ(v),

and GTD(v) the reference position, reference allele, list of alternate alleles, list of

allele frequencies, and genotype data of a variant v, respectively.

The variants we take into account are SNPs, i.e. both REF and all the ele-

ments of ALT are single base nucleotides) and indels, i.e. REF and at least one

element of ALT are not of the same length. Given an allele a (either reference or

alternate) of some variant v, we refer to its sequence of nucleotides as SEQ(a),

i.e. SEQ(a) is the string that represents a.

Let R be a reference genome and let V be a VCF file that describes all the

known variants of R. Since the genotype data provides information on the alleles

expressed in each genome, another way of thinking of a VCF file is as an encoding

of a set of genomes G. Each haplotype of the genomes in G can be reconstructed

by modifying R according to the genotype information associated to each variant.

For ease of presentation, in the following we use the term genome and haplotype

interchangeably, although each genome of a polyploid organism is composed of

multiple haplotypes.

Let G be the set of genomes encoded by a VCF file and let a be an allele

of some variant v, we denote by Ga ⊆ G the subset of genomes that include a.

We say that a variant v is k-isolated if there is no other known variant within

a radius of bk/2c from the center of any of its alleles, as formally stated in the

following definition.

Definition 1 (k-isolated variant). A variant v is k-isolated if, for all a ∈
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ALLELES(v) and g ∈ Ga, there is no variant v′ 6= v with an allele a′ ∈ ALLELES(v′)

such that g ∈ Ga′ and either |BEGINg(a′)−CENTERg(a)| ≤ bk/2c or |CENTERg(a)−
ENDg(a

′)| ≤ bk/2c, where ALLELES(v) = REF(v) ∪ ALT(v), BEGINg(a) is the po-

sition of the first base of a in g, ENDg(a) the position of the last base, and

CENTERg(a) the position of the d |a|
2
e-th base of a in g.

The procedure we will present in the next section is heavily based on the

concept of signature of an allele. Intuitively, a signature of the allele a of a variant

v is the k-mer centered in a in some genome g in Ga. Note that, depending on the

genomes encoded by the VCF file, specifically if a variant is non k-isolated, its

allele might have multiple signatures. Moreover if SEQ(a) is longer than k bases,

the previous definition is not well formed, since there is no k-mer that can be

centered in a. In this case we define the signature of a as the set of its substrings

of length k. The following definition formalizes the notion of signature of an

allele.

Definition 2 (Signature of an allele). Let G be the set of all the genomes encoded

by a VCF file V and let k be an odd positive value. Let v be a variant in V, let a

be one of the alleles of v, and let Ga ⊆ G be the set of the genomes that include

a. If SEQ(a) is longer than k bases, we say that the signature of a is the set of

all the substrings of length k of SEQ(a). If SEQ(a) is shorter than k bases, we

say that {xSEQ(a)y} is the signature of a in a genome g in Ga if: (i) xSEQ(a)y

is a k-mer, (ii) |x| = bk−|SEQ(a)|
2
c, (iii) |y| = dk−|SEQ(a)|

2
e, (iv) x is a suffix of the

sequence that precedes a in g, and (v) y is a prefix of the sequence that follows a

in g.

We will refer to the set of all the possible signatures of an allele a as SIGN(a)

and we say that k is the length of the signature. An example of signatures of

an allele is shown in Figure 4.1. Notice that the same k-mer may appear in the

signature of more than one allele.

In the following we will leverage on the definition of signature of an allele to

detect its presence in an individual without mapping the reads to the reference

genome. More precisely, we will analyze whether the k-mers of a given signature

are present in the reads and use such information as a hint of the presence of

the allele. Unlike other approaches [118], Definition 2 admits the presence of the
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Pos Ref Alts Donors
5 C AAA 0|1 0|0 1|1
7 T G 0|1 0|1 0|1
10 G A,C 0|0 1|2 2|0

v1
v2
v3

A G A T C C T G C G A A G

1 2 3 4 5 6 7 8 9 10 11 12 13

R

a0 = T

a1 = G

Allele Signatures

{ {TCCTGCG}, {TCCTGCA}, {AACTGCC} }
{ {AACGGCG}, {TCCGGCC} }

v2

Variant

Figure 4.1: Signatures of the alleles of a variant. R is the reference sequence

and the table on the right is a VCF information associated to it, representing 3

variants: an indel (v1), a bi-allelic SNP (v2), and a multi-allelic SNP (v3). The

last columns of the VCF file carry the genotype information of 3 individuals.

The table at the bottom reports the signatures of each allele of variant v2. Note

that there are only 5 signatures although 6 haplotypes are encoded by the VCF

file since the second haplotype of the first and third individual are the same. We

highlighted in red the genotype information associated to the second haplotype

of the second genome and the corresponding signature.

alleles of multiple variants in a single signature, allowing MALVA to manage vari-

ants that are not k-isolated. Indeed, the set of signatures of an allele represents

all the genomic regions where the allele appears in the genomes encoded by the

VCF file.

4.3 Method

In this section we will describe MALVA, the method we designed to genotype a

set of known variants directly from a read sample. The general idea of MALVA

is to use the frequencies of the signatures of a variant in the sample to call

its genotype. The method works under the assumption that given a sample of

reads from a genome with standard coverage depth, if an allele is included in the

genome then at least one of its signatures must exist as substrings in multiple

reads (depending on the coverage depth and the length of the signature). We

leverage on this concept to genotype known variants directly from the input

reads.
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MALVA takes as input a reference genome, a VCF file representing all its known

variants, and a read sample; it outputs a VCF file containing the most probable

genotype for each variant. Our method is composed of four steps.

In the first step, MALVA computes the set of signatures of length ks of all the

alternate alleles of all the variants in VCF and stores them in the set ALTSIG. In

the same step, the signatures of the reference alleles are computed and stored in

a second set named REFSIG. For each ks-mer t of a signature s two weights, one

representing the number of occurrences of t in an alternate allele signature and

one representing the number of occurrences of t in a reference allele signature,

are stored. We will refer to these two values as wA
t and wR

t , respectively.

We note that for small values of ks the probability that the ks-mers that

constitute a signature appear in other regions of the genome is high. Since

in the following steps MALVA exploits the signatures’ sets of the alleles of each

variant to call the genotypes, the presence of conserved regions of the reference

genome identical to some signature could lead the tool to erroneously genotype

some variants.

To get rid of a large amount of wrong calls, in the second step MALVA makes use

of the context around the allele to distinguish its signatures from such regions.

More precisely, if a ks-mer of a signature of an alternate allele appears somewhere

in the reference genome, MALVA extracts the context of length kc (with kc > ks)

covering the reference genome region and collects such kc-mers in a third set

(REPCTX).

In the third step, MALVA extracts all the kc-mers from the sample along with

the number of its occurrences. For each kc-mer tc that occurs w times in the

sample, the ks-mer ts that constitutes the center of tc is extracted. If ts is found

in REFSIG, wR
ts is increased by w. Moreover, if tc is not found in REPCTX and

if ts is in ALTSIG, wA
ts is increased by w. Otherwise, if tc is in REPCTX, wA

ts is

not updated since, although its central ks-mer is identical to some ks-mer of

a signature of an alternate allele of some variant, it is indistinguishable from

another region of the genome not covering the variant.

We note that when wA
ts is not updated, our method might miss a variant in

the donor and report a false negative, although for large values of kc this would

rarely occur. The rationale behind this choice is to avoid biases due to kc-mers in
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conserved regions of the reference genome, preferring not to include an alternate

allele in the output whenever ambiguities arise.

Finally, in the fourth step, MALVA uses the weights computed in the previous

step to call the genotypes.

In the rest of this section we will detail each one of the four steps of MALVA.

Signature computation The first step of MALVA consists in building the sig-

natures of the alleles of all the variants and adding them either to ALTSIG, if they

are the signatures of an alternate allele, or to REFSIG, if they are the signature of

the reference allele. If a variant v is ks-isolated, we build 1 + |ALT(v)| signatures,

one for each allele of v. Otherwise, there are some genomes in G in which there is

at least another allele of a variant that lays within a radius of bks/2c nucleotides

from the center of the allele of v. In practice, this means that we have to look

at the genotype data of the variants within such radius: for each allele a of v we

reconstruct the ks bases long portions of the genomes in Ga that constitute the

signatures of a.

As pointed out in Definition 2, if |SEQ(a)| ≥ ks, the signature of a is the set

of ks-mers that appear in SEQ(a). In this case we extract all such ks-mers and

add them either to REFSIG or ALTSIG. Otherwise, if |a| < ks, we build the ks

bases long substrings of each genome in Ga centered in a by scanning the VCF

file and reconstructing the sequences according to the genotype information it

includes.

More precisely, let a be an allele of a variant v and let V = {v1, . . . , vn} be

the set of variants such that, for all 1 ≤ i ≤ n: (i) vi 6= v, (ii) there exists an

allele aj in ALLELES(vi) such that a and aj are both included in some genome

g, and (iii) either (END(aj) < BEGIN(a) and CENTER(a) − bks/2c ≤ END(aj)) or

(END(a) < BEGIN(aj) and CENTER(a) + bks/2c ≥ BEGIN(aj)) in g.

Given allele a, we use the genotype information stored in the VCF file to

retrieve the haplotypes in which it is included, i.e. a subset of the haplotypes

in Ga, and build the set V . Using V we gather all the alleles that precede and

succeed a in the selected haplotypes and we use them, together with the reference

sequence, to reconstruct on the fly the ks-mer that covers a, by interposing

reference substrings and allele sequences. Doing so, we don’t need to reconstruct
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the whole haplotypes but we only analyze and reconstruct the required ks-mers

when needed.

Once all the ks-mers have been constructed, they are added to REFSIG if a is

the reference allele, to ALTSIG if it is an alternate allele.

Detection of repeated signatures This step is aimed to detect and store

in set REPCTX all the kc-mers of the reference sequence whose central ks-mer is

included in some signature of some alternate allele, kc > ks. REPCTX will be used

in a further step to discard alternate alleles that might be erroneously reported as

expressed by MALVA only because they cannot be told apart from other identical

regions of the reference sequence.

To compute REPCTX, we extract all the kc-mers of the reference sequence

and test whether their central ks-mer is in ALTSIG. If so, we add the kc-mer to

REPCTX to report that the ks-mer is indistinguishable from some ks-mer that is

included in the signature of an alternate allele.

We will now exemplify the first two steps of our approach. Figure 4.2 shows

an example composed of three variants and two reads. In this example the values

of ks and kc are set to 7 and 11, respectively. Subfigure (a) shows the 26-bases

long reference sequence. Subfigure (b) reports on the left two bi-allelic variants

(v1 and v2) and one multi-allelic variant (v3), and on the right the signatures of

each allele of v2. Subfigure (c) shows the elements of ALTSIG and REFSIG related

to v2. We note that the second signature in ALTSIG is composed of a single ks-

mer (ts, equal to TCCGGCG) that appears in the reference genome, starting from

position 17. Thus, the kc-mer starting in position 15 and ending in position 25

(tc, equal to GATCCGGCGAA) is added to REPCTX. Subfigure (d) shows two 11-bases

long reads including ts, extracted from position 3 and 15 of the donor. Clearly,

only r1 should contribute to the detection of the alternate allele of v2 in the

donor, since r2 was sequenced from another position of the genome (i.e. wA
ts

should be equal to 1 in this case). To this aim, REPCTX comes to an aid; indeed,

when analyzing r1 the kc-mer covering ts is extracted (i.e. the whole read) and

its inclusion in REPCTX is tested. Since TATCCGGCGTA is not in REPCTX and ts is

in ALTSIG, wA
ts is increased by one. On the other hand, since GATCCGGCGAA is

in REPCTX, the occurrence of ts in r2 is not considered in wA
ts , thus avoiding to
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Pos Ref Alts Donors
5 C AAA 0|1 0|0 1|1
7 T G 0|1 0|1 0|1
10 G A,C 0|0 1|0 2|0

v1
v2
v3

A T A T C C T G C G T A G

1 2 3 4 5 6 7 8 9 10 11 12 13

R

a0 = T

a1 = G

Allele Signatures

{ {TCCTGCG}, {TCCTGCA} , {AACTGCC} }
{ {AACGGCG}, {TCCGGCG}}

v2

Variant

14 15 16 17 18 19 20 21 22 23 24 25 26

ALTSIG
{AACGGCG}

{TCCGGCG}

REFSIG
{TCCTGCG}
{TCCTGCA}
{AACTGCC}

A G A T C C G G C G A A G

REPCTX
GATCCGGCGAA

r1 T A T C C G G C G T A

1 2 3 4 5 6 7 8 9 10 11

G A T C C G G C G A Ar2

(a)

(b)

(c)

(d)

Figure 4.2: Example with 3 variants and two reads. Subfigure (a) shows a

reference genome of 26 bases, Subfigure (b) reports 3 variants and the signatures

of each allele of variant v2, Subfigure (c) reports the subsets of ALTSIG, REFSIG,

and REPCTX including the elements related to v2, and Subfigure (d) presents two

reads of length 11.

erroneously overestimate the frequency of allele a1 of v2.

We note that on one hand this approach allows us to avoid overestimating

the frequencies of some alternate allele but, on the other hand, it produces two

major side effects. The first one is that some allele might be underestimated

by MALVA; indeed, if the kc-mer covering an alternate allele in a donor is equal

to a kc-mer in the genome it will not be detected. The second side effect is

that MALVA might overestimate the frequency of some allele due to identical

signature. Indeed, suppose that the signature of some alternate allele ai of

another variant vj 6= v2 is equal to the signature of alternate allele a1 of variant

v2. It is obvious that the weights of the ks-mers of the two signatures will be

identical and that the occurrences of both the alleles will concur towards their

final value, overestimating it.

Although the two side effects pose some limit to our method, they arise
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rarely and we think they are a fair price to pay to avoid biases introduced by

the reference genome.

Alleles’ signatures weights computation In the third step, MALVA com-

putes how many times the ks-mers of each signature appear in the dataset.

First, MALVA extracts all the kc-mers of the read sample and tests their existence

in REPCTX to check whether their central ks-mer cannot be told apart from some

repetition in the reference genome. Then, given a kc-mer tc that occurs w times

in the read sample, the ks-mer ts that constitutes its center is extracted. If ts is

found in REFSIG, i.e. ts is the signature of the reference allele of some variant,

the weight wR
ts is increased by w. Moreover, if tc is not found in REPCTX and ts

is in ALTSIG, i.e. ks-mer ts is uniquely associated to an alternate allele of some

variant, the weight wA
ts is increased by w. Conversely, if tc is in REPCTX, wA

ts is

not updated. The last scenario happens when ts is identical to the signature of

an alternate allele of some variant (indeed, ts is in ALTSIG), but even the en-

larged context tc (and consequently ts) appears somewhere else in the reference

genome.

Genotype calling In the last step, MALVA uses the allele frequencies stored

in the INFO field of the VCF file and the weights of the signatures computed in

the previous step to call the genotype of each variant. To this aim, we extend

the approaches proposed in the literature for bi-allelic variants (specifically, the

one introduced in LAVA [139]) to multi-allelic variants. While the approaches

designed for genotyping bi-allelic variants only need to compute the likelihood

of three genotypes, our technique must consider a larger number of possible

genotypes.

Let v be a variant with n−1 alternate alleles. The number of possible distinct

genotypes is
(
n
2

)
+ n = n(n+1)

2
, that is: one homozygous reference genotype,

(
n
2

)
heterozygous genotypes, and n−1 homozygous alternate genotypes. We will refer

to the homozygous reference genotype as G0,0, to the heterozygous genotypes as

Gi,j with 0 ≤ i < j ≤ n − 1, and to the homozygous alternate genotypes as

Gi,i with 1 ≤ i ≤ n− 1. Following well-established techniques [139, 101, 86], we

compute the likelihood of each genotype Gi,j by means of the Bayes’ theorem.
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Given the observed coverage C, we compute the posterior probability of each

genotype as:

P (Gi,j|C) =
P (Gi,j)P (C|Gi,j)

P (C)

that, by the law of total probability, can be expressed as:

P (Gi,j|C) =
P (Gi,j)P (C|Gi,j)∑n−1

p=0

∑n−1
q=p P (Gp,q)P (C|Gp,q)

To calculate this probability, we compute the a priori probabilities of each geno-

type Gi,j (P (Gi,j)) and the conditional probability of the observed coverage given

the considered genotype (P (C|Gi,j)).

The Hardy-Weinberg equilibrium equation ensures that for each variant v,

(
∑n−1

i=0 fi)
2 = 1, where fi = FREQ(v)[i], i.e. the frequency of the i-th allele of v.

We recall that FREQ(v) is stored in the INFO field of the VCF file. The a priori

probability of each genotype Gi,j is therefore computed as follows:

P (Gi,j) =

f 2
i if i = j

2fifj otherwise

To compute the conditional probability P (C|Gi,j), it is first necessary to

compute the coverages of the alleles of the variant. Without loss of generality,

let a0 be the first allele of the variant, i.e. a0 is the reference allele with index

0. We recall that SIGN(a0) is the set of signatures of allele a0 and that each

signature is a set of one or more k-mers. We also recall that, in the previous

step, for each k-mer t that belongs to some signature we computed two weights,

namely wR
t and wA

t .

Given a signature s ∈ SIGN(a0), we define its weight as the mean of the

weights associated to the k-mers it contains, i.e.
∑

t∈s w
R
t

|s| where |s| denotes the

number of k-mers contained in signature s. Since the same allele may exhibit

more signatures, we define the coverage c0 of allele a0 as the maximum value

among the weights of its signatures, i.e. max{
∑

t∈s w
R
t

|s| : s ∈ SIGN(a0)}. This

formula can be easily modified to compute the coverage of an alternate allele (ci

for i ≥ 1) by switching wR
t with wA

t . The coverage ci of an allele ai of a variant
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is thus computed as follows:

ci =

max{
∑

t∈s w
R
t

|s| : s ∈ SIGN(a0)} if i = 0

max{
∑

t∈s w
A
t

|s| : s ∈ SIGN(ai)} otherwise

By extending the approach adopted in [139], we consider each P (C|Gi,j) to

be multinomially distributed. Given a homozygous genotype Gi,i, we assume to

observe the i-th allele, which is the correct one, with probability 1− ε (where ε

is the expected error rate) whereas the other n − 1 alleles (the erroneous ones)

with probability ε
n−1 each. Hence, we compute the conditional probability of a

homozygous genotype as:

P (C|Gi,i) =

(
ci + CE

ci

)
(1− ε)ci

(
ε

n− 1

)CE

where CE is the total sum of the coverages of the erroneous alleles, i.e. CE =∑
j∈{0,...,n−1}\{i} cj.

For what concerns heterozygous genotypes, we assume to observe the correct

alleles, i.e. the i-th and the j-th allele, with equal probability 1−ε
2

whereas

the other n − 2 erroneous alleles with probability ε
n−2 each. We compute the

conditional probability of a heterozygous genotype as follows:

P (C|Gi,j) =

(
ci + cj + CE

ci + cj

)(
ci + cj
ci

)(
1− ε

2

)ci (1− ε
2

)cj ( ε

n− 2

)CE

where, again, CE is the sum of the coverages of the erroneous alleles, i.e. CE =∑
p∈{0,...,n−1}\{i,j} cp.

Finally, after computing the posterior probability of each genotype, MALVA

outputs the genotype with the highest likelihood.

4.4 Results

We implemented MALVA in C++ and we performed an experimental analysis

on real data to evaluate the real feasibility of our method, comparing it with

other approaches available in the literature. MALVA is freely available at https:

//github.com/AlgoLab/malva. Information and instruction on how to repli-

cate the performed experiments are available at https://github.com/AlgoLab/

malva_experiments.

https://github.com/AlgoLab/malva
https://github.com/AlgoLab/malva
https://github.com/AlgoLab/malva_experiments
https://github.com/AlgoLab/malva_experiments
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This section is organized as follows. We will first describe the implementation

details of MALVA and then we will provide a thorough description of the performed

experiments and the obtained results. All the analyses were performed on a 64

bit Linux (Kernel 4.4.0) system equipped with four 8-core Intel R© Xeon 2.30GHz

processors and 256GB of RAM.

4.4.1 Implementation details

Bloom filters were implemented as the union of a bit vector and a single hash

function H. Although it is not conventional, in most cases to use a single

hash function has similar results as using multiple ones, as noticed by other

authors [151, 152]. To check this claim, while developing the tool we tested

whether using multiple hash functions would improve the results by extending

the Bloom filters to count-min sketches [29]. As expected, the deterioration of

the performance far outweighed the gain in precision and recall (that was less

than 0.1%).

Moreover, to use a single hash function allows us to store wR
t and wA

t ef-

ficiently for each k-mer t. Indeed, note that once all the signatures of all the

alternate alleles have been added to ALTSIG, the latter is only used to check

whether some ks-mer is part of a signature, i.e. it becomes static. By represent-

ing ALTSIG as a Bloom filter BALTSIG we can create an integer array CNTS of size

rank1(|BALTSIG|+ 1, BALTSIG) to store the weights of each k-mer compactly and, if

a k-mer t of a signature s is in ALTSIG (i.e. if BALTSIG[H(s)] = 1) we can access

its weight by accessing CNTS[rank1(H(s), BALTSIG)].

In a nutshell, after adding all the alternate alleles to BALTSIG, we freeze it,

build a rank data structure over it, compute the number of ones, and create the

CNTS array of the correct size. We pose an upper limit of 255 to the value of each

cell of the CNTS array, so as to store each counter using only 8 bits. Similarly,

we implemented REPCTX as a Bloom filter BREPCTX using a single hash function.

Conversely, REFSIG was implemented as a simple hash table, because the

number of elements it stores is usually smaller than the number of elements

stored in ALTSIG.

Finally, instead of scanning all the kc-mers in the read sample, we used
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KMC3 [39] to efficiently extract them and counting their occurrences. Therefore,

in step 3 MALVA parses the output of KMC3 and updates the counts for each ks-mer

accordingly.

For completeness, we note that the bit vectors, the rank data structure, and

the CNTS array were implemented using the sdsl-lite library [48].

4.4.2 Experimental analysis

We performed an experimental analysis on real data to evaluate the real fea-

sibility of our method and we compared MALVA to one alignment-free method,

to one assembly-based approach, and to two different alignment-based pipelines.

Among the alignment-free methods proposed in literature we chose VarGeno, as it

is an improved version of LAVA that provides better efficiency and accuracy [152].

For completeness, we included in our evaluation discoSnp++ (assembly-based)

and the two most widely used alignment-based pipelines, denoted by BCFtools

and GATK, respectively. The pipeline denoted by BCFtools consists of an align-

ment step performed with BWA-MEM followed by a variant discovering step per-

formed using BCFtools. The latter consists of an alignment step performed with

BWA-MEM and a variant discovering step performed with GATK, as recommended

by the GATK Best Practices [35].

MALVA was run setting ks equal to 47, kc equal to 53, ε equal to 0.1%, Bloom

filters size equal to 8GB, and considering the genotype data and the a priori fre-

quencies of the alleles of the EUR population, since the individual under analysis

is part of it.

We tested the tools using the Illumina WGS dataset of the well-studied

NA12878 individual provided by the Genome In A Bottle (GIAB) consortium [177].

We chose this individual because the variant calls provided are highly reliable

and can be effectively used to assess the precision and the recall of the con-

sidered methods. We downloaded the alignments of its 30x downsampled ver-

sion and used SAMtools [89] to extract the corresponding FASTQ file, obtaining

696,168,435 150bp-long reads. As reference genome and set of known variants,

we used the GRCh37 primary assembly and the VCF files provided by Phase 3

of the 1000 Genomes Project [150]. These VCF files contain a total of 84,739,838



Chapter 4 Known Variants Genotyping 97

variants, the phased genotype information of 2504 individuals, and the a priori

frequency of each allele of each variant of 5 populations. As stated above, from

this VCF, in our evaluation MALVA extracted and considered only the individuals

from the EUR population, for a total of 502 individuals. We note that we also

removed the NA12878 individual from the input to better analyze MALVA and its

capability in genotyping an unknown individual.

We note that VarGeno requires a different formatting of the fields describing

the a priori frequencies of the alleles than the ones in the VCF file provided

by the 1000 Genomes Project. Thus, we formatted the input files as required

before running VarGeno. However, VarGeno could not complete the analysis of

this dataset, from now on denoted as FullGenome, on our server. To test whether

VarGeno crashed due to excessive memory usage, we tried to run it on the same

instance on a cluster with 1TB of RAM, but nevertheless it could not complete

the analysis, crashing after 20 minutes.

In order to include VarGeno in our evaluation, we chose 12 chromosomes to

create a smaller dataset, denoted by HalfGenome, that thus contains some half

of the variants and the reads of the FullGenome dataset.

Each tool was evaluated in terms of variant calling accuracy and efficiency

(wall time and memory usage). We note that some steps of the previously cited

tools can use multiple threads to improve the time performance (namely, KMC3 for

MALVA, discoSnp++, BWA-MEM for BCFtools and GATK, and the variant discovery

steps of GATK). Whenever we had this choice, we provided 4 threads to each tool.

We used hap.py [82], the tool developed for the evaluation of variant callers

in the recent PrecisionFDA Truth Challenge1, and the /usr/bin/time system

tool to gather the required data.

Table 4.1 shows the results obtained by the considered tools on both the

FullGenome and the HalfGenome datasets. We point out that hap.py computes

precision and recall considering only non-reference VCF records (i.e. non 0/0

calls). A qualitative representation of these results is available in Figure 4.3.

As expected, MALVA, VarGeno, and discoSnp++ are faster than the tested

alignment-based approaches, i.e. BCFtools and GATK. Indeed, MALVA, VarGeno,

and discoSnp++ required 4.5, 2.5, and 7.5 hours to analyze the HalfGenome

1https://precision.fda.gov/challenges/truth

https://precision.fda.gov/challenges/truth
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Figure 4.3: Qualitative representation of the accuracy results. Each violin plot

represents the precision and the recall (computed with hap.py) achieved by the

considered tools on both SNPs and indels. This is a qualitative representation

of the information presented in Table 4.1.
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Dataset Tool
Prec

(SNPs)

Rec

(SNPs)

Prec

(Indels)

Rec

(Indels)

Time

(hh:mm)

RAM

(GB)

HalfGenome MALVA 93.8% 91.1% 86.0% 81.4% 04:33 30

VarGeno 97.5% 88.1% 39.5% 0.1% 02:31 52

discoSnp++ 89.5% 39.3% 80.8% 24.2% 07:45 7

BCFtools 91.2% 94.8% 44.9% 55.4% 24:35 6

GATK 91.7% 95.1% 53.2% 79.9% 34:43 32

FullGenome MALVA 92.5% 90.0% 85.0% 80.6% 09:18 39

VarGeno - - - - - -

discoSnp++ 86.9% 37.7% 80.0% 22.6% 14:19 9

BCFtools 91.6% 94.4% 44.7% 54.6% 54:23 9

GATK 92.1% 94.7% 53.2% 79.2% 73:36 33

Table 4.1: Accuracy and efficiency results on the HalfGenome and FullGenome

datasets. For each dataset, we reported the values of Precision (Prec) and Recall

(Rec) obtained by the considered tools on both SNPs and indels. The efficiency

results are shown in terms of wall clock time and peak memory usage. VarGeno

could not complete the analysis of the FullGenome dataset, thus we did not

report its results on this dataset.

dataset, respectively, while BCFtools and GATK required 24.5 and 34.5 hours. We

note that half of the time required by BCFtools and one third of the time required

by GATK was spent running BWA-MEM, that completed its task in 12.5 hours (using

4 threads). The same trend applies to the analysis of the FullGenome dataset,

on which each tool required roughly twice the time required on the HalfGenome

dataset. A qualitative representation of the running time and the memory usage

of each tool is shown in Figure 4.4.

For what concerns the memory usage, BCFtools proved to be the least mem-

ory intensive approach, requiring less than 10GB of RAM on both datasets to

map the reads and less than 1GB of RAM to call the variants. MALVA and GATK

showed similar memory requirements, with GATK showing almost no difference

between the two analyses and MALVA increasing the memory consumption by
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Figure 4.4: Time and RAM required by each tool to analyze both datasets.

The running times are partitioned by steps performed whereas the RAM usage

represents the peak memory of the entire process. For ease of presentation, we

denoted the FullGenome dataset as FG whereas the HalfGenome dataset as HG.

Note that we did not include VarGeno running time and RAM usage on the

FullGenome dataset since it crashed after 20 minutes.
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only 23% for the bigger dataset. VarGeno required slightly less than twice the

amount of memory required by MALVA on the HalfGenome dataset.

Precision and recall of all the tools varied little over the two datasets, proving

that the number of variants and reads only slightly affects their accuracy.

As expected, BCFtools and GATK achieved the best recall for non-homozygous

reference SNPs due to the mapping step, that provides a more precise coverage of

the alleles and allows to better discern repeated regions of the reference genome.

discoSnp++ achieved the lowest recall whereas VarGeno obtained 3% less

recall than MALVA, that in turn called correctly 91.1% of the SNPs. On the other

hand, MALVA, discoSnp++, BCFtools, and GATK achieved comparable precision

on SNPs, whereas VarGeno obtained the highest one.

Overall, on non-homozygous reference SNPs, VarGeno seems to be the most

conservative tool among those tested, as it prefers not to call SNPs when there

is any uncertainty. On the contrary, MALVA deliberately prefers to detect any

potential alternate allele in the donor, at the cost of a slight loss in precision.

Remarkably, on indels MALVA obtained significantly better recall than BCFtools

and discoSnp++ and better precision than any other tool. As expected, since the

method of VarGeno is not designed to manage indels, it was only able to geno-

type a negligible percentage of them. On the other hand, discoSnp++ achieved

a high precision but it was only able to call less than a quarter of the total in-

dels. Finally, BCFtools showed a very low precision and recall on indels, whereas

GATK achieved a recall similar to MALVA but a low precision. The low precision

achieved by the alignment-based tools is mainly due to the difficulties in aligning

reads that overlap with indels.

We also performed a more detailed analysis on the influence of indel size

on the recall obtained by the tools on the FullGenome dataset. As shown in

Figure 4.5, MALVA proved to be the only tool able to call long indels (more than

∼ 40/50 bases) whereas the other tools are limited to short indels (that are also

the most common ones). In any case, MALVA outperformed the other tools even

on these shorter indels. We did not include VarGeno in this analysis since its

recall on indels was lower than 1% even on the HalfGenome dataset.

Finally, we also performed a more in-depth comparison of MALVA and VarGeno,

the two alignment-free approaches considered in our evaluation, to assess whether
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Figure 4.5: Influence of indel size on the recall achieved by the four considered

tools on the FullGenome dataset. The histogram shows the frequency distribu-

tion (on logarithmic scale) of the indels with respect to their length. The scatter

plot shows the recall of the tools with respect to the indel size.
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Figure 4.6: Comparison between real genotype (provided by the 1000

Genomes Project) and genotype called by MALVA and VarGeno. HomoRef

stands for Homozygous Reference, HetRef stands for Heterozygous Reference,

HomoAlt stands for Homozygous Alternate, HetAlt stands for Heterozygous

Alternate, and Uncalled means that the given variant was not called by the tool.

they produce some systematic error. With this aim, we considered the HalfGenome

dataset and we analyzed the SNPs genotyped by the two tools.

For each tool, Figure 4.6 reports the number of correct genotypes output,

grouping them in homozygous reference (i.e. 0|0), heterozygous reference (i.e.

0|1, 0|2, and so on), homozygous alternate (i.e. 1|1, 2|2, and so on), and het-

erozygous alternate (i.e. 1|2, 1|3, 2|3, and so on). Figure 4.7 shows the same

data row-normalized.

We recall that the precision and recall output by hap.py do not consider

homozygous reference genotypes, thus this analysis allows us to better under-

stand the behavior of the tools. Since VarGeno is not able to manage indels, we

decided to not include them in this analysis.

Consistently with the precision and recall computed by hap.py, MALVA detects

between 5% and 10% more correct variants than VarGeno in all classes, at the

cost of producing more erroneous calls. We note that overall VarGeno filters out

2,004,259 of the 39,796,878 SNPs in the truth.

Both tool show similar pattern in erroneous calls. More precisely erroneously
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genotyped homozygous reference variants were mostly genotyped as heterozy-

gous reference and, vice-versa, erroneously genotyped heterozygous reference

variants were mostly genotyped as homozygous reference. On the other hand,

erroneous homozygous alternate variants in the donor were mostly genotyped as

heterozygous reference by VarGeno whereas MALVA evenly distributed the errors

between homozygous reference and heterozygous reference calls. Finally, erro-

neous heterozygous alternate variants in the donor were mostly genotyped as

homozygous alternate variants by MALVA, meaning that the method proposed in

this paper was able to detect the fact that one of the alleles was not the reference

allele.

Overall, the errors produced by both tools were “partial” errors in the sense

that they rarely mis-call both alleles of the donor.

4.5 Final remarks and future directions

In this chapter we presented MALVA, the first efficient alignment-free genotyping

tool that is able to handle multi-allelic variants and indels. We compared MALVA

with VarGeno, the state-of-the-art alignment-free genotyping tool, showing that

our method is less memory intensive, achieves better recall, handles dozens of

millions of variants effectively, and is also able to genotype indels and multi-

allelic variants. These fundamental features allow our method to exploit the

whole information in input, without filtering out any data that might be crucial

in downstream analyses. Most notably, MALVA’s ability to genotype indels allows

to apply alignment-free techniques to many clinical contexts, including screens

for genetic predispositions for disease linked to the presence of indels [128, 171].

We also compared our tool with two variant discovery pipelines, namely

GATK and BCFtools, showing that MALVA is an order of magnitude faster while

achieving better accuracy on indels and similar accuracy on SNPs.

Overall, MALVA proved to be an accurate and efficient alternative to alignment-

based pipelines for variant calling and the experimental evaluation we performed

showed the usefulness of the formalization of signature of an allele. However,

although using the concept of signature proved to be effective in this context,

in some edge cases two alleles might share the same signature and our method
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will not be able to discern between the two. A simple solution to reduce the oc-

currences of different alleles sharing the same signature is to increase the value

of k. Unfortunately, increasing k beyond 40–50 has two main drawbacks: (i)

it is computationally expensive and (ii) due to errors, the probability that such

k-mers appear in the input reads decreases. To face this limitation, future works

should investigate the effect of using multiple k-mers spanning each allele and

exploit the k-mers flanking the potential occurrence of an allele in the read.

Future steps will be also devoted to improving the efficiency of MALVA by

exploiting the parallel architecture of modern machines, and to extending the

method to discovery and genotype de novo variants, i.e. variants that exist in a

child but do not exist in both its parents, as done by tools like COBASI [49] and

kevlar [149].

Finally, another possible future direction consists in designing an alignment-

free method for genotyping known variants using long reads such those produced

by the latest PacBio and Oxford Nanopore technologies. Indeed, MALVA is specif-

ically designed for dealing with Illumina short-read data and cannot be directly

applied to long-read data due to their higher error rate.



Chapter 5

Conclusions

The analysis of NGS data allows to improve the quality of our lives by enhancing

our understanding of genetic diversity and genetic diseases. In this thesis we

presented two novel algorithmic approaches for the analysis of NGS data. Our

goal was to propose good alternatives to current state-of-the-art approaches and,

in the meantime, solve open computational problems.

The first approach we presented is ASGAL, a tool that identifies the alternative

splicing events supported by an RNA-Seq sample by performing an accurate

alignment to a splicing graph. Differently from current approaches that rely

on transcript reconstruction or spliced alignment against a reference genome, we

devised a novel algorithmic technique solving the open problem of approximately

matching a string against a labeled graph via the use of succinct data structures.

As proved by our experimental evaluation, aligning reads to a splicing graph is

a valid alternative to spliced alignment to a reference genome and it allows to

accurately detect alternative splicing events supported by an RNA-Seq sample.

Indeed, by tailoring the alignment step to the identification of alternative splicing

events, ASGAL is able to detect events that are novel with respect to a gene

annotation even when a single transcript per gene is supported by the RNA-Seq

sample.

The second approach we presented is MALVA, a tool for genotyping known

Single Nucleotide Polymorphisms and indels from a NGS sample. The most

used approaches for variant genotyping rely on read alignment. Conversely, we

proposed an alignment-free approach that is able to genotype a set of known
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variant directly from the raw reads contained in a NGS sample. The open prob-

lem we aimed to solve was the design of an alignment-free algorithmic technique

able to genotype indels and multi-allelic variants. Indeed all the alignment-free

approaches proposed in the literature can manage only single-allelic Single Nu-

cleotide Polymorphisms. Thanks to its alignment-free approach, MALVA is really

fast, requiring one order of magnitude less time than alignment-based pipelines,

while achieving similar accuracy. Remarkably, MALVA achieves the best accuracy

in genotyping indels.

An in-depth analysis of alternative splicing events and small genomic varia-

tions that may occur between different individuals is essential for a better un-

derstanding of genetic diversity and for discovering the causes behind diseases

and tumors. For this reason, future developments will focus on the enhancement

of the two tools presented in this thesis.

Moreover, since the two topics tackled in this thesis, i.e. alternative splicing

and small genomic variants, are closely related, further steps will also focus on

investigating if the proposed algorithmic approaches, or part of them, can be

combined in a single tool. The main goal would be the development of a tool

for the detection of alternative splicing events that is also able to impute them

to one or more genomic variants in order to facilitate any downstream analysis.

Finally, future work will be also devoted to investigating the problem of

detecting structural variations from NGS data in an alignment-free fashion. We

are motivated by our interest in developing knowledge in this context and we

believe that the alignment-free approach we presented may be a good starting

point for tackling such a problem.
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