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Abstract

Recent advances in several research fields of Life Sciences, such as Bioinformatics, Com-
putational Biology and Medical Imaging, are generating huge amounts of data that require
effective computational tools to be analyzed, while other disciplines, like Systems Biology,
typically deal with mathematical models of biochemical networks, where issues related to the
lack of quantitative parameters and the efficient description of the emergent dynamics must
be faced. In these contexts, High-Performance Computing (HPC) infrastructures represent
a fundamental means to tackle these problems, allowing for both real-time processing of
data and fast simulations. In the latest years, the use of general-purpose many-core devices,
such as Many Integrated Core coprocessors and Graphics Processing Units (GPUs), gained
ground. The second ones, which are pervasive, relatively cheap and extremely efficient
parallel many-core coprocessors capable of achieving tera-scale performance on common
workstations, have been extensively exploited in the work presented in this thesis.

Moreover, some of the problems described here require the application of Computa-
tional Intelligence (CI) methods. As a matter fact, the Parameter Estimation problem in
Systems Biology, the Haplotype Assembly problem in Genome Analysis as well as the
enhancement and segmentation of medical images characterized by a bimodal gray level
intensity histogram can be viewed as optimization problems, which can be effectively ad-
dressed by relying on CI approaches. In the case of the Parameter Estimation problem,
Evolutionary and Swarm Intelligence techniques were exploited and coupled with novel
GPU-powered simulators—designed and developed in this thesis to execute both coarse-
grained and fine-grained simulations—which were used to perform in a parallel fashion the
biochemical simulations underlying the fitness functions required by these population-based
approaches. The Haplotype Assembly and the enhancement of medical images problems
were both addressed by means of Genetic Algorithms (GAs), which were shown to be very
effective in solving combinatorial problems. Since the proposed approaches based on GAs
are computationally demanding, a Master-Slave paradigm was exploited to distribute the
workload, reducing the required running time.

The overall results show that coupling HPC and CI techniques is advantageous to address
these problems and speed up the computational analyses in these research fields.
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Introduction

Nowadays, the recent advances in several biomedical research fields, such as Bioinformatics,
Computational Biology and Medical Imaging, are generating a huge amount of data on
an ongoing basis [170, 461, 135]. On the other hand, different disciplines related to Life
Sciences (e.g., Systems Biology) require computational methods capable of dealing with
the lack of quantitative data, especially when large-scale biological systems are taken into
account. Processing and analyzing this ensemble of data in a reasonable time, even in
real-time, or solving the issues related to the paucity of information to investigate the
functioning of complex cellular systems, are difficult tasks that can be addressed by relying
on High-Performance Computing (HPC) infrastructures. In the biomedical research context,
for instance, grid computing and computer clusters have been largely used due to their
peculiarities that allow researchers to access global-scale resources. These infrastructures are
generally flexible and characterized by a high scalability, which allows for achieving high
performance by exploiting any available computational methods with minimal changes to
the original code. During the latest years, the use of general-purpose many-core devices,
such as Many Integrated Core (MIC) coprocessors and Graphics Processing Units (GPUs),
gained ground. As a matter of fact, traditional computational methods and software tools
designed and developed in research fields related to Life Sciences share a common trait: they
easily become computationally demanding on Central Processing Units (CPUs), hindering
their applicability in many circumstances. In order to overcome this limitation, GPUs
have been widely adopted as an alternative approach to classic parallel architectures for
the parallelization of computational methods in Bioinformatics, Computational Biology
and Systems Biology, as extensively reviewed in [308]. GPUs were initially developed
to deal with the calculations required by real-time three-dimensional computer graphics,
by exploiting their underlying parallel architecture and thus freeing the CPU for further
calculations [302]. Since GPUs are pervasive, relatively cheap and extremely efficient
parallel many-core coprocessors, they are drawing an ever-growing attention by the scientific
community. As a matter of fact, even common consumer machines are equipped with
GPUs that allow the access to tera-scale performance on common workstations (and peta-
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scale performance on GPU-equipped supercomputers [220]). They can markedly decrease
the running times required by traditional CPU-based software, still maintaining low-costs
and energetic efficiency. However, we highlight that, in general, the implementation of
computational methods able to fully exploit the peculiar architecture of GPUs is challenging,
since specific programming skills are required and a complete algorithm redesign is often
necessary to fully leverage the computational power of these many-core devices.

Objectives of the work
Given the effectiveness of HPC solutions, the research activity discussed in this thesis focused
on the design, development and application of HPC approaches to solve computationally
expensive tasks in different disciplines of Life Sciences, proposing new solutions capable
of efficiently dealing with both the lack of quantitative data and the request of an effective
processing of huge amounts of data. In particular, the four major problems addressed in this
thesis are:

1. the definition of efficient tools to simulate and investigate the emergent dynamics of
biological systems;

2. the estimation of unknown parameters of mathematical models of biochemical systems;

3. the Haplotype Assembly problem in Genome Analysis;

4. the enhancement and segmentation of medical images characterized by bimodal gray
level intensity histograms.

It is worth noting that each of these problems also benefited from the use of Computational
Intelligence (CI) algorithms, since they are all related to finding an optimal solution in
a huge search space of candidate solutions. Evolutionary Computation (EC) [105] and
Swarm Intelligence (SI) [224] are two different CI strategies that allow for measuring
the quality of each candidate solution according to a specified fitness function, as in the
case of mathematical optimization problems. In particular, the main concept underlying
the EC methods is the evolution process that exploits genetic operators (i.e., selection,
mutation and crossover) to evolve a population of candidate solutions. On the contrary, SI
approaches rely on the emergent intelligence arising from the collective effort of simple
agents reciprocally sharing information about the explored search space to find an optimal
solution with respect to the defined fitness function. The optimization problems considered
in this thesis can be partitioned into two different classes: continuous (e.g., Parameter
Estimation) and discrete (e.g., Haplotype Assembly) problems, which can be effectively
tackled either by means of EC or SI techniques. EC methods, like Genetic Algorithms (GAs),
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have been successfully applied to optimize discrete problems, while other methods, such as
Particle Swarm Optimization (PSO) or Covariance Matrix Adaptation Evolution Strategy
(CMA-ES), obtain better performance on real-valued problems.

All the methods based on EC and SI proposed in this thesis require a lot of fitness function
evaluations, and they are employed to address problems that are intrinsically computational
demanding. Since the calculations of the fitness functions are independent and some problems
can be decomposed in sub-problems, parallel and distributed architectures can be used to
reduce the required running time. Among all possible architectures, GPUs, MICs and multi-
core CPUs have been used to accelerate the proposed methods, and the results discussed in
this thesis confirm that the coupling of HPC architectures with CI represents an extremely
suitable mean to achieve fast and efficient solutions to the aforementioned problems.

Figure 1 shows the main areas discussed in this thesis together with their conceptual
interconnections. Namely, green hexagons represent Systems Biology and biochemical
simulations; blue hexagons indicate mathematical optimization solved using EC [105] and
SI [224] methods; orange hexagons symbolize the issues related to Genome Analysis; purple
hexagons represent the Medical Imaging area, specifically focusing on the enhancement and
segmentation of Magnetic Resonance (MR) images.

Research questions in Systems Biology
Problems 1 and 2 mentioned above pertain to Systems Biology, a multidisciplinary research
field relying on the cross-talk between mathematical, computational and experimental tools.
As a first step, rigorous mathematical models describing—at the desired level of detail—
the complex, dynamical and non-linear nature of the biological systems must be defined.
After a validation step through ad hoc laboratory experiments, mathematical models can
be used to investigate and analyze the behavior of the biological systems in conditions that
are hard or even impossible to measure with laboratory experiments. These computational
analyses allow for understanding the functioning of biological systems and their response to
environmental and structural perturbations [205], thus helping to formulate new hypotheses
that can be tested by means of further laboratory experiments. The knowledge derived from
these experiments can then be used to increase the detail of the mathematical models, as well
as suggest novel research directions [229], leading to an iterative cycle of model refinements
[84].

In this thesis, the conceptual framework of mechanistic modeling was taken into account
to model biochemical networks. This modeling approach provides a detailed description
of the molecular mechanisms that drive the interactions between the components of the
biochemical network under analysis [71]. As a matter of fact, mechanistic models represent
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Fig. 1 Overview of the topics discussed in this thesis. Different colors have been used to
represent the distint research fields and the exploited methodologies: green for Systems
Biology and the tools for biochemical simulations (Chapters 1 and 4) accelerated by means of
both MIC and GPUs; blue for mathematical optimization, which is the basis for the Parameter
Estimation problem (Chapters 1 and 5), solved using EC and SI methods; orange for Genome
Analysis (Chapters 1 and 6) that has been tackled by exploiting GAs and multi-core CPUs;
purple for Medical Imaging, focusing on the enhancement and segmentation of MR images
characterized by bimodal histograms (Chapters 1 and 7), addressed by means of GAs and
multi-core CPUs. The EC and SI algorithms, exploited during this thesis, are presented in
Chapter 2, while the HPC architecture used to accelerate the proposed methodologies are
described in Chapter 3. This work aims at providing fast and reliable computational tools
to achieve the aforementioned tasks, paving the way for further works integrating different
disciplines for a deeper analysis of biomedical investigations.

the most prominent formalism to achieve a detailed comprehension of biological systems,
since they allow for quantitative predictions of cellular dynamics. Among all possible
mathematical formalizations that can be used to define mechanistic models, Reaction-Based
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Models (RBMs) were considered in this thesis [41]. This choice was based on the following
motivations: (i) RBMs are more easily readable and comprehensible with respect to other
mathematical formalisms, such as differential equations. This is mostly important when
experimental biologists are involved in the modeling phase and in the execution of the
simulations and analyses of biological systems; (ii) RBMs are a flexible formalism that
can be easily extended or modified during further model refinements, by simply adding
or removing new reactions and/or species to the sets of reactions and chemical species
previously defined; (iii) when an RBM is defined, it can be simulated by using both stochastic
and deterministic simulators, according to the mass-action kinetics [154, 84].

The simulation of mathematical models of complex biological systems is indispensable to
determine and predict the quantitative variation of the molecular species in time and in space.
Simulations can be performed by relying on deterministic, stochastic or hybrid algorithms
[466], which should be chosen according to the scale of the modeled system, the nature of its
components and the possible role played by the biological noise. Simulations and analyses of
mechanistic models can be performed if and only if a full model parameterization is properly
specified, that is, all kinetic parameters and the initial conditions (i.e., molecular amounts
or concentrations of the chemical species) are provided. Since a small change of even a
single kinetic parameter or an initial condition can drastically modify the dynamic behavior
of the system, the model parameterization should be as accurate as possible. Unfortunately,
kinetic parameters are usually expensive or even impossible to measure by means of in
vivo experiments, leading to the definition of the Parameter Estimation (PE) problem [285],
which aims at the inference of accurate parameters values1. The most naïve, diffused, error-
prone and time-consuming approach is the manually tuning of the model parameters [454].
Conversely, several automatic methods defined to identify a model parameterization that can
reproduce some target dynamics can be used to obtain repeatable results. Generally, solving a
PE problem consists in finding the model parameterization that allows for obtaining simulated
dynamics that overlap at best some target time-series measurements of the chemical species
involved in the system. This strategy is challenging since it generally leads to a non-linear,
non-convex and multi-modal optimization problem [311, 432]. Moreover, an additional
challenge has to be faced when data related to multiple time-series are available, each one
obtained by executing different experiments under different chemico-physical conditions
(e.g., temperature), replicated many times.

1Notice that to infer the kinetic parameters or the initial amounts of some species relying on PE procedures,
it is implicit to assume that all the reactions characterizing the model are known.
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Contribution In order to deal with the computational burden of biochemical simulations,
we designed and developed two deterministic GPU-powered biochemical simulators. The
former, named LASSIE (LArge-Scale SImulator) [425], was proposed to accelerate the
simulations of large-scale biological systems, characterized by thousands reactions and
molecular species. The latter, named FiCoS (Fine- and Coarse-grained Simulator) [428], was
designed to reduce the running time required by the PE and other computational methods
(e.g., Parameter Sweep Analysis [307] and Sensitivity Analysis [70]) that rely on a massive
number of simulations of large-scale models. Moreover, a stochastic simulator based on
the Stochastic Simulation Algorithm (SSA) [154] and accelerated by exploiting the MIC
coprocessors [427] was proposed. These simulators allow researchers to perform simulations
of biological system under physiological or perturbed conditions on common workstations.

The PE problem was tackled by exploiting several bio-inspired metaheuristics, all based
on global optimization approaches. Considering the PE of small-scale models we performed
a thorough analysis about the application of EC and SI approaches, showing that the PE
problem is completely different to the classic benchmark functions [311, 432]. Afterwards,
in order to deal with optimization problems characterized by multiple targets obtained under
different experimental conditions, we proposed a multi-swarm PE approach [430] based
on PSO. The PE problem of large-scale models was solved by coupling Fuzzy Self-Tuning
Particle Swarm Optimization (FST-PSO) with FiCoS [442].

Research questions in Genome Analysis
Problem 3 pertains to the research field of Genome Analysis in Bioinformatics, more precisely
to the reconstruction of the two distinct copies of each chromosome, called haplotypes, which
is an essential step to fully characterize the genome of an individual. The computational
problem of inferring the full haplotype of a cell, starting from read sequencing data, is
known as Haplotype Assembly, and consists in assigning all heterozygous Single Nucleotide
Polymorphisms (SNPs) to exactly one of the two chromosomes. SNPs are one of the most
studied genetic variations since they play a fundamental role in many medical applications,
such as drug-design, as well as in characterizing their effect on the expression of phenotypic
traits [195]. Indeed, the knowledge of the complete haplotypes is generally more informative
than analyzing single SNPs, especially in the study of complex disease susceptibility. Since a
direct experimental reconstruction of haplotypes still requires huge sequencing efforts and is
not cost-effective [240], computational approaches are extensively used to solve this problem.
In particular, two classes of methods exist for the haplotype phasing [404]. The first class
consists of statistical methods that try to infer the haplotypes from genotype samples in a
population. These data, combined with datasets describing the frequency by which the SNPs
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are usually correlated in different populations, can be used to reconstruct the haplotypes
of an individual. The second class of methods directly leverages sequencing data: in such
a case, the main goal is to partition the entire set of reads into two sub-sets, exploiting
the partial overlap among them to ultimately reconstruct the corresponding two different
haplotypes of a diploid organism [333]. Among the computational methods for Haplotype
Assembly, the Minimum Error Correction (MEC) is one of the most successful approaches.
A weighted variant of MEC, named weighted MEC (wMEC), was proposed in [169], where
the weights represent the confidence for the presence of a sequencing error and the correction
process takes into account the weight associated with each SNP value of a read. These error
schemes generally regard phred quality score [129], which represents the probability that
a given base is called incorrectly by the sequencer, and are very valuable for processing
long reads generated by third-generation sequencing technologies, as they are prone to high
sequencing error rates [333]. MEC computes the two haplotypes that partition the sequencing
reads into two disjoint sets with the least number of corrections to the SNP values [457],
but unfortunately it was proven to be NP-hard [265]. Due to the NP-hardness of the MEC
problem, some methods exploiting heuristic strategies have been proposed (see for instance
[121, 239, 457, 459]).

Contribution In order to tackle the computational complexity of the haplotyping problem,
we proposed GenHap [433], which can efficiently solve large instances of the wMEC problem.
GenHap is a novel computational method based on GAs that yields optimal solutions by
means of a global search process, without any a priori hypothesis about the sequencing
error distribution in the reads. The computational complexity is reduced by relying on
a divide-et-impera approach, which was distributed exploiting a Master-Slave computing
paradigm that allows for speeding up the required computations, reducing the computational
burden.

Research questions in Medical Imaging
Problem 4 pertains to the research field of Medical Imaging, which plays a key role in the clin-
ical workflow thanks to its capability of representing anatomical and physiological features
that are otherwise inaccessible for inspection, thus proposing accurate imaging biomarkers
and clinically useful information [367, 243]. Due to the appearance of the depicted objects
as well as the information conveyed by the pixels, medical images are considerably different
from the pictures usually analyzed in Pattern Recognition and Computer Vision. As a matter
of fact, medical imaging techniques exploit several different principles to measure spatial
distributions of physical attributes of the human body, allowing us to better understand
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complex or rare diseases [441]. The effectiveness of these techniques can be reduced by
a lot of phenomena, such as noise and partial volume effect [441], which might affect the
measurement processes involved in imaging and data acquisition devices. Image contrast
and details might also be impaired by the procedures used in medical imaging, as well as
by the physiological nature of the body part under investigation. Moreover, medical images
actually convey an amount of information related to high image resolution and high pixel
depth, which could overwhelm the human vision capabilities in distinguishing among dozens
of gray levels [325]. Thus, improvements in the appearance and visual quality of medical
images are essential to allow physicians to attain valuable information that would not be
immediately observable in the original image, and assisting them in anomaly detection,
diagnosis, and treatment. In this context, image enhancement techniques aim at realizing a
specific improvement in the quality of a medical image: the enhanced image is expected to
better reveal certain features, compared to their original appearance [104].

In the clinical routine, Contrast-Enhanced (CE) MRI is a diagnostic technique that enables
a more precise assessment of the imaged tissues, resulting the most prominent modality
to obtain soft-tissue imaging [54], especially in oncology, since it provides significant
improvements—in terms of image contrast and resolution—between lesion and healthy
tissue [288]. However, MRI data are affected by acquisition noise [417] and are also prone
to imaging artifacts, related to magnetic susceptibility and large intensity inhomogeneities of
the static magnetic field (i.e., streaking or shadowing artifacts [33]), especially by using high
magnetic field strengths. These aspects make MR image enhancement a challenging task
devoted to improve the outcome of automatic segmentation. Medical image segmentation
concerns both detection and delineation of anatomical or physiological structures from the
background, distinguishing among the different components included in the image [27].
This allows for the extraction of clinically useful information and features in medical image
analysis [367, 218]. Accordingly, computer-assisted approaches enable quantitative imaging
[122], aiming at accurate and objective measurements from digital images regarding a Region
of Interest (ROI) [482, 243]. Indeed, image segmentation is still one of the most challenging
research areas especially in medical image analysis [122]. Accurately delineating the ROIs
is a critical task, since manual segmentation procedures are time-expensive, error-prone, and
operator-dependent (i.e., not ensuring result repeatability).

Contribution The existing image enhancement approaches generally attempt to improve
the contrast level of the whole image and do not address the issues related to overlapped gray
level intensities; by so doing, neither the region contour sharpness nor the image thresholding
results can be improved. However, determining the best pre-processing of an image—able
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to preserve the structural information of the image while enhancing the underlying bimodal
distribution of the histogram bins—is a complex task on a multi-modal fitness landscape.
For this reason, we proposed MedGA [379], a novel image enhancement technique based on
GAs that aims at strengthening the sub-distributions in medical images with an underlying
bimodal histogram of the gray level intensities. We developed also a Master-Slave version
of MedGA to distribute on multiple cores the analysis of the batch of slices obtained by the
CE-MRI of a single patient.

Thesis structure

This thesis is structured as follows. In the first part (Chapters 1–3) the prerequisites necessary
for the development of the proposed solutions are introduced. In the second part (Chapters
4–7), the novel computational approaches proposed in the thesis, together with their appli-
cations, are described in details. These chapters constitute the original contribution of the
research activities proposed in this thesis. The last chapter finally provides a discussion of
this work and future research directions. More precisely:

• In Chapter 1, the complex problems addressed in this thesis are introduced. In the
first two sections, the principal modeling approaches for biochemical networks, along
with the simulations methodologies, are described. In this context, the role of model
parameters is shown and the PE problem defined. Afterwards, the Haplotype Assembly
problem is discussed and, finally, an introduction to medical images characterized by a
bimodal histogram is provided. For each problem, the main state-of-the-art approaches
are also presented.

• Chapter 2 starts with a description of classic and local optimization techniques. Then,
the most known EC and SI techniques are presented. Among them, GAs, PSO, and
two improved version of PSO relying on Fuzzy Logic are discussed in more details,
since the former was used to tackle the Haplotype Assembly and the enhancement of
MR images, while the latter to address the PE problem.

• In Chapter 3, the main features of the most known HPC paradigms are described,
analyzed and discussed, starting from traditional architectures (grid computing and
compluter clusters) to many-core solutions (MICs and GPUs). General-Purpose GPU
computing is described in details along with the Compute Unified Device Architecture
(CUDA), which has been exploited to develop both LASSIE and FiCoS.
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• In Chapter 4, we describe the two deterministic GPU-powered biochemical simulators
(i.e., LASSIE and FiCoS), as well as the stochastic simulator accelerated by means of
MICs coprocessors. We show, in particular, that FiCoS drastically reduces the running
time required by the Parameter Sweep Analysis of two real RBMs. We also propose
an empirical analysis that might facilitate the selection of proper HPC architectures to
parallelize SSA, depending on the number of required independent simulations.

• Chapter 5 describes the PE problem and its solution by means of EC and SI techniques.
A comparison of the efficiency of different EC and SI techniques in solving benchmark
functions with respect to the PE problem is also presented [311, 432]. Then, a PE
methodology designed to deal with the availability of experimental data measured in
multiple initial conditions is discussed. Finally, a PE methodology combining FiCoS
and a Fuzzy Logic-based version of PSO is presented to solve the PE of large-scale
models of biological systems [442].

• In Chapter 6, GenHap is described in details along with the obtained results. The results
show that GenHap always obtains high accuracy solutions (in terms of haplotype error
rate), and is faster than a state-of-the-art approach, considering both short and long
reads generated by second and third-generation sequencing technologies, respectively.
We also assessed the performance of GenHap on two different real datasets, showing
that future-generation sequencing technologies can highly benefit from GenHap, thanks
to its capability of efficiently solving large instances of the Haplotype Assembly
problem.

• Chapter 7 focuses on MedGA. First, the method for image enhancement and its results
are presented, showing that MedGA is capable of outperforming the state-of-the-art
approaches. Afterwards, a segmentation pipeline based on MedGA is proposed and
the achieved results discussed in details. The results highlight that applying MedGA as
a pre-processing step, the MR image segmentation accuracy is considerably increased,
allowing for measurement repeatability in clinical workflows.

• In the last chapter some conclusive remarks about the presented works are given.
Possible improvements and future directions are also discussed.

• In Appendix A the RBMs of some real biochemical systems, exploited to test the
methodologies proposed in this thesis, are described.
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Chapter 1

Complex problems in Life Sciences

In this chapter, the main concepts and state-of-the-art methods about the four problems
addressed during this thesis (i.e., the simulation of (large-scale) biochemical models, the
Parameter Estimation (PE) problem of biochemical systems, the Haplotype Asssembly, the
enhancement and segmentation of medical images characterized by bimodal histograms) are
introduced and explained in details. In the first three sections, we present (i) the different
modeling approaches that can be exploited to describe biological systems, (ii) the simula-
tion methodologies that can be used to investigate the dynamic behaviors of the modeled
systems, and (iii) the fundamental role played by the parameters on the emergent behaviors
of biological systems, along with the PE problem. In the following section, the Haplotye
Assembly problem, which is one of the most hot topics in Bioinformatics and Genome
Analysis, is introduced. Finally, in the last section we provide a description of the main
issues related to the enhancement and the segmentation of medical images characterized by
bimodal histograms.

1.1 Modeling biochemical systems

The representation of a biological system by means of a mathematical formulation, which
allows for understanding the phenomenon of interest, must take into account the scale of the
modeled system, the nature of its components, and the possible role played by the biological
noise. The chosen mathematical formulation should be capable of integrating the different
kinds of data obtained from laboratory experiments, as well as providing new hypotheses to
be tested in vivo. As a matter of fact, the mathematical formulation should allows us to: (i)
investigate the functioning of complex biological systems; (ii) characterize their emergent
properties exploiting the interactions among their fundamental components [10]; (iii) predict
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how these complex biological systems might behave in both physiological and perturbed
conditions.

Biochemical reaction networks can be described by relying on different modeling ap-
proaches, depending on the desired level of details. A plethora of computational methods
can then be used to simulate and analyze the properties of the modelled system. The choice
of the most appropriate mathematical and computational approaches is related to the purpose
of the study, and should take into account the specific biological problem under investigation,
as well as the complementary analysis performed by means of laboratory experiments. In
order to define the most appropriate mathematical model, the following factors must be
carefully considered: (1) the purpose (i.e., the scientific question) underlying the model; (2)
the expected information that should be collected from in silico analyses; (3) the available
data and their quality. These factors allow for properly determining the abstraction level of
the model that we should define and use.

The modeling approaches can be partitioned into two classes: (i) coarse-grained models
(e.g., interaction-based or constraint-based models), and (ii) fine-grained (e.g., mechanism-
based) models. The former class is suitable for the identification of the main components
or modules of the system under investigation, but they generally do not take into account
the majority of quantitative and kinetic properties of the system, resulting too often poor of
biochemical details. The latter class is composed of mechanism-based modeling approaches
that are characterized by the highest predictive capabilities about the functioning of the
system at molecular level. Nevertheless, they require detailed kinetic information about
the interactions between the molecular species occurring in the system. The lack of these
data may limit the applicability of such detailed modeling approaches. Figure 1.1 depicts a
complete overview of interaction-based, constraint-based and mechanism-based modeling
approaches, along with their main characteristics.

The interaction-based modeling approaches exploit graphs to describe biochemical net-
works: the nodes represent the chemical species, while the edges represent the existing
connections between two species by means of some kind of biochemical or functional in-
teractions. Due to their simplicity and the low computational burden, this methodology is
suited for modeling large-scale networks (e.g., genome-wide), a task that has become more
and more suitable also thanks to the last high-throughput technologies, which generate a
huge amount of data about living systems [407]. The main analyses that can be performed
on these interaction graphs are related to the topological characteristics of the network, such
as shortest paths, degree distribution or clustering coefficient, allowing for determining the
main features of the structural organization of the network at the large-scale level. These
analyses are suitable for understanding the processes underlying the evolution of the network
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Interaction-based

 
Network size: large-scale

Analysis level: static 

Predictive capability: qualitative 

Time: no

Stoichiometry: no

Parameters: no

Compartments: no 

Well-stirred/diffusion: no

Constraint-based

 
Network size: large-scale

Analysis level: steady-state 

Predictive capability: quantitative

Time: no

Stoichiometry: yes

Parameters: no

Compartments: yes 

Well-stirred/diffusion: no

Mechanism-based

 
Network size: small-scale

Analysis level: dynamic 

Predictive capability: quantitative 

Time: continuous/discrete
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Fig. 1.1 Figure adapted from [71] showing the principal modeling approaches as well as
their main characteristics and differences. These modeling approaches can be partitioned
in coarse-grained (interaction-based, constraint-based) and fine-grained (mechanism-based)
models, which vary in terms of: (i) size of the system (i.e., number of components and
respective interactions); (ii) computational demand required for in silico analysis; (iii)
predictive capabilities. The interaction-baseds approaches allow for defining genome-wide
models, while the mechanism-based approaches are more suitable for core models. Regarding
the analysis, interaction-based models are generally exploited for the static and qualitative
investigation of the topological properties of the network; constraint-based models are used
to study the quantitative flux distributions at steady-state; due to their fully parameterization,
mechanism-based models are the best choice for the quantitative analysis of the system
dynamics.

structure [262], providing new insights about the components at the basis of the robustness
and redundancy in the biochemical network [29]. Bayesian Networks (BANs) [335] represent
another type of interaction-based models. In such a case, the vertices of the directed acyclic
graph are random variables, while the arcs represent conditional dependencies between the
vertices. BANs are a powerful framework to design probabilistic relationships between
the components (e.g., genes and their mutual regulations) of the biochemical system under
investigation. However, since in BANs it is not possible to include loops and feedback
mechanisms [56], they remain rarely used.

Constraint-based models include some quantitative information in addition to the network
structure previously discussed. Constraint-based models are generally exploited to explore
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the set of possible flux distributions (i.e., flows of metabolites [324]) in large-scale metabolic
networks. Among all possible sources of information, reaction stoichiometry (explained
in details in Section 1.1.1) represents the basic one that can be considered. However, this
information does not allow for fully determining the feasible states of the system. In order
to limit the search space of the candidate solutions of flux distributions, further constraints
should be exploited. The most used constraints are given by transcriptomic and enzyme
capacity, as well as thermodynamic constraints associated to the reversibility of the reactions.
In literature, several techniques have been proposed to the aim of investigating the feasible
flux distributions at steady-state. It is worth mentioning Flux Balance Analysis [324],
Extreme Pathway Analysis [348, 386], and Elementary Mode Analysis [444]. Since the
constraints are generally modeled as linear equations, the Simplex Method (described in
Section 2.1.1) is probably the most used approach to solve the resulting Linear Programming
problem that aims at identifying the optimal state of the system.

Mechanism-based models are generally used to quantitatively describe the system at
the level of functional biochemical interactions, obtaining the highest predictive capability
regarding the cellular dynamics. Due to this peculiarity, they represent the best solution to
achieve a detailed comprehension of biological systems [71], as they allow for reproducing
the temporal evolution of all the molecular species occurring in the model. Despite their
high predictive capability, they can be become easily unfeasible to be used due to the
required computational burden of the simulations and analyses that increases along with
the number of the components and interactions composing the system under investigation.
In addition, mechanism-based modeling approaches require the complete knowledge of
quantitative parameters (i.e., reaction stoichiometry, initial molecular concentrations/number
of molecules of the chemical species, and kinetic constants). Unfortunately, these parameters
are difficult or even impossible to measure by means of in vivo and ad hoc experiments. Thus,
the lack of these data can limit the applicability of this modeling approach. Mechanistic
models can be defined by means of different mathematical formalism, as described in Section
1.1.1.

1.1.1 Mechanistic modeling

The biochemical reaction networks taken into account in this thesis are assumed to obey the
mass-action kinetic (MAK) law [84, 78, 455, 301], which is the fundamental and empirical
law governing biochemical reaction rates. MAK states that in a diluted solution in dynamic
equilibrium, the rate of an elementary reaction is directly proportional to the product of
the concentrations of its reactants, raised to the power of the corresponding stoichiometric
coefficients [78, 301]. Since MAK is the most general framework to describe the biochemical
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kinetics, it is at the basis of the modeling approaches, simulation tools and PE methods
designed and developed in this thesis. In addition, all the biological systems considered in
what follows are assumed to be well-stirred, at thermal equilibrium and characterized by a
fixed volume.

Reaction-based models

Given a biochemical system Ω, the corresponding Reaction-Based Model (RBM) is defined
by specifying the set of N molecular species {S1, . . . ,SN} and the set of M biochemical
reactions {R1, . . . ,RM}. A generic reaction is described as follows:

Ri :
N

∑
j=1

ai jS j
ki−→

N

∑
j=1

bi jS j, i = 1, . . . ,M, (1.1)

where ai j, bi j ∈ N are the stoichiometric coefficients of the reactants and products species—
that is, the number of molecules of species S j that are consumed or produced when the
reaction takes place, respectively—and ki ∈ R+ is the kinetic constant associated with Ri.
The set of reactions {R1, . . . ,RM} can be written compactly in the matrix-vector form:

AS K−→ BS,

where S = [S1 · · ·SN ]
T is the N-dimensional column vector of molecular species, K =

[k1 · · ·kM]T is the M-dimensional column vector of kinetic constants, and A,B ∈ NM×N

are the so-called stoichiometric matrices whose (non-negative) elements [A]i, j and [B]i, j cor-
respond to the stoichiometric coefficients ai j and bi j of the reactants and the products of all
reactions, respectively. Besides A,B we can defined the state change matrix H = A−B asso-
ciated to the system, whose rows hi ∈ Z, with hi = (hi1, . . . ,hiN) = (bi1 −ai1, . . . ,biN −aiN),
are the state change vectors. Notice that each vector hi represents the stoichiometric change
of the species S j due to the reaction Ri. We also denote by H the state change matrix com-
posed of the elements hi, j = 0 of the species S j ∈ F, where F ⊂ S is the subset of species
whose amounts is kept fixed during the simulation of the dynamics of the whole system.
This strategy allows for simulating the non-limiting availability of some chemical resources,
and can be used to mimic the execution of in vitro experiments where some species are
continually introduced in Ω to keep their amount constant [82].

Null reactions (i.e., bi j = ai j = 0 for all j = 1, . . . ,N, indicated as /0
ki−→ /0), are not taken

into account in this thesis, as well as reactions in the form Ri: a jS j
ki−→ b jS j, for any a j and b j.

As a matter of fact, reactions in that form correspond to unfeasible biochemical processes that
convert a j molecules of the species S j in b j molecules of the same species. On the contrary,
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source and degradation reactions are considered feasible. A source reaction Ri (denoted as
/0

ki−→ products) is characterized by ai j = 0, for all j = 1, . . . ,N, while a degradation reaction

(denoted as reagents
ki−→ /0) is obtained by setting bi j = 0, for all j = 1, . . . ,N.

The state of the system Ω at time t is defined as x(t) = (x1(t), . . . ,xN(t)), where x j

represents the amount of the species S j at time t. In RBMs, the amount of chemicals
composing the biochemical system can be given either as concentrations (i.e., x j ∈ R)
or number of molecules (i.e., x j ∈ N). Concentrations are used to perform deterministic
simulations, while number of molecules are suitable for stochastic simulations. In the latter
case, the value ki is usually indicated by ci and represents the stochastic constant associated
to the reaction Ri (a real value representing the physical and chemical properties of Ri [153]).
The fundamental hypothesis underlying the stochastic formulation of chemical kinetics states
that the average probability of the reaction Ri to occur in the interval (t, t + dt) is equal
to cidt [153]. The dynamics of the system can then be calculated by using a stochastic
simulation algorithm, as described in Section 1.2.2, taking into account the probabilities of
all the reactions.

Notice that since a reaction simultaneously involving more than two reactants has a
probability to take place almost equal to zero, in this thesis only first and second-order
reactions (i.e., at most two reactant molecules of the same or different species can appear in
the left hand side of Equation 1.1) are considered. For this reason, the matrices A and B are
sparse.

Differential equations

Ordinary Differential Equations (ODEs) represents the traditional mechanistic modeling
approach in Systems Biology. The dynamics (i.e., rate of changes) of the chemical species
can be investigated by describing a biochemical reaction network Ω by means of a system of
coupled ODEs. For instance, starting from the following biochemical reactions involving
four species, namely S1, S2, S3 and S4:

S1 +S2

k1

⇄

k2

S3

k3

→ S4, (1.2)
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the following system of coupled ODEs can be derived by assuming the MAK law:

dx1
dt =−k1x1x2 + k2x3

dx2
dt =−k1x1x2 + k2x3

dx3
dt = k1x1x2 − k2x3 − k3x3

dx4
dt = k3x3

, (1.3)

where x j represents the concentration value of species S j
1.

More generally, given an arbitrary RBM it is always possible to obtain the corresponding
system of ODEs as follows:

dx
dt

= (B−A)T [k⊙xA], (1.4)

where A and B are the stoichiometric coefficient matrix of the reactants and products,
respectively, k is the column vector of the kinetic constants, x is the column vector of the
concentration values, and xA denotes the vector-matrix exponentiation form [78], where the
symbol ⊙ denotes the entry-by-entry matrix multiplication (Hadamard product). Formally, xA

is a M-dimensional vector whose i-th component is given by xAi1
1 · · ·xAiN

N , for i = 1, . . . ,M. It
is worth noting that each ODE appearing in Equation 1.4 is a polynomial function consisting
in at least one monomial, which is associated with a specific kinetic constant.

ODE models can be easily generalized by exploiting the Reaction Rate Equations (RREs)
[18]. Assuming that there exist N different chemical species involved in M different reactions,
for each species S j the following ODE is derived:

dx j

dt
=

M

∑
i=1

hi jαi(x,ki), for j = 1, . . .N, (1.5)

where αi is the so-called propensity function of the reaction Ri, defined according to the
reactant concentrations (contained in the state vector x) and the kinetic parameters of the
reaction. For instance, given the biochemical system defined in Equation 1.1.1, according to
the MAK law, since the reaction R1 involves the species S1 and S2, its propensity is −k1x1x2.

ODE models represent a powerful mathematical framework to simulate biochemical sys-
tems. However, the dynamics obtained by means of ODE solvers represent an approximation
of the system. As a matter of fact, ODE models do not take into account the stochasticity
that usually characterizes several biochemical systems [444]. As a way of example, many

1The ODE models described in this section could obviously exploit other biochemical kinetic laws, such as
Michaelis-Menten kinetic [301] or Hill functions, which are not explicitly taken into account in this thesis
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Fig. 1.2 Example of bistable (top panel, Schlögl model) and oscillatory (bottom panel,
Ras/cAMP/PKA model) dynamics. In both cases, a deterministic simulation (black line)
and 128 stochastic simulations (colored dotted lines) are compared. The Schlögl model (see
Appendix A.6) is a simple biochemical system characterized by bistability, in which two
steady states are reached starting from the same initial condition. The deterministic simulation
can reach only one of the possible states, while stochastic simulations allow for reproducing
the bistability characterizing this model. The Ras/cAMP/PKA model (see Appendix A.5)
plays a major role in the regulation of metabolism in the yeast Saccharomyces cerevisiae.
This model is characterized by oscillatory dynamics that can be correctly reproduced by
using both deterministic and stochastic simulations. As a matter of fact, the deterministic
simulation is able to reproduce the average trend of the dynamics.

cellular regulation networks are characterized by molecular species occurring in very low
amounts in the cell and, as such, they are often affected by noise [127]. Moreover, non
deterministic behaviors can arise from the randomness at the molecular scale, which produces
stochastic phenomena at the macromolecular scale (e.g., bistability). Since classical ODE
approaches are not capable of capturing the effects of stochastic processes, they cannot be
straightforwardly exploited to simulate and analyze bistability phenomena (see Figure 1.2,
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top panel), while stochastic approaches [173] are more suitable for an effective investigation
of macromolecular phenomena of this type. On the contrary, ODE models can be effectively
and efficiently used to simulate and analyze other kind of emergent dynamics, such as oscil-
latory systems (see Figure 1.2, bottom panel), thanks to their lower computational load with
respect to that required by stochastic approaches.

An extension of ODEs is represented by Stochastic Differential Equations (SDEs), such
as the Chemical Langevin Equations (CLEs) [156, 158]. These modeling approaches allow
for reproducing the dynamics of the systems by adding noise terms to the rate equations;
still, CLEs can only yield an approximation of the correct dynamics of the system under
investigation. CLEs can be properly used where the concentration of chemical species
corresponds to a high number of molecules. In such a case, the system can be modeled by
means of the following stochastic equation:

x(t + τ) = x(t)+
M

∑
i=1

hiN(αi(x(t))τ,αi(x(t))τ), (1.6)

where N(αi(x(t))τ,αi(x(t))τ) is a normally distributed random variable with mean µ =

αi(x(t))τ and variance σ2 = αi(x(t))τ . Nevertheless, when either the amount of molecules
is low (e.g., lower than 100) or the number of reactions that occurs in the time interval
(t, t + τ) is small, CLEs do not represent a good modeling solution.

Chemical Master Equation

The Chemical Master Equation (CME) can be exploited to model a biochemical system
Ω when a stochastic approach is required to investigate Ω, by describing the probability
distribution function associated to Ω itself [449]. The probability that the system will be in a
state x at time t, starting from an initial state x0 at time t0, is indicated as P(x, t|x0, t0). It can
be calculated by applying the CME as follows:

∂P(x, t|x0, t0)
∂ t

=
M

∑
i=1

(
αi(x−vi)P(x−vi, t|x0, t0)−αi(x)P(x, t|x0, t0)

)
, (1.7)

where hi is the state change associated to the reaction Ri and αi(x) is the propensity function
of Ri. Given an arbitrary couple of initial state x0 and initial time t0, CME allows for exactly
calculating the probability that the system will be in the state x at time t. However, the
analytical solution of the CME is generally untractable. In Section 1.2.2 it will be shown
how to deal with this issue.
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Rule-based models

Rule-based models represent an extension of RBMs suitable for dealing with the combinato-
rial complexity that derives from multiple protein-protein interactions, which generally cause
an explosion of the reactions as well as of the intermediate molecular complexes [196]. This
modeling approach has a higher level of abstraction with respect to RBMs: the molecules are
represented by means of “objects" with extended features, while the chemical reactions are
defined as rules involving these objects, instead of specific chemical species. This strategy
allows for reducing both the size and complexity of the model under investigation [197].

In order to simulate a rule-based model, two main approaches exist. The former consists
in re-expanding the model by explicitly enumerating all the chemical species and reactions
[280], obtaining an RBM that can be simulated by applying a stochastic or a deterministic
method. This approach generates large-scale models characterized by hundreds or thousands
of species and reactions, which are generally difficult to simulate. The latter relies on
“network-free" Monte Carlo [480] methods, by explicitly representing all the molecules
composing the system. However, this strategy cannot be applied in case of large-scale
models due to the required prohibitive spatial computational complexity. Some “hybrid"
particle-counters approaches have been proposed to deal with this issue: they represent the
chemical species that appear in large numbers by means of normal variables [87].

In this thesis, the rule-based modeling is used to generate large-scale RBMs that are then
simulated by means of FiCoS (Fine- and Coarse-grained Simulator) [428], as described in
Section 4.3.

1.2 Simulation algorithms for mechanism-based models

Given a biochemical system modeled by exploiting one of the mechanistic approaches
described in the previous section, its dynamics can be obtained by using a simulation
methodology, which is generally strongly related to the chosen modeling formalism. Notice
that it is not sufficient to describe the biochemical system as a simple interaction network to
perform the simulation of a mechanistic model. As a matter of fact, both deterministic and
stochastic simulation techniques require that a proper kinetic parameterization and the initial
state of the system are known, which must be provided as part of the model. In the following
sections the most common simulation techniques are described in details.
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1.2.1 Deterministic simulation

Deterministic simulations rely on ODE modelling approach: given the system of ODEs,
along with a set of kinetic constants as well as an initial state at time t0, the temporal evolution
of the biological system in the interval [t0, tmax] can be obtained by means of a numerical
integration algorithms.

We remind that, given a system of N ODEs (one for each species occurring in the
biochemical system), its Cauchy problem is defined as:dx

dt = f (t,x)

x(t0) = x0
, (1.8)

where x(t) = (x1(t),x2(t), . . . ,xN(t)) is the state of the system, x j(t) represents the concen-
tration of species S j at time t, and t ∈ [t0, tmax].

Euler method

The most straightforward and basic numerical algorithm for solving systems of ODEs is the
Euler’s method (EM), defined by the mathematician Euler in 1768 [59]. It is an iterative
algorithm in which the differential equation is considered as a simple formula to calculate
the slope of the tangent to the unknown curve described by the system of ODEs. To be more
precise, in the case of a single ODE x′(t) = f (t,x(t)), given the initial point x(t0) = x0 and
a fixed step-size h, the ODE is used to calculate the slope of the curve in each point, by
exploiting the value of the previous point as follows:

xn+1 = xn +h f (tn,xn),

where xn ≈ x(tn). Note that xn is an approximation of the real solution to the ODE at time tn.
EM can be derived by considering the Taylor expansion of the function f around a point t0:

x(t0 +h) = x(t0)+hx′(t0)+
1
2

h2x′′(t0)+O(h3).

EM is obtained by substituting x′ with f (t,x), which corresponds to the differential equation
definition, and ignoring the quadratic and higher-order terms. EM results in a first-order,
explicit, single- and fixed-step approximation method, whose error at each time t is O(h2).
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Besides the explicit version of the EM, we can derive the implicit version [67] (also
called Backward EM) of this simple method as follows:

xn+1 = xn +h f (tn+1,xn+1).

Since the new approximation xn+1 appears on both sides of the equation, a non-linear equation
for the unknown term xn+1 must be solved during each iteration of the method.

Backward EM is the simplest Backward Differentiation Formulae (BDF), since it repre-
sents the BDF of order 1. The general formula for a BDF can be written as

q

∑
i=0

αix(t − ti) = hβ0 f (t,x(t)), (1.9)

where the coefficients αi (with α0 = 1) and β0 are chosen according to the order q of BDF
[438], and h is user-defined. Note that, for q > 6, the absolute stability region of the resulting
BDF methods is too small, so that these BDFs are characterized by numerical instability
[147]. Therefore, BDFs with an order q greater than 6 are not used. Considering a system of
ODEs, since each BDF is an implicit method, at each time step it requires the solution of a
non-linear system of equations, which can be solved by using the iterative Newton–Raphson
method [35]. This system can be written as follows:

g(x(t))≡ x(t)−hβ0 f (t,x(t))+ cx(t) = 0, (1.10)

where cx(t) = ∑
q
i=1 αix(t − ti) is a constant quantity depending on previous values of the

state of the system x(t) and on the order q.
The Newton–Raphson method allows for finding successively better approximations z of

the zeros of a real-valued function f (z) = 0, and it is repeated until a sufficiently accurate
value is reached. The approximation at iteration n is calculated as follows:

zn+1 = zn −
f (zn)

f ′(zn)
. (1.11)

This idea can be extended to a system of non-linear equations, by using the Jacobian matrix
J(t,x(t)) of f (t,x(t)). Therefore, the following system must be solved:J(xi)vxi =− f (xi)

xi+1 = xi +vxi
, (1.12)
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where vxi is the vector used to update xi, and xi+1 at time t can be written as

xi+1(t) = xi(t)−
(

I− ∂ f
∂x

)−1

g(xi(t)). (1.13)

Since the calculations required to invert the matrix

(
I− ∂ f

∂x

)
are computationally expensive,

we can derive the following linear system:(III −hβ0
∂ fff
∂x (t,x

i(t))∆∆∆vvvi =−g(t,xi(t))

xi+1(t) = xi(t)+∆∆∆vvvi
, (1.14)

where ∆∆∆vvvi is the vector solution of the linear system (Equation 1.14) at iteration i, and I is
the identity matrix. The ∆∆∆vvvi vector is used to update the iteration vector xi+1(t) required by
the Newton-Raphson method.

Since the evaluation of the Jacobian matrix at each iteration is computationally expensive,
the modified Newton–Raphson method [403] can be exploited to reduce the computational
load. Thus, the iteration matrix is evaluated once at the beginning of each step, based on the
predicted value x0(t), and it is used for all the iterations during the current step. The linear
system can be solved by using a linear system solver, such as the LU factorization method
[30]. The Newton-Raphson method is iterated until the maximum number of iterations is
reached, or a sufficiently accurate value is achieved (i.e., smaller than a user-defined tolerance
value εNR). When this method ends, the state of the system is updated as x(t +h) = xi+1(t).

Runge-Kutta methods

The mathematicians Runge and Kutta introduced a family of methods to mitigate the error of
EM, by extending the basic idea of the EM itself [59]. A generic Runge-Kutta (RK) method
of order r—the value describing the desired local truncation error, i.e., O(hr+1)—and s stages
is defined as:

x(tn+1)≃ xn+1 = xn +h
s

∑
i=1

βili, (1.15)

The auxiliary variables li are given by the following relationship:

li = f (tn + cih,xn +h
s−1

∑
j=1

αi jl j),with i = 1, . . . ,s. (1.16)
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Table 1.1 Butcher tableau of a generic Runge-Kutta method.

c1 α11 α12 · · · α1s

c2 α21 α22 · · · α2s
...

...
... . . . ...

cs αs1 αs2 · · · αss

β1 β2 · · · βs

β ∗
1 β ∗

2 · · · β ∗
s

=
c ΛΛΛ

βββ
T

The coefficients αi j, βi and ci allow for characterizing every RK method, which can be
represented in the so-called Butcher tableau (see Table 1.1).

The RK methods are partitioned into three classes based on the coefficients represented
in their Butcher tableau. To be more precise, the following rules are applied:

• if the matrix ΛΛΛ is lower triangular (i.e., αi j = 0 for j > i, with i, j = 1, . . . ,s), then the
method is said to be explicit;

• if the matrix ΛΛΛ is lower triangular including the main diagonal, the method is called
semi-implicit;

• conversely, the method is implicit. In such a case, in order to calculate the auxiliary
variables li, with i = 1, . . . ,s, at least one non-linear system must be solved. As a matter
of fact, each li depends on all l j, with j = 1, . . . ,s.

Generally, implicit RK methods are exploited for the resolution of stiff problems due to
their stability regions. Stiffness is a well-known phenomen characterizing the numerical
solution of ODEs. It is a subtle, difficult and important concept that depends on the ODE
to be solved, the initial conditions, as well as the numerical method taken into account. An
ODE is considered stiff if the sought solution varies slowly, but at the same time nearby
solutions varying rapidly exist. In this condition, explicit methods may use small integration
step-size to obtain satisfactory results, increasing the required running time. Systems of
ODEs related to biochemical systems are often affected by stiffness [194]. Note that a system
of biochemical reactions may be stiff when two well-separated dynamical modes, determined
by fast and slow reactions, occur [158].

The most simple RK method is the midpoint method (also called RK2), which is a
second-order method with two stages. Considering a single ODE, its Butcher tableau is
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Table 1.2 Butcher tableau of the midpoint method, which corresponds to a two stages
Runge-Kutta method of second-order.

0
1
2

1
2

0 1

shown in Table 1.2, which corresponds to:

xn+1 = xn +h f
(

tn +
1
2

h,xn +
1
2

h f (tn,xn)
)
.

In such a case, the slope is calculated twice: (i) the slope of the curve is calculated from tn to
tn+h; (ii) this value is used to obtain the slope at the midpoint tn+ 1

2h. The midpoint method
has a local error at each step of order O(h3), while the global error is of order O(h2).

The most popular explicit single- and fixed-step RK method is called RK4, which is
a fourth-order method. According to its Butcher tableau (see Table 1.3), the following
quantities must be calculated:

l1 = f (tn,xn),

l2 = f
(

tn +
1
2

h,xn +
1
2

hl1
)
,

l3 = f
(

tn +
1
2

h,xn +
1
2

hl2
)
,

l4 = f
(

tn +h,xn +hl3
)
.

Starting from these quantities, the new point xn+1 is calculated as the weighted average of l1,
l2, l3 and l4:

xn+1 = xn +
1
6

h(l1 +2l2 +2l3 + l4).

RK4 has a final error of order O(h4), which allows for obtaining an improved approximation
of the unknown curve.

In contrast to the multi-step methods, RK methods are single-step methods in which
it is possible to change the step-size during the ODE resolution, according to the desired
error, which is controlled by means of two tolerances (i.e., absolute and relative tolerances).
Adaptive RK methods are characterized by two embedded methods, as shown in the Butcher
tableau (Table 1.1) with βi and β ∗

i , with i = 1, . . . ,s.
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Table 1.3 Butcher tableau of the RK4 method, which is a fourth-order Runge-Kutta method.

0
1
2

1
2

1
2 0 1

2

1 0 0 1
1
6

1
3

1
3

1
6

The most known explicit adaptive RK methods are: (i) the Runge–Kutta–Fehlberg (RKF)
[134, 277, 176, 133] method that implements two methods of orders 5 and 4, respectively;
(ii) the Dormand–Prince (DOPRI) method [116, 115, 176]. To be more precise, in this thesis
we exploited the DOPRI5 version, which is a method of order 5. Both RKF and DOPRI5
are capable of varying the integration step-size during the resolution of the ODE system by
exploiting their embedded methods.

Runge–Kutta–Fehlberg. Given a single ODE to be solved, according to the Butcher
tableau given in Table 1.4, RKF requires two different approximated solutions un+1 and
wn+1, which are generated as follows:

un+1 = xn +
25
216

l1 +
1408
2565

l3 +
2197
4104

l4 −
1
5

l5,

wn+1 = xn +
16

135
l1 +

6656
12825

l3 +
28561
56430

l4 −
9

50
l5 +

2
55

l6,
(1.17)

where
l1 = h f (t,xn),

l2 = h f
(

tn +
1
4

h,xn +
1
4

l1
)
,

l3 = h f
(

tn +
3
8

h,xn +
3

32
l1 +

9
32

l2
)
,

l4 = h f
(

tn +
12
13

h,xn +
1932
2197

l1 −
7200
2197

l2 +
7296
2197

l3
)
,

l5 = h f
(

tn +h,xn +
439
216

l1 −8l2 +
3680
513

l3 −
845

4104
l4
)
,

l6 = h f
(

tn +
1
2

h,xn −
8

27
l1 +2l2 −

3544
2565

l3 +
1859
4104

l4 −
11
40

l5
)
.

(1.18)
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Table 1.4 Butcher tableau of the RKF method.

0
1
4

1
4

3
8

3
32

9
32

12
13

1932
2197

−7200
2197

7296
2197

1 439
216 −8 3680

513
−845
4104

1
2

−8
27 2 −3544

2565
1859
4104

−11
40

25
216 0 1408

2565
2197
4104

−1
5 0

16
135 0 6656

12825
28561
56430

−9
50

2
55

Table 1.5 Butcher tableau of the DOPRI5 method.

0
1
5

1
5

3
10

3
40

9
40

4
5

44
45

−56
15

32
9

8
9

19372
6561

−25360
2187

64448
6561

−212
729

1 9017
3168

−355
33

46732
5247

49
176

−5103
18656

1 35
834 0 500

1113
125
192

−2187
6784

11
84

35
834 0 500

1113
125
192

−2187
6784

11
84 0

5179
57600 0 7571

16695
393
640

−92097
339200

187
2100

1
40

To evaluate the accuracy of un+1 and wn+1, a user-defined tolerance ε ∈ R is exploited.
Two additional values, ER ∈ R and δ ∈ R, are calculated as follows:

ER =
|wn+1 −un+1|

h
, δ = 0.84

(
ε

ER

) 1
4
. (1.19)

If ER≤ ε , then un+1 is accepted as new solution, that is, xn+1 = un+1; otherwise, the solutions
un+1 and wn+1 are rejected and recalculated by using a new step-size, which is computed as
h = h ·δ . Thus, RKF is a method with an error estimator of order O(h5).

Dormand-Price. Similar to RKF, given a single ODE to be solved, DOPRI5 requires two
different approximated solutions un+1 and wn+1 (see the Butcher tableau given in Table 1.5),
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which are generated as follows:

un+1 = xn +
35
834

l1 +
500

1113
l3 +

125
192

l4 −
2187
6784

l5 +
11
84

l6,

wn+1 = xn +
5179

57600
l1 +

7571
16695

l3 +
393
640

l4 −
92097
339200

l5 +
187
2100

l6 +
1
40

l7,
(1.20)

where

l1 = h f (t,xn),

l2 = h f
(

tn +
1
5

h,xn +
1
5

l1
)
,

l3 = h f
(

tn +
3

10
h,xn +

3
40

l1 +
9

40
l2
)
,

l4 = h f
(

tn +
4
5

h,xn +
44
45

l1 −
56
15

l2 +
32
9

l3
)
,

l5 = h f
(

tn +
8
9

h,xn +
19372
6561

l1 −
25360
2187

l2 +
64448
6561

l3 −
212
729

l4
)
,

l6 = h f
(

tn +h,xn +
9017
3168

l1 −
355
33

l2 +
46732
5247

l3 +
49

176
l4 −

5103
18656

l5
)
,

l7 = h f
(

tn +h,xn +
35

834
l1 +

500
1113

l3 +
125
192

l4 −
2187
6784

l5 +
11
84

l6
)
.

(1.21)

Once the solutions of the two embedded methods are calculated, they are used to evaluated
the committed error. If the error is greater than the desirable error—which strongly depends
on the user-defined absolute and relative tolerances—the current solutions are rejected and
re-calculated using a smaller step-size; otherwise, un+1 is accepted as new solution, that
is, xn+1 = un+1. In both cases, the solutions of the two embedded methods are also used
to calculate the step-size for the next iteration. The absolute tolerance is a threshold below
which the value of the solution is considered unimportant. The absolute error tolerance
determines the accuracy when the solution approaches zero. The relative tolerance is a
measure of the error relative to the size of the solution. Approximately, this value controls
the number of correct digits in the solution, except those smaller than the absolute tolerance.
DOPRI5 is a method with an error estimator of order O(h6).

Radau IIA family. Among the implicit adaptive RK methods, the Radau IIA family
[177, 178] is probably the most known. The most exploited Radau IIA method is the
so-called RADAU5 (Table 1.6 shows its Butcher tableau), which is a method of order 5.

Since RADAU5 is implicit, given a single ODE to be solved it requires the resolution of
one non-linear equation for each li (with i = 1, . . . ,s) that must be calculated. Since β ∗

1 = 0
and β ∗

2 = 0, four non-linear equations will be solved during each iteration of the method. In
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Table 1.6 Butcher tableau of the RADAU5 method.

4−
√

6
10

88−7
√

6
360

296−169
√

6
1800

−2+3
√

6
225

4+
√

6
10

296+169
√

6
1800

88+7
√

6
360

−2−3
√

6
225

1 16−
√

6
36

16+
√

6
36

1
9

16−
√

6
36

16+
√

6
36

1
9

0 0 1

the case of a system of ODEs, four non-linear systems must be solved during each iteration
of the method. Notice that the Jacobian matrix of the system of ODEs is required to solve the
non-linear systems. The first three non-linear systems are converted into three linear systems
exploiting the modified Newton–Raphson method [403] and then solved by means of the
LU factorization method [30]. Notice that in each iteration of the Newton–Raphson method,
these three linear systems must be solved. The last non-linear system is converted into a
linear system using a linear combination of the li (with i = 1, . . . ,s) obtained at the end of
Newton–Raphson method. This linear system is then solved exploiting the LU factorization
method.

Once the solutions of the two embedded methods are calculated, they are used to evaluated
the committed error. If the error is greater than the desirable error, which depends on the user-
defined absolute and relative tolerances, the current solutions are rejected and re-calculated
by using a smaller step-size; otherwise, they are accepted. In both cases, the solutions of the
two embedded methods are also used to calculate the step-size for the next iteration.

Notice that in both DOPRI5 and RADAU5 the maximum number of internal iterations
allowed for the integration can be modified by the user.

Figure 1.3 depicts the comparison of the aforementioned methods to solve the differential
equation x′(t) =−0.5e

t
2 sin(5t)+5e

t
2 cos(5t)+ x(t) with initial condition x(0) = 0, whose

exact solution is x(t) = e
t
2 sin(5t). This simple example shows that fixed step-size methods

(explicit EM, implicit EM, RK2 and RK4) are capable of obtaining a good approximation
of the exact solution only when a correct step-size is selected (top panel). As a matter of
fact, using a step-size too large (bottom panel) the error is propagated during the iterations.
Even though implicit EM resulted less accurate with respect to RK4 in this simple example,
it is suitable for a stiff ODE (or a system of ODEs), while RK4 might require a very small
step-size to obtain accurate solutions.
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Fig. 1.3 Numerical solutions obtained by explicit EM, implict EM, RK2, RK4, RKF, DOPRI5,
and RADAU5 to solve the differential equation x′(t) =−0.5e

t
2 sin(5t)+5e

t
2 cos(5t)+ x(t)

with initial condition x(0) = 0, whose exact solution is x(t) = e
t
2 sin(5t). The solutions

obtained using h = 0.001 are shown in the top panel, while those obtained using h = 0.1
are depicted in the bottom panel. This simple example shows that fixed step-size methods
(explicit EM, implicit EM, RK2 and RK4) require the selection of a proper h value—which
is kept constant during the iterations of the methods—to well approximate the exact solution.

LSODA

Livermore Solver of Ordinary Differential Equations (LSODA) [341] is an ODE solver
capable of automatically recognizing stiff and non-stiff systems, switching between the
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most appropriate integration family of methods: (i) the Adams-Moulton family [176] in
the absence of stiffness, and (ii) the BDF otherwise. Both families are multi-step methods,
so the current solution depends on more than one previous state. Initially, the problem is
assumed to be non-stiff and during the integration some heuristics are exploited to evaluate
the stiffness. If the problem becomes stiff, LSODA automatically switches to the BDF
family. As in the case of implicit EM and Radau IIA family, LSODA exploits the Jacobian
matrix of the system of ODEs, which must by provided by the user as a function (LSODA
implementation is available in FORTRAN, C and Python programming languages). In order
to control the performance and quality of the solution of the ODEs, LSODA has several
functioning settings that can be provided by the user. Among them, the most important are
the absolute and relative error tolerances (as in the case of RADAU5 and DOPRI5), and the
maximum number of internal iterations allowed for a single integration step.

The Variable-coefficient ODE solver (VODE) [53] exploits the same integration method
family of LSODA. Differently from LSODA, VODE does not switch between the two
families of solvers during the integration, but it selects the most appropriate family at the
beginning of the integration by exploiting some heuristics.

1.2.2 Stochastic simulation

Stochastic modeling approaches are suitable to represent biochemical systems when some
molecular species occur in a low number of copies in the system Ω. In such a case, the
simulated trajectories diverge from those generated by the deterministic simulation. Indeed,
stochastic approaches allow for a deeper knowledge of the behavior of systems where
intrinsic biological noise plays a fundamental role, such as those characterized by bistability.
According to a specific probability distribution for the firing of reactions, a stochastic
simulation reproduces one of the possible trajectories that can occur. Differently from ODE
modeling, stochastic approaches assume that the state of the system is discrete, that is, it
is represented by a vector of integer-valued numbers whose values correspond to the exact
amount of molecules of the chemical species occurring in Ω.

In stochastic modeling and simulation, given a system Ω we would like to know the
probability that Ω will be in any state x at time t starting from the initial condition x0 at
time t0. As described in Section 1.1.1, this probability is given by the CME and can be
obtained by calculating every possible state of Ω. Since the number of possible states of Ω

increases exponentially with the number of chemical species, the CME cannot be easily used
to investigate complex (biochemical reaction) systems. As a matter of fact, as a consequence
of the reactions firing [211], a specific differential equation exist for each possible state than
can be reached, leading to the so-called “curse of dimensionality”.
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During the years, numerical algorithms based on matrix descriptions of the discrete-state
Markov process [412] were proposed to solve the CME. Considering systems consisting in a
lot of molecular species, which lead to a huge number or even infinite reachable states, the
computational demand makes these methods unfeasible. In literature there exist also analytic
algorithms that allow for solving the CME. Among them, it is worth mentioning those based
on uniformization methods [192, 397, 488], finite state projection algorithms [58, 296], or
the sliding window method [470].

Differently from these solutions, stochastic simulation algorithms generate trajectories of
the underlying Markov process to provide a solution that is equivalent to the CME. Among
this family of algorithms, in the next section we describe the Gillespie’s Stochastic Simulation
Algorithm [153, 154].

Gillespie’s Stochastic Simulation Algorithm

Gillespie introduced the Stochastic Simulation Algorithm (SSA) [153, 154] that generates
exact realizations of the CME of a biochemical system. Given a system Ω, SSA is capable of
providing trajectories of the associated continuous time and discrete state space jump Markov
process x of Ω. Notice that the CME determines the initial conditional density function of
the system [155].

SSA works as follows: given the state x of the system, the reaction that will take place in
the next time interval [t, t + τ) has to be chosen. To this aim, the probability of each reaction
Ri to occur in the next infinitesimal time step [t, t +dt) is evaluated: SSA exploits the joint
probability density function P(i,τ|x, t) of the two random variables i (i.e., the index of the
next reaction) and τ (i.e, the time to the next reaction), given that the system is currently in
state x at time t. Gillespie proved that P(i,τ|x, t) can be formulated as

P(i,τ|x, t) = αi(x)exp(−α0(x)τ),

where αi(x) = ci · di(x) is the so-called propensity function of the reaction Ri—where ci

is the stochastic constant associated with the reaction, and di(x) is the number of distinct
combinations of the reactant molecules in Ri occurring in state x—and α0(x) = ∑

M
i=1 αi(x).

Then, SSA computes the time τ before a reaction takes place as:

τ =
1

α0(x)
ln
(

1
ρ1

)
,
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where ρ1 is a random number sampled in [0,1] with a uniform probability. The reaction Ri to
be actually executed is then chosen by taking the smallest integer in the set 1, . . . ,M such that

i

∑
i′=1

αi′(x)> ρ2 ·α0(x),

where ρ2 is a second random number sampled in [0,1] with a uniform probability.
This is the traditional formulation of SSA, called the Direct Method (DM). The First

Reaction Method (FRM) is a variant of the DM introduced by Gillespie in which a putative
time τi is calculated for each reaction Ri. Once all the putative times are known, the reaction
that has the smallest putative time is applied. Even if they seem different, Gillespie proved
that the DM and the FRM are equivalent [153].

The most expensive part of SSA consists in calculating the propensity function at each
step. As a matter of fact, the only propensity functions that should be updated are those
related to the reactions whose reactants were interested by a reaction fired in the previous
simulation step. Gibson and Bruck introduced an approach based on the FRM, called the
Next Reaction Method (NRM) [152], which exploits a dependency graph to update at each
simulation step only the propensity functions whose reactants were interested in the previous
step. Moreover, in the NRM the putative times are reused to reduce the computational time
by avoiding the generation of random numbers, which is a computationally expensive task.
Finally, the NRM takes advantage of optimized priority queues to store both the propensity
functions and putative times in order to efficiently perform the updates.

The improvements proposed by the NRM were not enough to reduce the computational
burden of SSA, especially in the case of biochemical systems characterized by a lot of
reactions and chemical species. In order to deal with this issue, Gillespie proposed τ-leaping
[157], which is an approximate but faster version of SSA. The major modification introduced
in τ-leaping regards the reactions that can be applied at each step: in this approximate version
several reactions can be applied during each step of the method, instead of a single reaction
as is the case of SSA.

1.2.3 State-of-the-art

Among the CPU-based simulators of biochemical models, it is worth mentioning the COm-
plex PAthway SImulator (COPASI) [202], which integrates different algorithms, including
LSODA and SSA, and is one of the most used tools in the community of Systems Biology.
Since in this thesis we exploit High-Performance Computing (HPC) solutions to accelerate
both deterministic and stochastic simulations, in this section we provide an overview of the
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existing simulators accelerated on Graphics Processing Units (GPUs). The existing tools can
be classified with respect to two main concepts: the simulation granularity and the simulation
type [308]. The first category determines how the threads are used: in coarse-grained simula-
tion each thread corresponds to an independent simulation, while in fine-grained simulation
the calculations of a single simulation are distributed over multiple threads. The second
category determines the type of simulation: deterministic or stochastic.

Regarding deterministic simulation, Ackermann et al. [3] developed a GPU-accelerated
simulator to execute massively parallel simulations of biological molecular networks. This
methodology automatically converts a model, described using the Systems Biology Mark-up
Language (SBML) standard [229], into a specific Compute Unified Device Architecture
(CUDA) implementation of the EM (see Section 3.4.1 for further details about CUDA). The
authors developed also a CPU version of the EM to test the efficiency of the proposed GPU
simulator. The evaluation of this implementation on a Nvidia GeForce 9800 GX2 showed a
speed-up between 28× and 63×, compared to the execution on a CPU Xeon 2.66 GHz. In
a similar vein, a simulator developed in CUDA (named cuda-sim), which exploits LSODA
as ODE solver, was presented by Zhou et al. [491]. Notice that cuda-sim implements also
a GPU-powered version of SSA. The cuda-sim simulator performs the so-called “just in
time” (JIT) compilation (that is, the creation, compilation and linking at run-time of new
source code) by converting an SBML model into CUDA code. With respect to the CPU
implementation of LSODA contained in the numpy library of Python, cuda-sim achieved a
47× speed-up. Nobile et al. [306] presented another parallel simulator relying on the LSODA
algorithm, named cupSODA, to speed-up the simultaneous execution of a large number
of deterministic simulations. Differently from cuda-sim, cupSODA saves execution time
by avoiding JIT compilation and by relying on a GPU-side parser. cupSODA achieved an
acceleration up to 86× with respect to COPASI [202], used as reference CPU-based LSODA
simulator. This relevant acceleration was obtained thanks to a meticulous optimization of the
data structures and an intensive usage of the whole memory hierarchy on GPUs (described in
detail in Section 3.4.1).

When stochastic simulations are taken into account, a problematic issue is the availability
of GPU-side high-quality random numbers generators (RNGs). Since the CURAND library
(see Section 3.4.1) was introduced with the fourth release of CUDA, early GPU implemen-
tations required the development of custom kernels for RNGs. This problem was faced
for the CUDA version of SSA developed by Li and Petzold [259], who implemented the
Mersenne Twister RNG [278], achieving a 50× speed-up with respect to a common single-
threaded CPU implementation of SSA. Sumiyoshi et al. [419] extended this methodology by
performing both coarse-grain and fine-grain parallelization: the former allows for multiple
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simultaneous stochastic simulations of a model, while the latter is achieved by distributing
over multiple threads the calculations related to the model reactions. This version of SSA
achieved a 130× speed-up with respect to the sequential simulation on the host computer.
The τ-leaping algorithm allows for a faster generation of the dynamics of stochastic models
with respect to SSA, by properly calculating longer simulation steps [159, 64]. Komarov
et al. [235] proposed a GPU-powered fine-grained τ-leaping implementation, which was
shown to be efficient in the case of extremely large (synthetic) biochemical networks (i.e.,
characterized by more than 105 reactions). Nobile et al. [307] then proposed cuTauLeaping, a
GPU-powered coarse-grained implementation of the optimized version of τ-leaping proposed
by Cao et al. [64]. Thanks to the optimization of data structures in low-latency memories
and to the splitting of the algorithm into multiple phases corresponding to lightweight CUDA
kernels, cuTauLeaping was up to three orders of magnitude faster on a GeForce GTX 590
GPU than the CPU-based implementation of τ-leaping contained in COPASI, executed on a
CPU Intel Core i7-2600 3.4 GHz. A mixed approach of fine- and coarse-grained accelerations
is GPU-ODM [234], which is based on a variant of SSA called the Optimized DM.

The simulators proposed in this thesis—i.e., LASSIE (LArge-Scale SImulator) [425] and
FiCoS, together with a coarse-grained implementation of SSA by means of Many Integrated
Core coprocessors [427]—will be extensively described and analyzed in Chapter 4.

1.3 Parameter Estimation in Systems Biology

The design and development of efficient methods to analyze the functioning of cellular
systems represent one of the main goals of Computational Systems Biology. The emergent
behavior is a system-level property due to the complex interactions among lots of molecular
species. The analyses of these complex interactions cannot be performed by only relying on
classic experimental research based on in vivo experiments. As described in the previous
sections, mathematical modeling along with simulation techniques have become valuable
tools that are capable of describing and understanding the molecular mechanisms taking
place in cellular processes. However, mathematical (mechanism-based) models require
proper quantitative parameterizations to perform in silico simulations of the system dynamics
in physiological or perturbed conditions [84]. These chemico-physical parameters (e.g.,
reaction rates) are fundamental for biochemical modeling since they drive the emergent
behavior of the system. As a matter of fact, sometimes even a small change in the parameters
values can dramatically change the output dynamics. Figure 1.4 shows how small changes
in the initial value of the parameters lead to completely different dynamics in the case of a
simple model like the Brusselator (see Appendix A.1).
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Fig. 1.4 Example of different emergent behaviors obtained by varying the kinetic parameters.
The Brusselator is a simple and theoretical model for an autocatalytic reaction, characterized
by four reactions and five chemical species (see Appendix A.1 for further details). The
top panel shows the dynamics of the species X and Y obtained using the following kinetic
parameters: k1 = 1, k2 = 1, k3 = 1, k4 = 1. By setting k3 equal to 0.5 the resulting dynamics
are completely different (middle panel). By varying k3 from 0.5 to 0.05 the oscillations are
no longer present (bottom panel). This simple example shows that the parameters play a
fundamental role, driving the emergent behavior of the system under investigation.

The lack of knowledge of kinetic parameters limits the effectiveness of mathematical
modeling and in silico simulations. These parameters are generally hard or even impossible
to measure directly by means of classic in vivo experiments, leading to the definition of
PE problem [84, 356]. The main goal of the PE problem is the inference of the unknown
values of the model parameters. In this thesis, this problem will correspond to determine
the unknown values of the constants associated with the set of reactions R= {R1, . . . ,RM}
in an RBM. Notice that, when some prior knowledge about a number of kinetic constants
is available, the PE task can be performed by considering only a subset of the reactions
R′ = {R1, . . . ,RD} ⊆ R, with D ≤ M. The estimation process is carried out by exploiting
the availability of some other experimental data (related, for instance, to time-series amounts
of some molecular species occurring in the system), which can be measured by means of
classic laboratory experiments and protocols.
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1.3.1 State-of-the-art

Several PE methodologies was proposed to deal with the lack of data when both deterministic
and stochastic simulation approaches are taken into account. Generally, these methodologies
rely on approximation strategies [263, 356, 368], probabilistic methods [300, 347, 460],
global optimization [43, 118, 294], or a combination of these approaches [487].

Probabilistic methods and approximation strategies have been applied especially for the
PE of stochastic biological systems. Since they require a huge amount of simulations to
obtain reliable results, becoming very time consuming, they are unfeasible in the case of
large-scale systems.

The traditional methods based on the Gradient Descend or local search strategies (de-
scribed in Section 2.1.2) are also not suitable to address the PE problems because (i) the
fitness landscape is non-linear, non-convex and multi-modal, thus the probability that these
methods converge to a local minimum is high (also by applying multi-start strategies [285]);
(ii) when stochastic simulations are considered, the fitness landscape is rugged due to the
stochastic fluctuations, which generally produce a lot of local minima increasing the difficulty
of the optimization problem.

In order to overcome the limitations afflicting the methods based on the Gradient Descend,
global optimization techniques (see, e.g., Sections 2.2 and 2.3) can be applied. In [285], the
authors showed that Simulated Annealing (see Section 2.1.3) was able to outperform local
search approaches for the PE of the mechanism of irreversible inhibition of HIV proteinase.
The main drawback of the proposed approach is represented by the computational time
required to perform the PE of this simple model. Mendes [284] applied different optimization
methods to deal with the PE of a large three-step pathway characterized by 36 kinetic
parameters to estimate. The results indicate that Evolutionary Programming is the best choice
since it found a set of parameters that allows for obtaining simulated dynamics overlapping
the target of the analyzed system, while the other tested methods failed in finding good
parameterizations. A benchmark model consisting in 36 parameters have been used as case
study in [294]. The authors tested several global optimization methods, showing that the
most suitable approach to solve the PE problem, among those considered in this work, is
the Evolution Strategy using Stochastic Ranking (SRES) [369]. This effective method uses
a stochastic ranking as the constraint handling technique, which exploits the bubble-sort
algorithm, to automatically adjust the balance between the fitness and penalty functions
during the evolutionary search. Also in this case, the main drawback is represented by
the time required to perform a computation, burdened by the sorting algorithm. Dräger
et al. [118] performed an empirical comparison of six alternative models of valine and
leucine bio-synthesis in C. glutamicum, characterized by different levels of complexity and
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considering different kinetic equations, resulting in up to 59 parameters to be estimated. The
authors reported that, when the settings of Particle Swarm Optimization (PSO) (see Section
2.3.4) are carefully tuned, it results the most efficient algorithm for the PE problem.

Although global optimization methods require the execution of a non negligible number
of fitness evaluations, they are the best candidates to solve the PE problem. Moreover, the
computation of the fitness functions can be parallelized by using some HPC architecture,
especially GPUs (see Chapter 5 for further details).

1.4 The Haplotype Assembly problem in Genome Analysis

Somatic human cells are diploids, that is, they contain 22 pairs of homologous chromosomes
and a pair of sex chromosomes, one copy inherited from each parent. In order to fully
characterize the genome of an individual, the reconstruction of the two distinct haplotypes
is essential [254]. The inference of the full haplotype information is known as haplotyping,
which consists in assigning all heterozygous Single Nucleotide Polymorphisms (SNPs)
to exactly one of the two chromosome copies. SNPs are one of the most studied genetic
variations, since they play a fundamental role in many medical applications (e.g., drug-design,
disease susceptibility studies). This information can be valuable in several contexts, including
linkage analysis, association studies, population genetics, and clinical genetics [404].

The advent of second-generation sequencing technologies revolutionized the field of
genomics, enabling a more complete view and understanding of the genome of different
species. However, despite their great contribution to the field, the data produced by these
technologies are still unsuitable for several applications, including Haplotype Assembly. The
short length of the reads produced by second-generation sequencing technologies might be
not long enough to span over a relevant number of SNP positions, leading to the reconstruction
of short haplotype blocks [489, 99] and ultimately hindering the possibility of reconstructing
the full haplotypes. In recent years, however, a third-generation of sequencing technologies
was developed and paved the way to the production of sequencing data characterized by reads
covering hundreds of kilobases, thus able to span different SNP loci at once [358, 363, 212].
Unfortunately, the increase in length comes at the cost of a decrease in the accuracy of the
reads, compared to the short and precise ones produced by second-generation sequencing
technologies, such as NovaSeq (Illumina Inc., San Diego, CA, USA) [350]. In order to
compensate for this inadequacy, there is a need to increase read coverage. Formally, the
coverage of a sequencing experiment is the average number of times that each nucleotide is
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expected to be covered by a read. This value is given by the following relationship:

cov = (L ·N)/G, (1.22)

where cov stands for the coverage, L for the read length, N for the number of reads and G
for the length of the haploid region of the genome on which the reads are mapped [245].
Equation 1.22 shows that longer reads or a higher amount of reads are needed to increase
the coverage. In practice, an average coverage higher than 30× is the de facto standard for
accurate SNP detection [398].

1.4.1 Current trends in sequencing experiments

The first studies regarding Single Nucleotide Variations (SNVs) showed that all homozygous
SNVs can be effectively detected by using sequencing experiments with average coverage
equal to 15×, while a higher coverage (i.e., 33× on average) is necessary to discover the
same proportion of heterozygous SNVs [398]. In the latest years, a sequencing coverage of
35× is the de facto standard for SNV as well as insert and deletion (InDel) detection, even if
Ajay et al. [6] suggested that an average coverage of 50× is required to allow for reliable
calling of SNVs and small InDel analyses.

Whole Genome Sequencing (WGS) is becoming more and more important in many
applications, ranging from SNV to Copy Number Variation (CNV) detection. Depending
on the aims of the proposed study, the typical coverage for WGS experiments varies from
1×-8× for CNVs to 60× for InDel analyses [149, 13]. Due to the high cost of the WGS
experiments, a coverage equal to 15× is the most common.

Considering Whole Exome Sequencing (WES) studies, a greater average read depth is
mandatory to achieve the same breadth of coverage of WGS experiments, requiring an 80×
average depth to cover 89.6%-96.8% of the target bases [398].

De novo assembly requires a sequencing depth between 38× and 56× [149, 398]. As
shown in [355], the minimum sequencing coverage from technologies producing short reads
should be equal to 29×. In [76], the authors proposed a comparative study about de novo
assembly, showing that long reads can be applied to this purpose; however, exploiting long
reads alone with a coverage below 35× is not sufficient to produce satisfying results. This
study suggested that, in the case of low coverage, hybrid assembly methods are the best
choices.

During the latest years, single-cell RNA sequencing (scRNA-seq) experiments gained
ground since they provide the expression profile of individual cells, allowing for revealing
complex and rare cell populations [204], which are fundamental for the characterization of
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the sub-population structure of a heterogeneous cell population. Downstream analyses are
applied to uncover regulatory relationships between genes as well as track the trajectories of
distinct cell lineages in development. In this field, the coverage of the underlying sequencing
experiments is generally defined as the number of reads per cell. Depending on the scRNA-
seq approach and the purpose of the study, different read depth (per cell) are used, varying
from 104 to 106 [185]. For instance, the different cell types of a population can be classified
by exploiting a sequencing depth of 5 · 104 reads per cell, which allows for accurate and
reliable results [414, 185].

Finally, for SNP and SNV detection as well as small InDel identifications, the minimum
coverage should be equal to 30× [398].

1.4.2 State-of-the-art

Several computational Haplotype Assembly approaches for human genome phasing have
been proposed in literature [83]. Most of these methods solve the NP-hard Minimum Error
Correction (MEC) problem, which aims at inferring the haplotype pair that yields two disjoint
sets of the sequencing reads characterized by the minimum number of SNP values to be
corrected [457]. An additional variant of MEC exists, called weighted MEC (wMEC) [169],
which takes into account also the information concerning the quality of the reads. Figure 1.5
shows a “phylogenetic tree”-like diagram of the existing haplotyping methods, which are
briefly described in what follows.

Beagle [55] is one of the earliest heuristic approaches based on Hidden Markov Models
(HMMs). Considering the genotype information of an individual, Beagle finds the most likely
haplotype pair among different possible haplotype solutions. It has a quadratic computational
complexity with respect to the input data. SHAPEIT [110] starts from genotyping data from
a population and, given the genotype data of an individual, exploits an HMM-based approach
to estimate the haplotype pair. The population data are used to apply constraints on the graph,
which denotes all possible haplotypes compatible with the input data, in order to determine
the haplotype of that individual. At each iteration, SHAPEIT has a linear complexity with
respect to the number of haplotypes. Eagle2 [266] is a phasing algorithm that exploits
the Burrows-Wheeler transform to encode the information from large external reference
panels. It relies on an HMM to explore only the most relevant phase paths among all possible
paths. The authors showed that Eagle is 20 times faster than SHAPEIT [110]. HapCUT [28]
leverages sequencing data (i.e., the entire set of reads is considered) instead of population
genotypes. It infers the haplotype pair of an individual by partitioning the set of reads
solving the MEC problem. The MEC problem is reduced to the max-cut problem, which
is greedily solved over the graph representation of the input instance. HapCUT2 [124] is a
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Fig. 1.5 The “phylogeny” of haplotyping methods. Over the past few years, the reper-
toire of tools for haplotyping has rapidly expanded. A “phylogenetic tree”-like diagram is
used here to depict the division of the algorithms in four different classes, namely: exact,
greedy, probabilistic, metaheuristic. Hybrid methods are connected with dashed lines to
the implemented multiple computational techniques. The orange superscript denotes the
analyzed data: sequencing (S) and genotyping (G). Methods that solve either the MEC or
the wMEC problem are denoted with blue or magenta, respectively. Finally, the Haplotype
Assembly methods that exploit HPC are highlighted with a green arrow directed to the used
computational resources.

recent heuristic approach that exploits a haplotype likelihood model for the sequencing reads.
A partial likelihood function is used to evaluate the likelihood of a subset of the fragments.
Differently from its previous version (HapCUT [28]), which is based on a max-cut algorithm,
HapCUT2 optimizes the likelihood to find a max-cut in graph representation of the input
instance.
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ProbHap [239] relies on an exact likelihood optimization technique to solve a generalized
version of the MEC problem. It exploits a dynamic programming algorithm capable of
exactly optimizing a likelihood function, which is specified by a probabilistic graphical
model that generalizes the MEC problem. ProbHap can handle long reads coverage values
up to 20×, which is not appropriate for higher coverage short-read datasets; on the other
hand, it works better with very long reads at a relatively shallow coverage (≤ 12×).

ReFHap [121] is based on a heuristic algorithm to find the max-cut. ReFHap solves the
Maximum Fragments Cut (MFC) problem instead of the classic MEC problem. The max-
cut problem is reduced to the MFC problem, which is addressed using a greedy approach.
HuRef [254] is a heuristic approach that aims at inferring the heterozygous variants of
an individual. It is based on a greedy algorithm that iteratively refines the initial partial
haplotype solutions. The authors leveraged this Haplotype Assembly approach to study
non-SNP genetic alterations considering the diploid nature of the human genome.

Chen et al. (2013) [81] proposed an exact approach for the MEC problem using an
integer Linear Programming solver. First, the fragment matrix is decomposed into small
independent sub-matrices. Each of these sub-matrices is used to define an integer Linear
Programming problem that is then exactly solved. WhatsHap [333] is an exact method
relying on a dynamic programming algorithm used to solve wMEC. It implements a fixed
parameter tractable algorithm [191, 51], where the fixed parameter is the maximum coverage
of the input instance, to deal with the NP-hardness of the wMEC problem, leveraging the
long-range information of long reads. This method does not assume the all-heterozygosity
of the phased positions, however, it can deal only with datasets of limited coverage up to
∼ 20×. pWhatsHap [52] is an efficient version of WhatsHap [333], which was designed to
leverage multi-core architectures in order to obtain a relevant reduction of the execution time
required by WhatsHap. The proposed implementation exploits the physical shared memory
of the underlying architecture to avoid data communication among threads. HapCol [342]
implements a dynamic programming algorithm to solve an alternative version of the wMEC
problem, called k-MEC, which is used to take into account the distribution of sequencing
errors of future-generation technologies. In this strategy, the number of corrections per
column is bounded by the parameter k. No all-heterozygous assumption is required, but it
can only deal with instances of relatively small coverages up to ∼ 25−30×.

Two-Level ACO [36] is based on the Ant Colony Optimization (ACO) technique (see
Section 2.3.1), which is a metaheuristic designed to deal with combinatorial problems on
graphs generated starting from the genotyping data given as input. This approach is based
on the pure parsimony criterion to find the smallest set of distinct haplotypes that solves
the Haplotype Assembly problem. Probabilistic Evolutionary Algorithm with Toggling
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for Haplotyping (PEATH) [298] is based on the Estimation of Distribution Algorithm (see
Section 2.2.4), which is exploited to deal with noisy sequencing reads, aiming at inferring
one haplotype, under the all-heterozygous assumption. The method proposed by Wang et al.
(2005) [457] relies on Genetic Algorithms (GAs), which are extensively explained in Section
2.2.5, to address an extended version of the MEC problem, called MEC with Genotype
Information (MEC/GI), which also considers genotyping data during the SNP correction
process. GAHap [459] uses GAs to infer the haplotype pair of an individual working on
nucleotide strings. During the optimization, GAHap solves the MEC problem by using a
fitness function based on a majority rule that takes into account the allele frequencies. The
results shown in [459] are limited to a coverage up to 10× and a haplotype length equal to
700. No all-heterozygous assumption is required.

In Chapter 6 we will explain in details GenHap [433], which is a novel computational
method based on GAs, designed to deal with the computational hardness of the Haplotype
Assembly problem.

1.5 Medical image enhancement and segmentation

Medical imaging systems often require the application of image enhancement techniques
to help physicians in anomaly/abnormality detection and diagnosis, as well as to improve
the quality of images that undergo automated image processing. Appropriate image pre-
processing steps can improve the result accuracy achieved by computer-assisted segmentation
methods. Among the low-level intensity-based Pattern Recognition techniques, which are
widely adopted in scenarios with real-time constraints, the simplest unsupervised image
segmentation algorithm is global thresholding, which essentially reduces to a pixel classifica-
tion problem [165]. In particular, image binarization classifies the input pictorial data into
exactly two classes (i.e., foreground and background), given a threshold intensity value [365].
This global threshold value is efficiently computed by operating on the image histogram
alone. Unfortunately, adaptive thresholding techniques for two-class segmentation work
properly only for images characterized by bimodal histograms [477]. Therefore, in the case
of images with a bimodal intensity distribution, image binarization techniques are able to
classify the input pictorial data into two classes. In practice, different types of regions in an
image could overlap, thus affecting the bimodality conditions of the gray level histogram,
where the histogram modes semantically correspond to different types of regions. Image
pre-processing can definitely improve the result accuracy achieved by computer-assisted
segmentation methods [365], by sharpening the peaks of the two sub-distributions, so that
the resulting histogram is characterized by a stronger bimodality, even in the case of blurred
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region contours and of the related Mach band effect pertaining to edge-detection in the human
visual system [97, 238]. As a way of example, in radiology this phenomenon is accentuated
in edges of adjacent regions that slightly differ in terms of gray level intensities [353].

No existing pre-processing technique addresses the issues related to medical image
enhancement for subsequent binarization by using adaptive thresholding [477]. Literature
methods may be inadequate when dealing with low-contrast images [257], producing false
edges and under-/over-segmentation when input images are affected by noise, as in the case
of Magnetic Resonance Imaging (MRI) data [144], which represents the leading modality
for the imaging of soft-tissues in current medical practice, with particular relevance in cancer
imaging, allowing for high-contrast between the tumors and the surrounding tissues [128].
Unfortunately, MRI data are affected by acquisition noise [400] and are also prone to imaging
artifacts, mainly caused by magnetic susceptibility and large intensity inhomogeneities of
the principal field (i.e., streaking or shadowing artifacts [402]), especially in the latest MRI
acquisition devices with high magnetic field intensity.

1.5.1 State-of-the-art

Most of the existing enhancement techniques are empirical or heuristic methods—strongly
related to a particular type of images—which generally aim at improving the contrast
level of images degraded during the acquisition process [79]. As a matter of fact, finding
the best gray level mapping that adaptively enhances each different input image can be
considered an optimization problem [334, 117]. Unfortunately, no unifying theory employing
a standardized image quality measure is currently available to define a general criterion for
image enhancement [297]. In addition, in the case of medical imaging, techniques tailored on
specific tasks are necessary to achieve a significant enhancement and, in general, interactive
procedures involving considerable human effort are needed to obtain satisfactory results.

In order to achieve objective and reproducible measurements conveying clinically useful
information, operator-dependence should be minimized by means of automated methods.
Point-wise operations in the spatial (pixel) domain, representing the simplest form of image
processing, are effective solutions since efficiency requirements have also to be met. In the
case of image enhancement, they re-map each input gray level into a certain output gray
level, according to a global transformation [165]. Thus, such kind of techniques treat images
as a whole, without considering specific features of different regions, or selectively distin-
guishing between a collection of contrast enhancement degrees or settings [297]. Histogram
Equalization (HE) is the most common global image enhancement technique, whose aim
is to uniformly redistribute the input gray level values according to the cumulative density
function of its histogram [165, 180]. Unfortunately, HE does not take into account the image
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mean intensity [80], which is subject to a significant change during the equalization process
by invariably shifting the output mean brightness to the middle gray level, regardless of the
mean gray level in the input image [143]. Consequently, HE is not able to preserve the input
mean brightness, possibly suffering from over-enhancement, and giving rise to artifacts such
as the so-called washed-out effect [80]. This global transformation method applies contrast
stretching just on gray levels with the highest frequencies, causing a significant contrast
loss concerning the gray levels characterized by low frequencies in the input histogram
[227]. Bi-Histogram Equalization (Bi-HE), which is a refined version of the traditional HE,
was proposed to overcome the limitations related to input mean brightness preservation,
mainly caused by histogram flattening [227]. Firstly, Bi-HE splits the original histogram
into two sub-histograms according to the global mean of the original image; afterwards, the
sub-histograms are independently processed by applying the standard HE method to each of
them.

In addition to HE, which automatically yields an image with a uniform histogram, it is
possible to explicitly specify the desired shape of the output histogram. This method, named
Histogram Specification (HS), aims at matching the histogram of the gray level intensities of
the input image against a desired histogram [165]. Unfortunately, this approach cannot be
applied in the case of image datasets characterized by heterogeneous gray level distributions,
since the histogram to be matched should be defined either a priori for all the images in
the dataset, or interactively for each processed image, by separating and shaping the two
underlying sub-distributions [473].

Other traditional global gray level transformations generally used for contrast stretching
are formalized as transformation functions of the form s = T (r), where T (·) maps an input
intensity value r into an output intensity value s [165]. Power-law transformation—also
called Gamma Transformation (GT)—is a non-linear operation of the form T (r) = crγ ,
where typically c = 1. For instance, when the image is predominantly dark, an expansion
of the intensity levels is desirable. In such a case, GT with γ < 1 yields a brighter image
by increasing the number of hyper-intense pixels; on the contrary, by using γ > 1, the GT
converts the input gray-scale range into a darker one, by increasing the occurrences of darker
pixels. Obviously, the value of γ strongly depends on the (medical) application. Accordingly,
logarithmic and anti-logarithmic transformations make an image much brighter and darker,
respectively. Unfortunately, for medical images characterized by low-contrast and weak
edges at adjacent tissue boundaries, GT may result in merely brighter or darker images,
leading to difficulties in the visualization and discrimination of different tissues. Therefore,
to adequately enhance contrast, the two different behaviors of GT—corresponding to values
γ > 1 and γ < 1—should be combined for contextually decreasing the darker pixel gray
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values and increasing the brighter pixel gray values. This results in a significant improvement
of the contrast, by enhancing the edges thanks to the increased gradient magnitude of
the image [144]. This kind of contrast stretching can be achieved by using a Sigmoid
intensity Transformation (ST), which darkens a wide range of hypo-intense gray levels and
brightens a wide range of hyper-intense gray levels [165]. Such an operation indirectly
increases the difference between low and high intensity values, resulting in the overall
contrast enhancement of the image [144].

The complexity of the enhancement criteria to be met (i.e., the effective contrast stretching
combined with image detail preserving) leads to the application of global search metaheuris-
tics that allow for coping with several constraints, which are not generally tractable by means
of traditional exhaustive computational approaches [334, 297, 325]. Evolutionary methods
have been widely adopted in the image enhancement domain to find the optimal enhancement
kernel [297], sequence of filters [233], or input-output mapping transformation [381, 65].
Recently, [188] proposed a GA-based method that efficiently encodes the histogram by
means of the non-zero intensity levels, by employing genetic operators that directly process
images to increase the visible details and contrast of low illumination regions, especially in
the case of high dynamic ranges. The authors argued that this method yields “natural-looking”
images, considering the visual appearance.

Regarding other evolutionary computation approaches, Genetic Programming (GP) [236]
was shown to be a powerful framework to select and combine existing algorithms in the
most suitable way. Differently to GAs, GP evolves a population of functions, or more
generally, computer programs to solve a computational task. The solutions in the computer
program space can be represented as trees, lines of code, expressions in prefix or postfix
notations as well as strings of variable length [69]. For instance, [49] tackled the video
change detection problem (among the frames of video streams) by combining existing
algorithms via different GP solutions exploiting several fusion schemes. The fitness function
was composed of different performance measures regarding change detection evaluation. For
what concerns the application of GP in image enhancement, [343] proposed an approach
to yield optimally pseudo-colored images for visualization purposes, aiming at combining
multiple gray-scale images (e.g., time-varying images, multi-modal medical images, and
multi-band satellite images) into a single pseudo-color image. This approach relies on user
interactions to determine which candidate solution should be the winner in tournament
selection, so it does not explicitly require a fitness function. As case studies, a pair of brain
MRI sequences were fused as well as the motion of the heart on echocardiographic images
was synthesized into a single pseudo-color image. Other works exploited Swarm Intelligence
techniques. The approach presented in [392], called Multi-Objective Histogram Equalization,
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uses PSO [225] to enhance the contrast and preserve the brightness at the same time. The
work presented in [117] employed the same encoding of candidate solutions and histogram
mapping strategy described in [188], within an optimization strategy based on the Artificial
Bee Colony (ABC) algorithm [223]. However, since ABC natively works in a continuous
space, while a discrete representation is used for the solutions (i.e., gray-level mapping),
a discretization step is mandatory in the correction operation during the search phase. An
alternative approach using the ABC algorithm for image contrast enhancement was proposed
in [79], wherein the optimal values for the parameters of a parametric image transformation,
namely the Incomplete Beta Function, are estimated. Differently to the work described in
[117], the optimization procedure is carried out in a continuous search space. Finally, multi
objective Bat Optimization and a neuron-based model of Dynamic Stochastic Resonance
were combined in [399] for the enhancement of brain MR images.

In Chapter 7 we will describe a novel image enhancement technique based on GAs, called
MedGA [379], specifically aimed at strengthening the sub-distributions in medical images
with an underlying bimodal histogram of the gray level intensities.





Chapter 2

Optimization techniques

An optimization problem is defined as the problem of finding the optimal solution by
means of mathematical or computational methodologies, among all feasible solutions in
a D-dimensional search space that is generally bounded (i.e., a set of given constraints
bounds the search space). The most common optimization problems are minimization
(maximization) problems, in which the solution x∗ ∈ RD minimizing (or maximizing) an
objective function F : RD → R must be identified. All the optimization problems considered
in this thesis are expressed as minimization problems, where x∗ is the optimal solution if
and only F(x∗) < F(x′), ∀x′ ̸= x∗. Notice that any maximization problem can be easily
formulated as a minimization problem by inverting the sign of the objective function, and
viceversa.

The most naïve approach consists in enumerating all the feasible solutions, evaluating
them by means of the objective function and ranking them according to the calculated values.
This method cannot be applied due to the size of the search space, which may be too large or
even infinite. Several methods have been proposed to efficiently explore the search space in
order to find the best solution of the given objective function.

In this chapter, the classic optimization techniques will be presented, then Evolutionary
Computation (EC) and Swarm Intelligence (SI) will be introduced and some examples of
algorithms belonging to these fields will be explained. We highlight that Computational
Intelligence is the field of research involving Neural Networks, Fuzzy Systems, EC and SI
[120]. All these disciplines are based on practical adaptation, self-organization concepts
and algorithms that can promote actions in complex environments. In this thesis, EC and SI
methods have been taken into account to solve complex real world problems.
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Fig. 2.1 Example of the execution of the SM maximizing the objective function described in
Equation 2.1. The blue lines represent the 2-polytope defined by the 5 constraints (Equation
2.2), that is, 3 inequations and the non-negativity conditions of the variables x1 and x2.
The 3 inequations are represented by the orange, red and brown dashed lines, while the
non-negativity conditions by using the black dashed lines. The gray polygon indicates the
feasible region obtained considering the aforementioned constraints. SM starts selecting
an initial vertex as candidate solution x∗ of the problem (here x∗ = (0,0)). The algorithm
moves across the vertices (green dots), by following the edges of the polytope improving the
objective function (green arrows). When no improving directions are found, the SM stops.
By so doing, the last visited vertex corresponds to the global optimum (here x∗ = (2,6)).

2.1 Classic optimization techniques

2.1.1 Simplex Method

The Simplex Method (SM) [101] is probably the most known traditional technique used
to solve Linear Programming (LP) problems where both the objective function and the
constraints are linear. In SM, as shown in Figure 2.1, the space of the feasible solutions is
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described by means of a convex D-polytope, which is a polytope characterized by a convex
set of points in the D-dimensional space generated by the linear constraints.

SM is an exact iterative algorithm in which, given a initial vertex x∗ ∈ RD of the D-
polytope, the objective function is evaluated on the vertices of the set V connected to x∗ by
means of an edge. Considering a maximization problem, the vertex in V characterized by the
highest value (i.e., F(x′)>F(x∗) and F(x′)>F(x) ∀ x′,x ∈V such that x′ ̸= x) is selected as
the new optimal solution x∗ and the process is repeated. When no adjacent vertex improving
the objective function is found (i.e., F(x′) ≤ F(x∗), ∀ x′ ∈ V), the SM stops. Figure 2.1
depicts the execution of the SM maximizing the following objective function:

maximizing 3x1 +5x2, (2.1)

with 5 constraints: 

x1 ≤ 4

2x2 ≤ 12

3x1 +2x2 ≤ 18

x1 ≥ 0

x2 ≥ 0

, (2.2)

with global optimum in x∗ = (2,6).
The described SM requires that the feasible region is convex and both the constraints and

the objective function are linear. Moreover, in [231] the authors showed that for some classes
of optimization problems SM has an exponential complexity in the worst case. Since many
real world problems are strongly non-linear and non-convex (e.g., the Parameter Estimation
of biological systems shown in Chapter 5), SM cannot be applied. Nevertheless, SM is used
in some Systems Biology applications, such as the Flux Balance Analysis (FBA) [324], in
which the vector of reaction fluxes in a biochemical system must be optimized. A classic
FBA problem is represented by the maximization of some products of the system (e.g., ATP
[351] or biomass [57]), where the constraints are represented by some biophysical limits (e.g.,
fluxes limitations or mass balance). Since a steady-state assumption is taken into account,
the optimization of these fluxes can be stated as a LP problem and can be effectively solved
by exploiting the SM.

2.1.2 Gradient Descent

As discussed above, the SM can be exploited when the region of feasible solutions is convex,
the constraints as well as the objective function are linear. These assumptions limit the
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Fig. 2.2 The Ackley function is a classic benchmark function used to evaluate the performance
of the optimization algorithms. It has a global optimum in 0 and several local optima. A
gradient descent method is not able to converge to the global optimum, unless the initial
solution is sampled close to 0.

applicability of SM in several real-world applications that are typically strongly non-linear.
Gradient Descent (GD) [136] can be used to solve problems characterized by non-convex
search spaces or non-linear objective functions. Unfortunately, the GD-based methodologies
require that the objective functions is differentiable. Starting from an initial optimal solution
x∗—chosen randomly, using some a priori distribution or taking advantage of some available
domain knowledge—GD exploits the slope of the objective function to search a better
solution. To exploit the slope of the objective function, the gradient of the function is
calculated in x∗ and according to the gradient direction, a new optimal solution is determined
as:

x∗ = x∗−∆ ·∇F(x∗), (2.3)

where ∆ ∈ R+ is the so-called step-size. GD is stopped when a stationary point (i.e.,
∇F(x∗) = 0) is reached, since there is no improving direction to follow. GD-based methods
are capable of converging to the global optimum solution only when the initial solution
is properly chosen, that is, it is very close to the global optimum. Due to their strictly
deterministic nature, GD belongs to the class of local optimization methodology. As a
matter of fact, GD-based methods converge to the global optimum when the initial solution
is very close to the global optimum itself; otherwise, there is no way that these methods
converge to the desired solution. Figure 2.2 depicts the Ackley function [4], which is an
example of multi-modal objective function, with the global minimum in 0 and several local
minima. Notice that the Ackley function was extended to arbitrary dimensions in [25] with
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the following equation:

F(x) =−20exp(−0.2
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∑
i=1

cos(2πxi))+20+ e, −32 ≤ xi ≤ 32.

For this function, GD converges to 0 only when the initial solution is very close 0. In order to
overcome the aforementioned limitation, some modification have been proposed, such as the
Multi-Start strategy. In such a case, a set of initial solutions is generated and they are used
as starting points for the optimization procedure. Since a starting point could be sampled
close to the global solution, this strategy increases the probability of converging to the global
optimum. Nevertheless, the performance of the Multi-Start strategy is not good when large,
noisy or high dimensional search spaces are taken into account.

2.1.3 Other classic optimization techniques

A plethora of different optimization techniques has been presented in literature, such as
Random Optimization [279], Simulated Annealing [228] and Tabu Search [161, 162].

Random Optimization

Random Optimization (RO), known also as direct-search or derivative-free, is an ensemble
of local numerical optimization techniques that do not require continuous and differentiable
functions, since they are not based on the gradient. RO is an iterative procedure that moves
a random solution x∗ to better positions in the search space by applying some statistical
distributions (e.g., normal distribution). The basic scheme of RO can be summarized as
follows:

1. initialize the candidate solution x∗ with random position in the search space;

2. calculate a new position x′ = x+ r, where r is a vector of random numbers sampled
from a normal distribution;

3. if F(x′)< F(x∗), then set x∗ = x′; otherwise discard x′;

4. if the termination criterion is met, then stop the RO and return x∗; otherwise go back
to Step 2.

At the end of the procedure, x∗ is the best solution. Matyas [279] proved that the basic
version of RO is capable of converging to the global optimum of simple unimodal functions
when an infinite number of iterations are performed, a condition that makes RO unfeasible
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in real scenarios. Baba [23] and Solis [405] showed that different variant of RO, exploiting
other statistical distributions, are able to convergence to the region of the global optimum.

Simulated Annealing

Simulated Annealing (SA) is a global optimization method belonging to the probabilistic
metaheuristics; as in the case of RO techniques, to explore the search space SA does not
require that the function is continuous and differentiable. It takes inspiration from the
annealing in metallurgy, that is, the melting of metal and its successive slow cooling. While
the material cools down, the state of the system x∗, which corresponds to a candidate solution
of the given optimization problem, can probabilistically either change to a neighbor state x′

or remain in the same state. This procedure is iterated until the lowest energy configuration
is met. The neighborhood of x∗ is strictly dependent on the structure of the solutions. A
common way to define the neighborhood is to build a set of random points contained in a
hypersphere centered in x∗. All the solutions x∗ in the search space are characterized by a
different energy value (i.e., the value of the objective function) that is denoted by E(x∗). In a
probabilistic way, the system moves towards states (i.e., solutions) with lower energy, but
also new solutions with higher energy can be accepted. The acceptance of those solutions is
calculated as follows:

P(accept x′|E(x∗),E(x′)) =

1, if E(x∗)> E(x′)

exp −|E(x∗)−E(x′)|
T , otherwise

, (2.4)

where T is the current temperature of the system, which generally starts from 1 decreasing
to values very close to 0 during the last iterations of the algorithm. Thanks to this simple
strategy, SA has a less chance of being trapped in local minima. In [228] the authors proved
that SA asymptotically converge to the global optimum. SA can be seen as an important
improvement with respect to traditional local search techniques thanks to the exploration
phase of the search space that is used instead of a promising neighborhood.

Notice that SA is an adaptation of the Metropolis-Hastings algorithm [289], which is
applied to generate sequences of random number from multivariate distributions.

Tabu Search

Tabu Search (TS) is an extension of SA, so it is a metaheuristics exploiting a neighborhood
search procedure that iteratively proceeds from a solution x∗ to another solution x′, which
belongs to the neighborhood set N (x∗) of x∗, until a termination criterion is met. In order
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to explore as much as possible the regions of the search space, each solution x′ ∈N (x∗) is
reached from x∗. TS exploits the following memory structures to carry out the optimization:

• short-term. It is the list of the solutions that have been recently considered. These
solutions cannot be revisited until they are in the list;

• intermediate-term. It contains some intensification rules that are used to bias the search
towards the promising areas of the search space;

• long-term. It is the structure in which are stored the diversification rules driving the
search procedure into new regions.

These structures allow for iteratively moving from the current solution x∗ to an improved
solution x′ ∈N (x∗). The ensemble of these memory structures forms the so-called tabu list
containing both rules and “banned” solutions that are exploited to add novel solutions to the
neighborhood N (x∗) of x∗.

Short-term memory stores the selected attributes (called tabu-active) of the recently
visited solutions. All the solutions that have tabu-active attributes are “banned". In order
to override the tabu state of a solution, some aspiration criteria can be adopted. The most
common used aspiration criterion allows for taking into consideration those solutions that
are better than the current best solution, according to the objective function. The most simple
rule that can be added to the intermediate-term memory allows for preventing those solutions
containing certain attributes (e.g., undesirable values of certain variables). Finally, in the
long-term memory are stored some functioning settings, such as the total number of iterations
since the beginning of the search where the solution components have been associated to the
current best solution.

Other advanced optimization techniques were designed to obtain a good balancing
between the exploration and exploitation phases, which are generally controlled by means
of some functioning settings. All the methodologies described in this section improve a
single solution x∗ until a convergence criterion is achieved. EC and SI techniques adopt a
completely different approach in which a population of candidate solutions is evolved until a
convergence criterion is met.

2.2 Evolutionary Computation

EC is a field of research that aims at proposing metaheuristics inspired by Darwinian evolution
theory to solve complex problems [105]. All the bio-inspired EC methods that have been
proposed share the following characteristics:
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• the candidate solutions are represented by a population P of randomly generated
individuals;

• during the generations, P evolves by means of an iterative process in which the
individuals are modified by using random modifications;

• each individual in P is characterized by a fitness value—measured applying a fitness
function—which measures its quality;

• the process is stopped when a termination criterion is met (e.g., the maximum number
of generations is achieved, an optimal solution is found or the maximum execution
time is reached);

• some functioning settings are used to balance the exploration and exploitation phases.
A fine tuning of these settings is required to obtain the best performance.

The fitness function represents the objective function previously discussed, allowing for
measuring the “goodness" of the individuals in P and driving the evolution of P. The surface
(see Figures 2.2) described by the fitness function and containing the set of feasible solutions
in the search space is called fitness landscape.

Some settings-free algorithms (such as, parameter-free Genetic Algorithms [384], Tribes
[88], Proactive Particles in Swarm Optimization [309] and Fuzzy Self-Tuning Particle Swarm
Optimization [305]) have been proposed to avoid the necessity of performing a fine tuning of
the functioning settings.

2.2.1 Evolution Strategies

Evolution Strategies (ES) are one of first EC strategies, further developed by Rechemberg
[354], proposed to solve optimization problems in continuous search spaces. In ES the
number of individuals |P| of the population P is traditionally denoted by µ; each individual
represents a position in the RD domain. In order to modify the population among the
generations, ES exploits the following mechanism:

• new offspring are generated by means of recombination operators applied to a subset
of individuals (called parents) of P;

• a mutation operator is applied to the generated offspring, which are then inserted in the
population P;

• the population size is reduced to µ by means of a selection operator.
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The number of parents that are used for the recombination phases is denoted by ρ , with 2 ≤
ρ ≤ µ , while other EC techniques exploit exactly two parents for the crossover mechanism.
In each generation the number of new offspring is λ , with λ ≥ µ . Different recombination
strategies can be applied to blend the parents, such as a weighted average of the ρ parents or
a discrete combination of the components of the real-valued vectors encoded by the parents
(the interested reader is referred to Hansen et al. [182] and [46], where a complete description
of recombination strategies is presented).

Once the offspring have been generated, they undergo a mutation operator that is generally
used to perturb the components of the real-valued vectors. The most applied perturbation
is based on the multivariate normal distribution N(0,C), where C ∈ RD,D is the covariance
matrix. C allows for generating completely general perturbations as well as isotropic, axis-
aligned perturbations. Moreover, it can adapted during the iterations to take into account the
correlations that can exist among the components.

Regarding the selection strategy, the truncation selection is the most common. This
strategy selects the best µ individuals, i.e., those characterized by the best fitness values,
for the next generation. Two specific approaches for the creation and the selection of the
novel population were proposed, namely, plus (+) and comma (,). In the former, the best µ

individuals among the µ +λ individuals survive in the next generation, while in the latter all
parents die and the best µ of λ are chosen for the next generation. Finally, a plus-selection
named (1+ λ )-ES was proposed to the aim of preserving the best individual (including
the parents) among the generations, which is also used to generate new offspring. There is
no convergence theorem valid for every version of ES; however, there exist a convergence
theorem, proven by Granville [167] for the SA approach, which is also valid for (1,1)-ES
method with a fixed mutation strength and a time-dependent selection pressure [45].

2.2.2 Covariance Matrix Adaptation Evolution Strategy

Covariance Matrix Adaptation Evolution Strategy (CMA-ES) [184] is probably the most
effective stochastic EC strategy for optimization problems in continuous search spaces.
The most important feature of CMA-ES is the self-adaptation of the covariance matrix
to the problem under investigation. The basic version of CMA-ES exploits a simple ES
strategy that uses a mutation operator to explore the search space. The mutation operator
is applied to generate the offspring by perturbing the best individual or a novel individual
created by using a recombination strategy that exploits a weighted average of the population.
The mutation operators consists in a perturbation obtained by using multivariate normally
distributed random deviates, which have mean equal to 0 and standard deviation σσσ (named
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step-size). Finally, deterministic selection of the best µ individuals is applied to create the
new population.

The most important modification introduced by CMA consists in dynamically adapting
the multivariate normally distributed random deviates to achieve more successful mutation
steps. Thus, the mutation strategy used in CMA-ES is based on a D-dimensional ellipsoid
distribution, whose size and rotation are updated during the generations according to the
optimization convergence. More precisely, CMA-ES relies on a D×D symmetric positive
covariance matrix C, which is adapted to capture possible existing pairwise dependencies
between the components of the problem under investigation. This adaptation scheme deter-
mines the correct scaling of a given problem, allowing for invariance with respect to any
orientation of the coordinate system.

CMA-ES is almost a settings-free algorithm since only the initial step-size must be
provided by the user. As in the case of ES, a global convergence theorem for any version of
CMA-ES is not available.

2.2.3 Differential Evolution

Differential Evolution (DE) [413] is a population-based algorithm that exploits mutation
and crossover operators during the evolutionary process. Multiple versions of DE have been
proposed [102, 290], generally based on the following schema:

• three different candidate solutions are randomly selected and blended by means of a
weighted function (i.e., mutation);

• the obtained individual (called recombined individual) undergoes to the crossover
operator along with a fourth randomly chosen individual generating a a new offspring
called trial vector;

• the fitness function of the trial vector is evaluated;

• if the fitness value of the trial vector is better than that of the recombined individual, the
trial vector replaces the recombined individual in the population for the next generation.

According to the classic taxonomy of DE and the general convention, the strategies are
indicated as DE/a/b/c, where a is a string denoting the individual (e.g., randomly selected,
the best one) that is modified by means of the mutation operator, b indicates the number
of different individuals considered to perturb a, and c represents the type of crossover that
is applied. For instance, according to [413, 142], the DE/rand/1/bin strategy exploits a
differential weight F ∈ [0,2] to balance the recombination of the three randomly selected
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individuals, and performs a random crossover with the parent solution by using a crossover
probability CR ∈ [0,1]. To be more precise, the mutation operator is applied to a randomly
selected individual x as follows: three individual x1, x2 and x3 are randomly selected and are
then used to calculate the recombined individual z = x1 +F · (x2 −x3). The trial vector is
obtained by applying a uniform crossover (binomial distribution) to z and x, which replaces x
in the next generation if it is characterized by an improved fitness value. Another well-known
version is the DE/rand/1/exp in which an exponential crossover with self-adaptive probability
is used instead of a uniform crossover.

Few studies were conducted about the conditions for the DE convergence to the global
optimum. Hu et al. [203] proposed a sufficient condition along with a corollary for the DE
convergence, showing that DE is able to converge to the global optima if the trial vectors
satisfy the sufficient condition. They proposed a DE algorithm framework integrating an
extra mutation component that allows for satisfying the proposed convergence condition.

2.2.4 Estimation of Distribution Algorithm

Estimation of Distribution Algorithm (EDA) is an EC method that explores the space of
potential solutions by sampling and incrementally building explicit probabilistic models of
the promising candidate solutions found so far [190]; therefore, the optimization can be
seen as incremental updates of a probabilistic model. The basic version of EDA starts with
the model that encodes the uniform distribution of the admissible solutions and ends with
a refined model capable of generating global optima solutions [247]. Other versions start
with a model encoding different a priori distributions (e.g., normal) of feasible solutions.
The EDA computational framework is general-purpose and can virtually be used with any
probabilistic distribution and graphical model. The rationale underlying the most basic
EDA version is to iteratively generate new probabilistic models of the distribution of the
parameters, which is used to iteratively sample λ new individuals. The new individuals are
used to refine the distribution, according to their fitness values, and generate new offspring.
In the case of Gaussian mixture models, a normal random number generator is initialized
with a certain mean and standard deviation (σ ) for each component. During the update phase,
the distribution of the parameters is adapted and a new generation is provided. Among the
existing variants of EDAs [247], a real-valued version named continuous Population-Based
Incremental Learning (PBILC) [389] uses the information about the µ < λ best individuals
found during each generation to dynamically adapt the underlying Gaussian generative model.
The initial distribution is initialized on the centroid χ0 of the search space and the standard
deviation is set to σ for each component. In particular, the vector σσσ of the standard deviations
is adapted by averaging the standard deviations of the µ best individuals.
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A converge theorem valid for some EDA versions applied to a specific class of problems
(i.e., functions that can be additively decomposed) was provided in [295].

2.2.5 Genetic Algorithms

Genetic Algorithms (GAs) represent an EC technique for global optimization tasks [125].
Inspired by the mechanisms of natural selection, GAs look for optimal solutions to complex
problems by evolving a population P of randomly created candidate solutions [200]. In the
most general formulation, each solution represents an individual encoded as a fixed length
string of characters taken from a finite alphabet (i.e., the genes); in alternative versions, the
individuals codify real-valued genes [12].

In GAs, the population P evolves in competition under controlled variation. Based on
the fitness value, each individual competes according to a selection process, inspired by the
Darwin’s “survival of the fittest” laws. Given an optimization problem, a GA is initialized
with a randomly generated population of individuals corresponding to the potential solutions.
During each generation (i.e., iteration) the quality of each individual is evaluated by using
a fitness function. Then, the individuals undergo to the selection, crossover and mutation
operators to create the next population. Notice that in ES (as shown in Section 2.2.1) the
selection strategy is applied after the recombination, while GAs exploit a selection procedure
before the recombination.

The following schema represents a general implementation for GAs:

1. given the problem to be optimized, randomly generate an initial population;

2. for each individual, evaluate the fitness function;

3. according to the fitness values, select the individuals for the next generation;

4. apply crossover and mutation operators to recombine and vary the selected individuals;

5. if the termination criterion is satisfied, terminate the GA and return the individual with
the best fitness among the population; otherwise go back to Step 2.

Different termination criteria can be used: for instance, the GA could stop when a given
number of generations Tmax is reached or when the fitness value of an individual is lesser than
a fixed threshold value. Given the population P, consisting in |P| individuals, all selection
techniques have the same goal, that is, obtaining an intermediate population P′ by means of
a fitness-dependent sampling procedure [24], composed of copies of individuals from the
previous population P. Each individual can be added more than one time at P′, depending on
its fitness value (the better the fitness, the higher the chance to be selected).
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Once P′ has been created by means of any selection procedure, the variation operators
(i.e., crossover and mutation) are applied to obtain new individuals, named offspring, for the
next generation. Notice that the individuals characterized by a better fitness will be selected
with higher probability, by using one of the available selection strategies: roulette wheel
selection [163], ranking selection [26] and tournament selection [293].

The crossover operator is used to recombine the genetic information from two parent
individuals (Parent1 and Parent2). This operator, which plays a key role in GAs, allows for
obtaining offspring solutions with better characteristics with respect to the parents. Crossover
is applied to several selected pairs of individuals with a probability value pc, named crossover
rate. There are different versions of crossover, such as single point crossover, two point
crossover and uniform crossover. In order to arbitrarily alter one or more genes of a selected
offspring the mutation operator can be applied, increasing the variability inside P′. This
simple operator, which allows for introducing new genetic material into the population, is
able to prevent the convergence of the individuals to local optimal solutions, increasing
the probability to reach every point in the search space. Also this operator is applied with
a probability pm (i.e., mutation rate), such that some randomly selected genes of each
individual are selected and their values are perturbed. Generally, the crossover is executed
with high probability values (e.g., pc = 0.95), conversely the mutation is applied with very
low rates (e.g., pm = 0.05). These parameter settings are chosen so as to reflect the natural
evolution process in which the characteristics (genes) of two parents are deeply blended,
while mutations has a very low probability to occur. Taking advantage of the information
accumulation about the unknown search space underlying the fitness function, relying on a
sufficient large population, GAs are capable of converging to optimal solutions, by adapting
the individuals during the iterations through exploration and exploitation of the promising
subspaces. The scheme theorem proves that GAs asymptotically converge to the optimal
solution of any problem under investigation [200].

Finally, the elitism strategy could also be exploited. This strategy is applied to copy the
best individual (or a subset of best individuals) directly into the next generation without
modifying it (them). This prevents the quality of the best solution from decreasing during
some iterations since the best individual is copied into the next population without undergoing
the genetic operators. Notice that this strategy is similar to the plus-selection (1+λ )-ES
exploited in ES (see Section 2.2.1).
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2.3 Swarm Intelligence

While EC techniques are inspired by Darwinian evolution theory, SI methodologies are
based on the emergent collective behavior of groups of living organisms. As a matter of
fact, socio-biological investigations showed that some animals and social insects (e.g., ants,
bees, bats) [201] are characterized by some behavioral patterns that allow these animals
to share information, self-organize and perform complex tasks that cannot be conducted
by single individuals [390]. These peculiarities have been exploited to design and propose
several nature-inspired optimization techniques, such as those described in the next sections,
namely: Ant Colony Optimization, Artificial Bee Colony, Bat Algorithm, Particle Swarm
Optimization and its settings-free versions [309, 429, 305], called Proactive Particles in
Swarm Optimization and Fuzzy Self-Tuning Particle Swarm Optimization.

A convergence theorem does not exist for these approaches, expect for a class of Ant
Colony Optimization algorithms [416].

2.3.1 Ant Colony Optimization

Ant Colony Optimization (ACO) [114] is probably one of the most used SI approaches to
solve combinatorial problems, such as the Traveling Salesman Problem (TSP) [415] and the
Maximum Independent Set [260]. As a matter of fact, in [175] the authors proposed conver-
gence theorems for ACO, proving its efficiency and effectiveness in optimizing solutions
for NP complete problems. ACO is based on the stigmergy mechanism, which is indirectly
used by the pheromone-based ants as signaling to communicate [436]. The most-known
pheromone-based ants are the foraging ants, which deposit pheromone trails along the routes
leading to a food source. Once an ant meets one of these pheromone trails, it tends to travel
along that route aiming at reaching the food, reinforcing the signal of that route. In such
a way, only the optimal route automatically emerges from the collective movement of the
colony. ACO method emulates the behavior of the real ants by using simulated pheromone
trails that are stochastically generated to iteratively improve the set of candidate solutions.

2.3.2 Artificial Bee Colony

Artificial Bee Colony (ABC) is another population-based SI optimization algorithms, which
exploits the emergent behavior of foraging honey bees [223]. In this optimization method,
three different groups of honey bees (i.e., scouts, onlookers, and employees) compose the
colony and cooperate in identifying the best food resources, which correspond to the solutions
with the best fitness values. Employees (also called workers) and onlookers carry out the
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exploitation process, while scouts lead the exploration process. To be more precise, scouts are
randomly distributed across the search space and become employees as soon as they identify
a promising food source, which corresponds to a region of the search space characterized
by solutions with good fitness values. Onlookers are divided into groups and assigned to
the employees, proportionally to their fitness values. During the iterative process, they
randomly search around the food sources previously found by the employees, looking for
more promising solutions. When onlookers cannot improve their position anymore, the food
source is abandoned and bees return to the hive to start a new search for food by randomly
choosing a new position. ABC is a global optimization method that was generally applied to
real-valued problems, showing to be competitive with respect to other SI and EC techniques
[222].

2.3.3 Bat Algorithm

The Bat Algorithm (BA), originally presented in [481], is a metaheuristic based on the
echolocation behavior of microbats. Microbats are able to emit very loud and short sound
pulses and analyze the echo that the surrounding objects reflect back. This information is used
to discriminate the direction of their flight to avoid collisions. The optimization algorithm
created by using this biological metaphor can be seen as a combination of an exploration
procedure —where the movement of bats is influenced by a frequency value—and a local
search controlled by the loudness and rate of pulse emissions. Microbats adjust both the
frequency of their emitted pulses and the rate of pulse emission, according to the proximity
of the preys. Moreover, also the loudness fluctuates along with the proximity of preys, that is,
when a bat is near its target its loudness decreases. Each bat in the swarm can find the best
positions by performing an individual search or moving to the best location previously found
by the swarm.

To be more precise, the original version of BA is based on the following criteria: (i)
the echolocation is used by bats to sense distances and to discriminate between prey and
background barriers; (ii) each bat i is characterized by a position xi, flies with a velocity vi

(equal to 0 at the first iteration), and emits on a frequency fi varying in the range [ fmin, fmax].
In addition, each bat can vary its own loudness Ai and pulse rate ri when its fitness is
improving. The loudness Ai varies within the interval [Amin,A0], where A0 is a very large
positive value, while the pulse rate ri can take values in the range [0,1].
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At each iteration t of BA, each bat updates its frequency, velocity and position (with
respect to the previous iteration) as follows:

f t
i = fmin +( fmax − fmin)β ,

vt
i = vt−1

i +(xt−1
i −x∗) f t

i ,

xt
i = xt−1

i +xt
i,

(2.5)

where fmin and fmax depend on the size of the search space, β is a random number drawn
from a uniform distribution in [0,1], and x∗ is the current global best solution.

For what concerns the local search phase of BA, each bat generates a new solution
around the best solution found during the current iteration xt

best by using the random walk
xnew = xt

best + εAt , where At = ⟨At
i⟩ is the average loudness of all bats at iteration t, and ε

is a random number drawn with a uniform distribution in the range [−1,1]. Finally, at each
iteration and for each bat i, the loudness At

i decreases as At
i = αAt−1

i if rnd < At
i, where α is

a fixed parameter and rnd is a random number sampled with uniform distribution in [0,1].
Similarly, the pulse rate rt

i increases as rt
i = r0

i (1− e(−γt)), where γ is a fixed parameter and
r0

i is the initial pulse rate. This increment is performed only if F(xi)< F(x∗).
An improved version of BA was proposed by Xie et al. [474], in which the algorithm

makes use of a differential operator and Lévy flights trajectories (DLBA). The differential
operator introduced in DLBA modifies the original frequency update strategy employed by
bats. Lévy flights are Markov processes that differ from regular Brownian motion and allow
for improving the convergence speed and accuracy of BA. Besides the position update of the
bats, in DLBA also the local search process is different from the original algorithm; before
the position update, each bat i performs the Lévy flight: xt

i = x̂t
i + µ[rand − 0.5]⊙Levy,

where x̂t
i is the best solution found so far by bat i; µ and rand are random numbers drawn

from a uniform distribution in [0,1]; ⊙ is the entry-wise multiplication (Hadamard product);
Levy is the step length that obeys Lévy distribution Levy ∼ u = t−λ (with 1 < λ ≤ 3). The
updating formulas of the frequencies and position of each bat are inspired by the mutation
operator of the DE algorithm [349]. The frequencies of bats change, at each iteration, as
follows:

f t
1i =

(
( f1,min − f1,max)

t
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)
β1,

f t
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(
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t
nt
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)
β2,

(2.6)

where β1,β2 are random numbers drawn from a uniform distribution [0,1]. f1,min, f2,min,
f1,max, f2,max and nt are user-defined values.
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The position xt
i of each bat is updated as xt

i = xt
best + f t

1i(x
t
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r4), where
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best is the current best global solution and xt
r j (with j = 1, . . . ,4) are the positions of four

random bats in the swarm. In the final phase of the iteration, the best bat in the swarm
is selected and, if the fitness value is better than x∗, then its loudness At

i is decreased as

At
i = αAt−1

i and the pulse rate rt
i is increased as rt

i = rt−1
i

(
t
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.

2.3.4 Particle Swarm Optimization

Particle Swarm Optimization (PSO) is a stochastic population-based metaheuristic belonging
to SI methods and suitable for real-valued optimization problems [225, 123]. A popu-
lation (called swarm) of n widely candidate solutions (called particles) moves through a
D-dimensional bounded search space and cooperates to identify the optimal solution, eventu-
ally clustering in regions where minima are identified. Each particle i, where i = 1, . . . ,n, is
identified by a position vector xi of real-valued coordinates, defined in a multi-dimensional
search space RD, and by a velocity vector vi ∈ RD used to update its own current position.
During the PSO execution, particles are attracted towards the best position bi ∈ RD found by
the particle itself so far, and the global best position g ∈ RD found by the neighborhood of
the particle or by the entire swarm. The optimization process proceeds until a termination
criterion is met (such as a maximum number of iterations is achieved). The social factor
csoc ∈R+ and the cognitive factor ccog ∈R+ are used to balance the exploration and exploita-
tion strategies, respectively. Moreover, two vectors r1,r2 ∈ RD of random numbers, sampled
with uniform probability in [0,1), are exploited to add stochasticity to particles movement
and thus preventing premature convergence to local optima. To avoid chaotic behaviors in
the swarm, the velocity of each particle is weighted by an inertia factor w ∈ R+ [187], and
limited by maximum velocity values vmax ∈ RD proportional to the distance between the
boundaries of the search space. A vector of minimum velocities vmin ∈ RD is often used to
prevent stagnation and to keep a high diversity inside the swarm [2]. Considering what has
been stated above, the velocity of each particle i is updated as follows:

vi = w ·vi + csoc · r1 ⊙ (xi −g)+ ccog · r2 ⊙ (xi −bi),

where ⊙ denotes the component-wise multiplication operator. Afterwards, the particle
position xi is updated as:

xi = xi +vi.

The inertia value w can be either constant throughout the optimization or decreased by
applying an update function. Since these functioning settings have a relevant impact on the
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optimization performance, they were deeply analyzed in several works (see [109, 21, 62]
for csoc and ccog analyses, and [77] for w). Nevertheless, these functioning settings are
problem dependent since every fitness landscape has different characteristics. Moreover,
in order to avoid divergence of candidate solutions towards infinity, the search space is
generally bounded. β min

d and β max
d (with d = 1, . . . ,D) indicate the boundaries along the

d-th dimension of the search space. Once a particle moves outside the search space, it is
moved back to the valid regions of search space. This strategy allows for always evaluating
the fitness function since the particles always identify valid solutions to the optimization
problem. The most applied boundary conditions are: absorbing, reflecting and damping
strategies [475]. Absorbing condition consists in relocating at the boundary of the search
space those components of the particle positions that moves outside the valid search space,
setting to zero the relative velocity components. Similarly, in the reflection condition the
velocity components are reversed instead of being set to zero, while in the damping condition
the velocity is reversed and modulated by using a random number sampled with the uniform
distribution in the range [0,1].

Even though a convergence theorem was not demonstrated, PSO was applied to solve a lot
of real-world problems thanks to its implementation simplicity and optimization performance
[344].

2.3.5 Proactive Particles in Swarm Optimization

As described in the previous section, PSO relies on specific functioning settings (i.e., ccog,
csoc, w, vmin, vmax), which are strongly problem dependent. Determining the best values of
these functioning settings is a difficult task, often unfeasible, since a complete knowledge of
the fitness landscape would be required [275]. To overcome this limitation, Fuzzy Logic (FL)
[484] can be employed during the optimization phase to dynamically adjust the functioning
settings of PSO [1, 357]. The first attempt in exploiting a Fuzzy Rule-Based System (FRBS)
in this context was presented by the original authors of PSO [394]. In their fuzzy version,
during each iteration, the performance of the current best candidate solution and the current
inertia weight are used as input of the FRBS to assess a new inertia weight for the whole
swarm. Another version called Fuzzy Adaptive Turbulence in Particle Swarm Optimization
(FATPSO) [2] was introduced with the explicit goal of solving the problem of premature
convergence. In order to reduce the crowding of the swarm around the global best, FATPSO
adaptively tunes the vmin of the particles by using FL. Tian et al. presented Fuzzy Particle
Swarm Optimization algorithm (FPSO) [439], in which the inertia weight and the learning
coefficient—a new parameter introduced to throttle the particle velocities—are dynamically
adapted. In FPSO, the FRBS exploits two input variables: the deviation of fitness of the
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particles and the improvement of the global best. All these works show that FL is suitable
for the development of self-tuning strategies for PSO, even if they only take into account
a subset of the overall PSO settings. Moreover, the aforementioned methods consider w,
csoc and ccog as global settings for the whole swarm. A different approach is to determine
specific functioning settings for each particle during the optimization. Examples are the
adaptive inertia weights provided in Gray PSO [253], Self-Regulating PSO [434] or the
recently introduced Stability-based Adaptive Inertia Weight [424].

Nobile et al. proposed Proactive Particles in Swarm Optimization (PPSO) [309] in which
the inertia, cognitive and social factors are calculated for each particle using an FRBS. In
such a way, the reactive individuals are turned into proactive optimizing agents. The FRBS
used by PPSO calculates the novel settings of each particle by analyzing two functions: (i)
the distance of the particle from the global best, and (ii) a normalized fitness incremental
factor of the particle. Thanks to the introduction of these fuzzy concepts, PPSO prevents the
use of arbitrary thresholds (i.e., crisp boundaries) and naturally handles these concepts to
control the behavior of the individual particles. The output variables used as consequents of
the rules are: Inertiai, Sociali and Cognitivei, clearly corresponding to the respective settings
of the i-th particle in PPSO.

PPSO recalculates the values of wt
i,c

t
soci

and ct
cogi

—for each particle i = 1, . . . ,n during
each iteration t—by using an FRBS composed by the 9 fuzzy rules [309]. PPSO relies on
the Sugeno inference method [418] to compute the crisp outputs, according to the calculated
membership functions [309]. Given a set R of R rules, all relative to the same output variable,
the Sugeno inference method calculates the final numerical value of that output variable as
the weighted average of the output of all rules.

The aim of the rules that adjust the value of Inertiai is to increase the value of this variable
when the particle shows a good performance (in terms of fitness), and to lower it otherwise.
In alternative, Inertiai is set to a “neutral choice”, when no relevant changes in the fitness
value occur or the distance from the global best is small. The rules that adjust the value of
Sociali reduce the value of this factor either if the particle is finding better solutions for the
optimization problem, or if it is near to the global best. On the contrary, when the particle is
not finding better solutions or it is not close to the global best, it should rather “follow the
leader”, and Sociali is increased. As in the case of Inertiai, the FRBS assigns an intermediate
value to Sociali if no relevant changes in the fitness value occur. The rules defined to control
the variable Cognitivei reduce the value of this factor if the distance from the global best is
large. On the contrary, if the particle is not improving its fitness value or it is not far from
the global best, then an intermediate value of Cognitivei can weigh the particle tendency to
move in the direction of its personal best position bi, with respect to the effect of the social
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component. If the particle is finding better solutions, then the local exploration around its
current position within the search space is encouraged by increasing Cognitivei. Finally,
PPSO automatically sets the maximum velocity of the particles, along each component of
the search space, as:

vmax
d = µ · |β max

d −β
min
d |, for d = 1, . . . ,D, (2.7)

with µ ∈ [0,1), with µ = 0.2 as default value.

Fuzzy Self-Tuning Particle Swarm Optimization

Fuzzy Self-Tuning Particle Swarm Optimization (FST-PSO) [305] is an improved version
of PPSO [309, 429] in which also the values of vmin, vmax of each particle are individually
modified during the iterations by means of fuzzy rules. In such a way, FST-PSO results to be
a completely settings free version of PSO. In FST-PSO the vmin and vmax are automatically
determined for each particle by means of two linguistic values associated to two linguistic
variables. In order to clamp vmin of each particle along the d-th dimension of the search
space, an additional setting ω < µ ∈ [0,1) is introduced, obtaining this simple equation:

vmin
d = ω · |β max

d −β
min
d |, for d = 1, . . . ,D. (2.8)

In this case, the five output variables of each particle i are: Inertiai, Sociali, Cognitivei, µi,
ωi. This new set of fuzzy rules along with the introduction of two new linguistic variables,
designed to dynamically adjust the vmin and vmax of each particle, allows FST-PSO to obtained
better results with respect to PPSO in terms of convergence speed and concerning the best
solutions found in a set of benchmark functions [305].



Chapter 3

High-Performance Computing

3.1 Introduction

In the context of High-Performance Computing (HPC), the traditional solutions for dis-
tributed architectures are represented by computer clusters and grid computing [208]. The
former exploits a set of inter-connected computers controlled by a centralized scheduler,
while the latter consists in the logical organization of a set of geographically distributed
and heterogeneous computing resources. In both cases, the overall computational task is
partitioned into smaller sub-tasks, which are assigned to the various computing units for
parallel or distributed computations. These infrastructures are particularly appealing because
they usually require minimal changes to the existing source code of some given program.
As a matter of fact, the computing units are generally based on classic architectures (e.g.,
the x86 instruction set used in personal computers), so that the code can be easily ported,
with the exception of possible modifications required for message passing. Moreover, both
architectures support the Multiple Instruction Multiple Data (MIMD) execution paradigm,
that is, all computing units are independent, asynchronous and can work on different data
executing different portions of code.

Despite these advantages, computer clusters and grid computing have considerable
drawbacks. On the one hand, computer clusters are expensive, require maintenance and
are characterized by a relevant energy consumption. On the other hand, grid computing
[139] is generally based on volunteering, whereby computer owners donate resources (e.g.,
computing power, storage) to a specific project [15, 16]. Several factors may further affect
grid computing, notably the fact that remote computers might not be completely trustworthy:
potentially unpublished data are transmitted to unknown remote clients for processing and
the returned results might be intentionally erroneous or misleading. Moreover, no general
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guarantee about the availability of remote computers exists, so that some allocated tasks
could never be processed.

A third way to distribute computation is the emergent field of cloud computing, in which
private companies offer a pool of computation resources (e.g., computers, storage) attainable
on-demand and ubiquitously over the Internet [60]. Although cloud computing mitigates
some problems of classic distributed architectures—like the costs of the infrastructure and its
maintenance—it is characterized by other problems, mainly the fact that data are stored on
servers owned by private companies. This brings about issues of privacy, potential piracy,
espionage, continuity of the service (e.g., due to some malfunctioning, DDoS attacks, or
Internet connection problems), international legal conflicts, data lock-in, along with typical
problems of Big Data. Among them, the transferring of terabyte-scale data to and from the
cloud represents probably the biggest issue [19].

In the latest years, a completely different approach to HPC gained ground: the use of
general-purpose many-core devices like Many Integrated Core (MIC) coprocessors [437] and
Graphics Processing Units (GPUs) [319]. Noteworthy, both types of devices can be installed
on common consumer computers and are characterized by a large number of computing
cores (up to 72 for MICs and 3840 for GPUs). MICs are characterized by cores based on
the x86 instruction set, extended with 512-bit vector instructions, inter-connected by means
of a ring bus. Thanks to this architectural choice, any existing code developed for Central
Processing Units (CPUs) should be easily ported to the MIC architecture.

Differently from MICs, GPUs are pervasive, relatively cheap and extremely efficient
parallel many-core coprocessors, which were originally designed to accelerate the real-time
rendering of computer graphics, freeing the CPU for further calculations [302]. Nowadays,
even common consumer machines are equipped with GPUs, whose exceptional computing
power can be exploited to obtain, with a single machine, the same performance of clusters
and grid, without the need for job scheduling or the transfer of confidential information and
data.

In the next sections, we briefly describe the Message Passing Interface (MPI) that we
exploited to leverage the computational power offered by modern multi-core processors and
computer clusters. Then, we introduce the MIC coprocessors that were used to distribute sim-
ulations performed with the Stochastic Simulation Algorithm (see Section 1.2.2). Finally, we
describe in details the General-Purpose GPU (GPGPU) computing along with the Compute
Unified Device Architecture (CUDA) platform that was exploited to design and implement
two GPU-powered deterministic simulators (see Sections 4.2 and 4.3).
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3.2 Message Passing Interface

MPI represents the de facto standard for message-passing communication protocol among
processes on a distributed memory system. It was officially released in 1994 by a group of
researchers with the aim of providing a standardization among different message-passing
protocols [172, 330]. MPI is designed to work on a wide variety of parallel computing
architectures (e.g., computer clusters, multi-core processors and many-core coprocessors),
representing the most important model used in HPC [421]. Several open-source, well-
tested and efficient implementations of MPI were proposed to encourage the design and
development of portable and scalable large-scale parallel applications.

MPI consists in a communication protocol designed to leverage parallel and distributed
computers by means of the programmer interface, protocol and semantic specifications that
must be exploited during the implementation [171], to obtain high performance, scalability
and portability. MPI defines both the syntax and semantic of different library routines
to write portable message-passing programs in C, C++ and Fortran, which are natively
supported. The first version of MPI (named MPI-1) did not support shared memory at all,
while the second version (MPI-2) had a distributed shared memory concept, so that the
best performance were achieved over Non-Uniform Memory Access architectures (NUMA)
[244], thanks to the memory locality. Starting from the third version (MPI-3), explicit shared
memory programming models were introduced [150]. The MPI interface provides a virtual
topology, synchronization and communications among different processes, which are mapped
to cores or nodes by means of language-specific syntax. In the library, both point-to-point
and send-receive operations among the processes to exchange data between process pairs,
are available. Moreover, gather and reduce operations to combine partial results during the
computation as well as barrier operations to synchronize the processes can be exploited. It is
worth noting that point-to-point operations can be synchronous, asynchronous or buffered.

The best advantage of MPI regards its portability over different distributed memory
architectures along with the achievable performance as several optimized implementations
were proposed for different hardware. Moreover, MPI-2 and MPI-3 offer parallel I/O,
dynamic process management and remote memory operations, while in MPI-3 non-blocking
collective operations along with one-sided operations were introduced [199].
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Fig. 3.1 High-level scheme of the Intel Xeon Phi coprocessor. The proposed architecture
relies on a bidirectional ring that interconnects multiple processing cores (up to 72), memory
controllers (GDDR MC), caches (e.g., the L2 caches that are kept coherent by TDs) and the
PCI client logic interface.

3.3 Many Integrated Cores

The Xeon Phi [86] products are a family of coprocessors proposed by Intel and based on
the MIC architecture. In 2012, the first family of the new line of highly parallel many-
core devices, named Xeon Phi coprocessor, was launched [217]. These coprocessors were
equipped with up to 61 general-purpose processor cores along with a novel powerful vector
processing unit for each core.

Since every MIC consists in multiple cores based on the x86 instruction set interconnected
by an on-die bidirectional ring, they can be also defined as Symmetric Multi-Processor (SMP)
on-a-chip devices. As shown in Figure 3.1, this ring is also exploited to connect the Peripheral
Component Interconnect (PCI) express (PCIe) interface logic and the Graphics Double Data
Rate (GDDR) memory controllers (GDDR MC). Each single core of the MIC is capable of
managing 4 parallel threads running in hardware and has a 512-bit wide Vector Processing
Unit (VPU) with 32 vector registers per thread. Each VPU allows for a second level of
parallelism by means of vector instructions that executes up to 8 double-precision operations
per cycle. Moreover, in each core there is a 512-KB Level 2 (L2) cache to provide high speed
and reusable data access. This cache is kept coherent by a global-distributed Tag Directory
(TD) so that the cached and referenced data remain consistent across all cores. From an
architectural point of view, the cores were designed to obtain a device optimized for high
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Fig. 3.2 High-level scheme of the programming models that can be exploited to develop
applications running on these coprocessors. In host-only mode the code is executed on the
CPU (light blue boxes). When the offload mode is exploited, only the embarrassingly parallel
portions of the code are run on MIC (blue boxes). In symmetric mode the code is executed
on both CPU and MIC, while in native mode the entire code runs on the MIC.

levels of power efficient parallelism, while preserving the general programmability of the
Intel processors. In order to reduce the size, the complexity and the power consumption they
exploit a code execution based on the round-robin multithreading scheduling [352].

The Xeon Phi coprocessors exploit the PCIe system interface to comunicate with the
main host computer and run over an embedded Linux µOS. Since they are equipped with an
embedded system and are based on the x86 technology, they are able to leverage the existing
software for Intel (and compatible) processors. Figure 3.2 depicts the main computing
options to couple classic CPU (i.e., the host) and Xeon Phi coprocessors. The code can be run
only on the host (host-only mode), on both processor and coprocessor (offload and symmetric
modes) and only on the coprocessor (native mode). The Xeon Phi relies on two different
programming models: the native mode and the the offload mode. The former is used to
directly run the code on the Xeon Phi and the system bus is exploited for the communications
and the data transfer between the Xeon Phi and the host. In order to develop an application
running in native mode, multithreading libraries like Open Multiprocessing (openMP) and
MPI are used. In the specific case of MPI, the application runs on the host and the highly
parallel portions of the code are offloaded on the cores of the Xeon Phi by using compiler
directives. Finally, the symmetric mode exploits cooperative communication (typically using
MPI) to run the code on both coprocessors and processor cores.
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Fig. 3.3 The multi-core devices have a few numbers of cores along with different levels of
cache memories, which are exploited to handle with a limited number of software threads at
a time. On the contrary, many-core devices are composed of hundreds or even thousands
of physical cores that are capable of managing thousands of threads simultaneously, giving
access to a high level of parallelism.

3.4 General-Purpose Computing on GPUs

During the latest years, GPUs gained ground in several fields of research thanks to their
ability to deal with the computational burden of intensive algorithms.

From the architectural point of view, GPUs are completely different with respect to the
traditional CPUs. The former are composed of hundreds or even thousands of physical
cores that are capable of managing thousands of threads simultaneously, giving access to
a high level of parallelism. Conversely, the latter have a few numbers of cores along with
different levels of cache memories (generally three), which are exploited to concurrently
handle a limited number of software threads. Figure 3.3 provides a high-level comparison
between modern CPU and GPU architectures, showing their main characteristics. From a
hardware point of view, the transistors composing the CPU are used to branch predictions,
caching as well as out-of-order execution optimization performed at run-time. This feature
has become fundamental in the design of optimized pipelines in general-purpose processors.
On the other hand, the transistors used to design the GPU architectures are mainly employed
to perform strict computations since the GPUs have been produced to deal with graphic
rendering pipelines at high throughput, which require a lot of independent parallel operations.
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Initially, GPUs allowed for processing only a massive number of geometric primitives
(especially triangles, which are ordered triples of vertices) with several attributes by using a
multithread design and pipelines. They were composed of a fixed functionality set used to
vertex transform and lighting (T&L) by means of few libraries (e.g., OpenGL and Microsoft
Direct3D). Thanks to the increasing requests of video-game developers and 3D artists, the
GPU hardware was modified by adding programmable vertex and fragment processors. Pixar
in 1988 [207] introduced the naming convention for GPUs, so the programs for custom T&L
were called shaders. In 2001 Nvidia proposed the first programmable GPU, motivating the
creation of new languages that allowed for simplifying the development of shaders. By so
doing, in 2003 Nvidia proposed its own shading language named CG, which was inspired
by the C language [276]. During the same year, Microsoft added the High-Level Shading
Language (HLSL) to the DirectX libraries [168]. A year later, the Khronos Group consortium
proposed the shading language GLSL (OpenGL Shading Language), which was an extension
of the specification of OpenGL Application Programming Interface (API). In the following
years, the purpose of shaders changed from the graphics-oriented geometric transformations
to general computation, giving birth to the modern GPGPU. The first general shaders were
difficult to design and develop since both the input and output of the computation had to be
graphics objects (such as textures, pixels or 3D meshes), while the required computations
had to be performed by means of the graphics API. The following APIs introduced for
general-purpose computations solved this problem, making the GPGPU computing the main
alternative to the traditional HPC infrastructures.

The emerging field of GPGPU is nowadays a methodology combining CPUs and GPUs to
address the increasing demand of parallel and throughput intensive algorithms. Accordingly,
GPGPU takes advantage of the great computational power of modern many-core GPUs.
Generally, the serial portions of the algorithms are performed on the CPUs since they are
more effective and efficient than GPUs for serial processing, while GPUs perform those
portions requiring the elaboration of large blocks of data that can be processed in a parallel
fashion. This HPC methodology gives access to low-cost and energy-efficient solutions
that allow for achieving tera-scale performances on common workstations (and peta-scale
performances on GPU-equipped supercomputers [220, 50]), obtained by leveraging the
powerful parallel capabilities of modern video cards.

Despite the relevant performance-per-watt and performance-per-price ratio, also GPGPU
computing has some drawbacks. GPUs are mainly designed to provide the Same Instruction
Multiple Data (SIMD) parallelism. In such a case, differently from the MIMD architecture,
all cores in the GPU are supposed to execute the same instructions on different input data:
this is not the usual execution strategy for existing CPU implementations, therefore the
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CPU code cannot be directly ported to the GPU architecture. In general, the code needs to
be rewritten for GPUs, which have completely different architectures (see Figure 3.3) and
support a different set of functionalities as well as different libraries. In addition, the complex
hierarchy of memories and the limited amount of high performance memories available
on GPUs require a redesign of the existing algorithms to better fit and fully leverage this
architecture. Thus, from the point of view of the software developer, GPU programming
remains a challenging task [132] due to the effort required to code the algorithms.

Nevertheless, GPGPU computing represents a valuable and even “green” alternative to
traditional HPC infrastructures: indeed, GPUs offer the possibility of creating supercom-
puters that are orders of magnitude faster than conventional clusters [220, 50], but having a
comparable energy consumption. Empirical comparisons of equivalent implementations have
also shown that GPUs attain better performances than MICs [72, 395, 427], especially when
the code is not purposely modified to leverage the additional MICs throughput allowed by
vector instructions. For these reasons, although GPUs require a relevant programming effort,
they still represent one of the most attractive alternatives for Life Science-oriented HPC.

3.4.1 Compute Unified Device Architecture

Among the existing libraries for GPGPU computing, the most exploited are CUDA (created
by Nvidia), OpenCL (proposed by the Khronos Group) and Microsoft DirectCompute.

Here we focus on CUDA, a parallel computing platform and programming model,
programmable using the C language and based on many-core Streaming Multiprocessors
(SMs). The CUDA compiler nvcc subdivides this “extended” C code into two separate parts:
the host (i.e., the CPU) code and the device (i.e., the GPU) code. The former is compiled
using any C++ compiler that is available on the machine, while the latter is processed by
using the proprietary Nvidia compiler. The device code is then embedded as binary image
into the host object file. Finally, during the linking stage, CUDA runtime libraries are added
to the binary executable file.

The compilation of the device code is performed using an intermediate stage during
which a special representation, namely PTX, is used. PTX can be seen as the equivalent of
assembly code for a “virtual GPU”, being an instruction set architecture that is supposed to
remain stable and uniform across multiple generations of GPUs. The PTX is translated for
one (or more) specific target architectures, supporting the capabilities of this “virtual GPU’.
A schematization of this process is reported in Figure 3.4. It is worth noting that this process
can be performed automatically by nvcc or split into two separate phases. In the second case,
the intermediate PTX files can be modified before the compilation in order to drive a desired
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CUDA runtimeNVCC

Virtual compute architecture

STAGE 1
PTX generation

Real streaming multiprocessor architecture
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cubin generation EXECUTEx.cu x.ptx x.cubin

Device (GPU) code

Fig. 3.4 Two-stage compilation with virtual and real architectures. Figure adapted from
[312].

Table 3.1 Main libraries available for CUDA.

Name of the library Purpose of the library Reference
cuBLAS Linear algebra [314]
cuFFT Fast Fourier transform computation [316]
cuRAND Random numbers generation [317]
cuSPARSE Linear algebra subroutines for sparse matrices [318]
NPP Primitives for image and signal processing [320]
NVBIO High-throughput sequence analysis [313]
Thrust Library of common data structures and paral-

lel algorithms (e.g., sort, scan, transform and
reduction operations)

[198]

behavior or to leverage special device instructions, which might not be directly supported by
CUDA C (e.g., SIMD instructions).

CUDA is nowadays a mature architecture and offers several additional libraries that make
GPGPU computing easier for developers. Among them, it is worth mentioning cuBLAS [314]
(which implements linear algebra routines), CURAND [317] (which provides high-quality
pseudo- and quasi-random numbers generators), cuFFT [316] (a Fast Fourier Transform
library) or Thrust [198] (a C++ template library for CUDA based on the Standard Template
Library). A list of CUDA libraries and their functionalities is reported in Table 3.1.

CUDA code can run on the most widespread operating systems (Microsoft Windows,
Apple macOS, GNU/Linux), although it requires a Nvidia GPU. More precisely, CUDA
code can be compiled but cannot be executed on host machines equipped with ATI/AMD
or Intel video cards. In order to exploit GPUs made by these vendors, alternative libraries
(e.g., OpenCL) must be used. Each new generation of Nvidia GPUs offers novel or improved
characteristics; the subset of features supported by a specific hardware determines its Compute
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Table 3.2 Architectural innovations and new features introduced in the CC versions of
different CUDA architectures. CUDA architectures and CC are ordered from the oldest to
the latest. For each architecture, the CC generally maintains or improves the functionalities
provided by the previous versions.

CUDA architecture Compute capability Architectural innovations and new features

Tesla

1.0 Up to 512 threads per block and 65536 blocks
per grid, up to 16 KB of shared memory per SM,
up to 8 simultaneous blocks per SM, up to 63
registers per thread

1.1 Atomic functions in global memory
1.2 Atomic functions in shared memory and warp

voting
1.3 Double precision floating point operations

Fermi

2.0 Up to 1024 threads per block, up to 48 KB of
shared memory per SM, L2 cache on global
memory, custom balancing of L1 cache and
shared memory (48+16 KB vs 16+48 KB)

2.1 Advanced synchronization functions

Kepler

3.0 Unified memory programming, up to 231 − 1
blocks per grid, up to 16 simultaneous blocks
per SM, up to 255 registers per thread, balanced
L1 cache/shared memory configuration (32+32
KB)

3.5 Dynamic parallelism

Maxwell
5.0 Up to 64 KB of shared memory per SM, up to

32 blocks per SM
5.2 Up to 96 KB of shared memory per SM
5.3 Half-precision floating-point operations

Pascal
6.X Base clock up to 1700 MHz with GPU Boost,

4 MB of L2 cache, 4096-bit high performance
HBM2 memories

Volta
7.X Atomic addition operating on 64-bit floating

point values in global memory and shared mem-
ory, Tensor Core

Capability (CC). Table 3.2 reports an overview of the various CUDA architectures to date,
along with their CCs and some of the novel functionalities they introduced.

CUDA can be programmed by means of C/C++ language: following CUDA naming
conventions, the developer implements a C/C++ function (called kernel) that is loaded from
the host (the CPU) to the devices (one or more GPUs) and replicated in many copies named
threads. Notice that Fortran is natively supported by CUDA. Threads are organized in
three-dimensional structures named blocks, contained in three-dimensional grids (see Figure
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Fig. 3.5 CUDA thread organization: a kernel (represented by the light blue cube), invoked
from the host (blue cube), is executed in multiple threads on the GPU (the device). Threads
(red cubes) are organized in three-dimensional structures named blocks. Blocks (yellow
cubes) are organized in a three-dimensional structure named grid (green cube). During the
kernel launch, the programmer must specify the dimensions of both blocks and grid. Thanks
to this three-dimensional arrangement, threads in a block and blocks in a grid are addressed
by a triple of coordinates: the darker red thread in the figure, for instance, belongs to block
(0,0,0) and, inside this block, it is identified by coordinates (1,0,0), being the second thread
along the x axis and the first along the y and z axes.

3.5). Whenever the host computer runs a kernel, the GPU creates the corresponding grid and
automatically schedules each block of threads on an available SM, allowing for a transparent
scaling of performance on different devices (see Figure 3.6).

During the launch of a kernel, CUDA requires the programmer to specify how many
threads T are assigned to each block and how many blocks B must be created. The total
number of running threads on the GPU will be equal to T ×B. CUDA poses limitations to
the number of threads that a single block can contain. For instance, T was limited to 512 on
Tesla GPUs made by Nvidia, while it is limited to 1024 on more recent architectures (see
Table 3.2). Within a block, threads can be uniformly distributed by the user along the three
dimensions, given that x- and y-dimensions not exceed 1024 threads, while z-dimension must
be limited to 64 threads. For instance, Figure 3.5 shows an example of three-dimensional
blocks, each consisting of 3×3×3 = 27 threads. The number of simultaneous threads on a
SM is further limited by the available physical resources (e.g., registers, high performance
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Multithreaded CUDA Program
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Block 1 Block 2 Block 4Block 3

Block 5 Block 6 Block 7 Block 8

GPU with 4 SMs
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Block 3 Block 4

Block 5 Block 6

Block 7 Block 8

Kernel 

execution time

Fig. 3.6 CUDA automatic scalability: blocks are automatically scheduled on the available
SMs, in a transparent way for the programmer. The more SMs are present on the GPU, the
faster the execution of the kernel.

memories). It follows that the performance of CUDA kernels are tied to the choice of the
values T and B.

The CUDA programming model combines SIMD and multithreading: the programmer
launches a large number of identical threads that are supposed to perform identical com-
putations on different data; however, threads are allowed for temporarily taking divergent
control flows (e.g., when the code contains if-then-else constructs). Nvidia refers to this
peculiar architecture as SIMT: Single Instruction Multiple Threads. Figure 3.7 provides an
example of a divergent execution flow, in which 16 threads are executing a common CUDA
kernel (shown in the gray box on the right). The CUDA kernel is characterized by two nested
conditional branches: a first branch is taken by threads whose variable x is greater than zero
(yellow region); the second branch is taken by the remaining threads, whose variable y is
greater than zero (green region); the last branch is taken by the remaining threads (purple re-
gion). These three regions cannot be simultaneously executed: CUDA automatically handles
the workflow by serializing the execution. Serialization affects performance, since it implies
an increased running time. For this reason, conditional branches should be avoided in the
kernels as much as possible. In the example shown in Figure 3.7, the last conditional branch
(taken by threads that satisfy x ≤ 0 and y ≤ 0) causes the execution of a single thread at once
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Time

...

float tmp, x = A[i]; y = B[i];

if ( x>0 ) {
  
  tmp = curand_uniform(&ls);

  tmp *= parameter1;

  x = tmp + parameter2;

} else if (y>0) {

  tmp = curand_normal(&ls);
  
  x = tmp + parameter2;

} else {
  
  tmp = curand_poisson(&ls, la);

  x = tmp;

}

result[i] = x;

...
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Fig. 3.7 A simple example of thread divergence. Threads are grouped according to the
conditional branches, which are evaluated at run-time. Then, threads performing the same
calculations are executed together (e.g., the yellow parts). In the worst case scenario, the
conditional branches can cause a complete serialization of the execution (e.g., the purple
parts), hence reducing parallelism and strongly affecting the overall performance.

(thread #10). It is clear that, in order to fully leverage the GPU, the algorithms might require
a major redesign to reduce the recourse to conditional branches.

GPUs are equipped with a variety of memories. As schematized in Figure 3.8, the
GPU memory hierarchy consists in the global memory (accessible from all threads), the
shared memory (accessible from threads belonging to the same block), the registers (high
performance on-chip memories used to store local variables), the local memory (part of the
global memory, accessible exclusively by the owner thread), and the constant memory (cached
and not modifiable). One additional type of CUDA memory is the texture memory, which is
another cached and read-only memory. Formerly designed to speed up the texture mapping
in real-time 3D graphics, the texture memory was later exploited by CUDA to provide cached
access to non modifiable data. However, since the introduction of the Fermi architecture, the
global memory is equipped with a cache system (see Table 3.2) so that the texture memory
is no longer useful, except for its hardware-accelerated trilinear interpolation capabilities.
Nvidia increased the L2 cache to 4 MB starting from the Pascal [322] architecture. This
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Fig. 3.8 Architecture of CUDA threads and memories hierarchy. Threads can access data
from multiple kinds of memories, all with different scopes and characteristics: registers
and local memories are private for each thread; shared memory let threads belonging to
the same block communicate, and has low access latency; all threads can access the global
memory, which suffers of high latencies, but it is cached since the introduction of the Fermi
architecture; texture and constant memory can be read from any thread and are equipped
with a cache as well.

increment of high performance cache reduces the number of requests to the Dynamic Random
Access Memory (DRAM), improving the overall performance even on older software.

The best performance in the execution of CUDA code can be achieved by smartly
distributing the data structures across these memories and, in particular, by exploiting the
shared memory as much as possible. Unfortunately, the latter is a very limited resource
(i.e., up to 96 KB for each multi-processor on the Maxwell GPUs, see Table 3.2), causing
further restrictions on block size. On the contrary, the global memory is very large (some
GB in the most recent GPUs) but suffers of high latencies, a problem mitigated by the
introduction of the aforementioned caching system. Also registers may pose a limitation to
performance, since they are a scarce resource. When the number of registers required by a
kernel outnumbers the available physical memories, the so-called register spilling on global
memory occurs: the local variables are stored into the (slow) global memory, affecting the
overall performance. Initially, GPUs were equipped with just 63 registers per thread; with
the introduction of Kepler GPUs, with compute capability 3.5, the number of threads was
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increased to 255 (see Table 3.2), reducing the recourse to the global memory and directly
improving the performance in the case of complex kernels.

Finally, three additional matters concerning GPUs programming are worth to be men-
tioned. First, since blocks are asynchronously scheduled on different SMs, there exist no
communication nor synchronization primitives between blocks. However, intra-block com-
munication can be performed by means of the shared memory and the family of warp vote
functions, which allow for the evaluation of a predicate for all threads and the recombination
of the results. Intra-block synchronization is achieved using the family of __syncthreads
functions, which can be also combined with warp voting.

Second, during the execution of a kernel, the CPU is idle and is allowed for executing
additional useful tasks on the host side. This approach, which permits to fully leverage the
computing power of a GPU-powered machine, is called heterogeneous computing. A different
approach for leveraging the CPU during the execution of a kernel is the asynchronous data
transfer: CUDA allows for the creation of multiple streams, i.e., execution queues that handle
the concurrent execution of tasks, including overlapped kernel runs and memory transfers.

Third, global memory accesses can be optimized by the CUDA driver as long as the way
data are organized—i.e., the access pattern—is coalesced, that is, the memory areas read by
threads in a warp are contiguous. Although this complication has been mitigated by the most
recent GPU architectures, a proper organization of data into coalesced patterns is necessary
to reduce the number of memory transactions and improve the performance.





Chapter 4

High-Performance Computing for the
simulation of Reaction-Based Models

In this chapter, two deterministic biochemical simulators accelerated on Graphics Processing
Units (GPUs) and an implementation of the Stochastic Simulation Algorithm (SSA) on Many
Integrated Core (MIC) coprocessors are described in details. The scheme in Figure 4.1 shows
the “semiotic square” of the state-of-the-art of deterministic and stochastic biochemical
simulators (see Section 1.2.3), accelerated by means of GPUs. This figure highlights the
gap that were filled with the works proposed in this thesis—i.e., LASSIE (LArge-Scale
SImulator) and FiCoS (Fine- and Coarse-grained Simulator)—that is, the development
of efficient simulators capable of executing in a parallel fashion the calculations required
by a single simulation and by a batch of simulations, exploiting the fine-grained or the
coarse-grained parallelization strategies.

In the first section, we present a novel generator of synthetic (yet realistic) Reaction-
Based Models (RBMs) of biological networks, which has been used to test the efficiency
of the parallel simulators [361]. In Section 4.2, we introduce LASSIE [425], the first fine-
grained deterministic simulator designed to accelerate the simulation of large-scale models
(top-right panel of Figure 4.1). Section 4.3 describes FiCoS [428], an efficient deterministic
simulator accelerated on GPU exploiting both the fine- and coarse-grained parallelization
strategies (top-center panel of Figure 4.1). Finally, Section 4.4 is dedicated to an alternative
coarse-grained implementation of SSA by means of MIC coprocessors [427] (bottom-left
panel of Figure 4.1).
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Fig. 4.1 The “semiotic square” of the state-of-the-art of accelerated biochemical simulators.
The horizontal axis represents the parallelization strategy, that is, the two main approaches to
leverage the threads: coarse-grained (on the left), where multiple simulations are performed
in a parallel fashion; fine-grained (on the right), where a single simulation of a large-scale
model is accelerated by distributing the computation over multiple threads. The vertical
axis partitions the two types of simulation: deterministic (top) and stochastic (bottom). The
simulators that combine either two parallelization strategies or two types of simulations are
represented by means of the gradient of the colors that represent the simulators based on a
single parallelization strategy or performing only a type of simulation.

4.1 SMGen

In order to test the effectiveness and efficiency of the simulators and the Parameter Estimation
methodologies presented in this thesis, we designed and developed a novel custom tool
capable of generating RBMs of any size. This tool, named SMGen (Synthetic Models of
biological systems Generator) [361], was designed to generate synthetic (yet realistic) models
of biological networks that must comply with some structural characteristics, in order for
them to be as much realistic as possible:
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1. system connectivity. Since a biological network can be represented as a graph, in order
to guarantee a single connected component each species S j ∈ S, with j = 1, . . . ,N,
must be involved in at least one reaction Ri ∈R, where i = 1, . . . ,M;

2. order guarantee. For each reaction Ri ∈ R, the order of the reaction must be lower
or equal than the maximum order maxord, whose value is a user-defined parameter.
Similarly, the number of products of each reaction must be lower or equal than the
user-defined value maxprod representing the maximum number of allowed products;

3. linear independence. In order to ensure that each reaction Ri is a plausible biochemical
reaction, the reactants and products involved in Ri, represented as two vectors in RN ,
must be linearly independent;

4. unique reactions. Each reaction Ri must appear only once in the network, that is,
duplicated reactions are forbidden.

SMGen saves the synthetic RBMs to file using the Systems Biology Mark-up Language
(SBML) standard [229] as well as in the BioSimWare format [42], which is composed of an
ensemble of input files describing all the elements necessary to define and simulate an RBM.
These files have been used as input for all the simulators proposed in this thesis. SMGen is
also provided with a user-friendly Graphical User Interface (GUI) that easily allows the user
to provide all the settings required to generate the RBMs.

Since SMGen is designed to generate a whole set of RBMs, we developed a Master-
Slave implementation to distribute and parallelize the generation of the RBMs. SMGen was
entirely developed using the Python programming language and exploiting mpi4py [98],
which provides bindings of the Message Passing Interface (MPI) specifications for Python
to leverage multi-core Central Processing Units (CPUs). Figure 4.2 shows the scheme of
the proposed Master-Slave implementation. The user-defined number of processes Σ are
assigned as follows: Rank 0 manages the GUI; Rank 1 corresponds to the Master; Rank k,
with k = 3, . . . ,Σ, are the Slave processes. Notice that SMGen requires at least 3 processes,
which is the default value for Σ.

The functioning of SMGen can be summarized as follows:

1. the user interacts with the GUI (Rank 0), providing all the required settings, namely:
the number N of species; the number M of reactions; the maximum order maxord of
the reactions; the maximum number maxprod of products; the probability distributions
and the ranges for sampling both the initial concentrations and the kinetics parameters;

2. the GUI sends the aforementioned settings to the Master (Rank 1), which allocates the
resources and offloads the network generation to the available Slaves;
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Fig. 4.2 Scheme of the Master-Slave implementation of SMGen: first, the GUI communicates
to the Master the settings provided by the user; the Master orchestrates all the Slaves, sending
the settings to the Slaves, which then generate the set of RBMs.

3. each Slave (Rank k, with k = 3, . . . ,Σ) generates a different RBM. When a Slave
finishes, it communicates to the Master that it is available and, as long as there are
models to generate, the Master assigns a new network to the Slave.

A high-level overview of the algorithm underlying the generation phase, which each
Slave performs, can be summarized as follows:

1. given the settings provided by the user, the graph representing the reactions is initial-
ized;

2. the stoichiometric coefficients are randomly generated;

3. for each reaction Ri the linear independence between the reactants and products
involved Ri is evaluated. If the linear independence is violated, then go back to Step 1.
Otherwise, continue with Step 4;

4. for each reaction Ri any reaction equal to Ri is removed.

The algorithm is iterated until all the reactions appear only once in the network. Finally, the
initial amount of the species in S and the kinetic constants are randomly generated by using
the probability distributions chosen by the user.
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4.2 LASSIE

LASSIE is the first fine-grained GPU-accelerated software designed to simulate large-scale
RBMs of cellular processes, consisting in hundreds or thousands of reactions and molecular
species. LASSIE was designed to be a “black-box” deterministic simulator, not requiring any
expertise in mathematical modeling nor any GPU programming skill. More precisely, given
the formalization of a cellular process as an RBM and assuming the mass-action kinetics
[84, 78, 455] (see Section 1.1.1), LASSIE proceeds according to the following workflow:

1. it automatically generates the system of Ordinary Differential Equations (ODEs)—one
ODE for each molecular species occurring in the system—according to the biochemical
reactions included in the RBM;

2. it automatically derives the Jacobian matrix associated to the system of ODEs, taking
advantage of the symbolic derivation, necessary to apply the Backward Differentiation
Formulae (BDF) (see Section 1.2.1);

3. it executes the numerical integration of the ODEs by automatically switching between
the Runge–Kutta–Fehlberg (RKF) method (described in Section 1.2.1) in the absence
of stiffness and the BDF in presence of stiffness.

Notice that LASSIE was developed to solve systems of coupled ODEs specified in the form
dx
dt = f (t,x), where x ≡ x(t) represents the vector of concentration values at time t of all
chemical species occurring in the system.

4.2.1 GPU implementation

Given an RBM as input, LASSIE automatically generates the systems of ODEs according
to the Equation 1.4 and encodes the matrices A and H = (B−A)T as two arrays of short4
Compute Unified Device Architecture (CUDA) vector types, named VA and VH, respec-
tively. Notice that CUDA vector types are multi-dimensional structures ranging from 1 to
4 components, addressed by .x, .y, .z, and .w. Since the matrices A and H are sparse,
LASSIE uses compressed data structures created by removing all zero elements from A
and H to save memory and avoid unnecessary readings from the global memory. Namely,
let h ji be the element of H at row j and column i, and ai j the element of A at row i and
column j, for i = 1, . . . ,M and j = 1, . . . ,N, where N and M are the number of species and
reactions composing the RBM, respectively. For each non-zero element of H, we store
into the .x and .y components of VH the values j and i, respectively; the .z component
of VH is used to store the element h ji, while the .w component stores the index of the
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Fig. 4.3 Example of matrix encoding to automatically generate an ODE using LASSIE.

kinetic constant associated with that monomial. Similarly, for each non-zero element of A,
the .x and .y components of VA contain the values i and j, respectively. The value ai j is
stored into the .z component of VA, while the .w component is left unused. Note that we
exploited the short4 CUDA vector type rather than the short3 CUDA vector type, because
the former is 8-aligned and requires a single instruction to fetch a whole entry, while the
latter is 2-aligned and thus takes three memory operations to read each entry. In order to
parse these arrays inside the GPU, we use two additional arrays of short2 CUDA vector
types, named OH and OA, which store the offsets used to correctly read the entries of the
VH and VA structures, respectively. The .x and .y components of each row of OH contain,
respectively, the first index and the last index to access the VH structure. Each thread uses
its own pair of indeces to read the rows of the VH structure between the first index and
the last one. Similarly, OA stores the indeces that allow for correctly accessing the VA
structure. Finally, the values of the kinetic constants are stored into an array of type double,
named K. Figure 4.3 shows an example of the matrix encoding used in LASSIE, where
all terms of the polynomial function describing the ODE of species x1 given at the top of
the figure are encoded in the components of the data structures OH, VH, OA, VA and K, as
detailed hereby. Notice that only the data structures components with solid borders are used
to automatically generate the ODE; the various terms appearing in the ODE are represented
with corresponding colors in the data structure components. Matrix encoding starts from
matrix OH. Each thread j, for j = 0, . . . ,N − 1, reads the values stored in the .x and .y
components of OH (denoted by the lightblue borders). In this example, we consider species
x1 that corresponds to thread 0. Each thread fetches the values in VH, starting from the row
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indicated by the value stored in the .x component of OH, up to the row corresponding to the
value stored in the .y component. In this example, thread 0 in matrix OH reads the values
contained in the first two rows—i.e., rows 0 and 1—in matrix VH. Each row of VH encodes
a monomial of an ODE: the .x component is not used; the .y components (denoted by green
and orange borders) indicate the row numbers of the OA structure that each thread must read;
the .z components (red borders) indicate the sign and the coefficient of the monomial; the
.w components (gray borders) indicate the positions of the array K containing the values
of the kinetic constants corresponding to the reactions that the threads are parsing. In this
example, the .z and .w components of VH allows for deriving the coefficients −1k1 and
+1k2 for the first and the second term of the ODE, respectively. Afterwards, as in the case
of OH, each thread fetches the values in VA, starting from the row indicated by the value
stored in the .x component of OA, up to the row corresponding to the value stored in the
.y component of OA. The values stored in the .y (violet and fuchsia borders) and .z (blue
and dark green borders) components of VA correspond to the indeces of the species and
the stoichiometric coefficients, respectively, while the .x and .w components of VA are left
unused. In this example, row 0 in matrix OA reads the values stored in rows 0 and 1 (.y and
.z components) of matrix VA, generating the factors (x1)

1(x2)
1 in the first term of the ODE,

while row 1 in matrix OA reads the values stored in row 2 (.y and .z components) of matrix
VA, generating the factor (x3)

1 in the second term of the ODE. Therefore, in this example,
the matrix encoding overall generates the ODE of species x1 consisting in the sum of two
polynomial terms: −k1(x1)

1(x2)
1 + k2(x3)

1.
Thanks to these CUDA structures, we obtain a twofold performance improvement:

• at the instruction level, a single instruction is enough to either load or store a multi-word
vector. By so doing, the total instruction latency for a particular memory transaction is
lower and also the bytes per instruction ratio is higher;

• at the memory controller level, by using vector types a transfer request from a warp has
a larger net memory throughput per transaction, yielding a higher bytes per transaction
ratio. With a fewer number of transfer requests, the memory controller is able to reduce
contentions producing a higher overall memory bandwidth utilization.

The only limitation due to short data type is that indices are limited to 22×8−1, which means
that LASSIE cannot simulate systems larger than 65536 chemical species and reactions.

Once that the system of ODEs is generated and appropriately stored according to the
CUDA vector types, LASSIE solves it by automatically switching between the RKF method
in the absence of stiffness, and the BDF in presence of stiffness. The integration of the
systems of ODEs is carried out from an initial time instant t0, up to a given maximum
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simulation time tmax. In order to reproduce the dynamics of the cellular process described by
the ODEs, the concentration values of the molecular species appearing in the RBM are saved
at specified time steps within the interval [t0, tmax] (these time steps might correspond, e.g., to
the sampling times of laboratory experiments).

The workflow of LASSIE consists in 6 distinct phases, as represented in Figure 4.4. Note
that phases P1, P4 and P6 are executed by the CPU (yellow boxes in Figure 4.4), while P2, P3

and P5 are executed by the GPU (green boxes in Figure 4.4). Overall, phases P2, P3 and P5

rely on 25 different lightweight kernels, which were specifically developed to fully leverage
the parallel architecture of the GPU for the implementation of the aforementioned numerical
integration methods. We describe hereafter the main design and implementation choices of
each phase and their related CUDA kernels, which result in a novel parallelization strategy
with respect to state-of-the-art methodologies (see, e.g., [210]).

Phase P1. It implements the generation of all data structures used to encode the ODEs, as
described above. This phase is executed on the CPU.

Phase P2. It is used to sample and save the system dynamics and it is implemented by
means of a single CUDA kernel (kernel K1). In particular, if the current simulation time t
corresponds to one of the specified sampling time instants, LASSIE saves the concentration
values of (possibly, a subset of) all molecular species into an array defined on the GPU.
Otherwise, the execution proceeds to the next phase.

Phase P3. It implements the RKF method [277], used by each thread j to solve the j-th
ODE, for j = 0, . . . ,N −1. This phase is implemented as 9 CUDA kernels.

During this phase, the two different approximated states un+1 and wn+1 of the state xn+1

of the system are generated at each step, thanks to the evaluation of six supplementary values
l1, . . . , l6 (see Table 1.4). As described in Section 1.2.1 for a single ODE, to evaluate the
accuracy of u and w at the current step-size h, a user-defined vector tolerance εεε ∈ RN (with
ε j > 0 for all j = 1, . . . ,N), and two additional arrays, ER,δδδ ∈ RN are taken into account.
If ER j ≤ ε j for all j = 1, . . . ,N, then un+1 is accepted as new state of the system, that is,
xn+1 = un+1; otherwise, the solutions u and w are rejected and recalculated by using a new
step-size. The new step-size is computed as h = h ·min{δ1, . . . ,δN}, being δ1, . . . ,δN the
components of vector δδδ (note that the new value of h has to be chosen in order to satisfy the
requested error tolerance for all ODEs).

Overall, phase P3 is implemented by means of the following kernels:

• kernel K2: used to evaluate each ODE at the current state xn of the system;
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Fig. 4.4 Simplified scheme of the workflow of LASSIE. The data structures used to encode
the system of ODEs are generated in phase P1. In phase P2, if the current simulation time t
corresponds to a specified sampling time instant, then the current concentration values of all
molecular species are saved; otherwise, the execution proceeds to the next phase. In phase
P3 each thread derives and solves the corresponding ODE by exploiting the RKF method,
while in phase P4 the RKF solutions are verified: (i) if the RKF solutions are rejected, then
the integration step-size h is reduced and phase P3 is executed again; (ii) if RKF solutions
are rejected but the integration step-size h is too small, then phase P5 is executed and the
system of ODEs is solved by using the BDF methods; (iii) if the RKF solutions are accepted,
the termination criterion is verified during phase P6 (all phases from P2 are iterated until the
maximum simulation time tmax is reached).

• kernels K3 – K8: each thread j, for j = 0, . . . ,N − 1, computes the components
l1 j, . . . , l6 j of l1, . . . , l6, by invoking kernel K2;
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• kernel K9: each thread j, for j = 0, . . . ,N −1, computes the components w j and u j of
the approximated states un+1 and wn+1, respectively;

• kernel K10: each thread j, for j = 0, . . . ,N −1, calculates the components ER j and δ j

of ER and δδδ , respectively.

Phase P4. It is used to verify the RKF solutions calculated during phase P3 and, accordingly,
to choose the next phase to be executed:

1. if the solutions are rejected and the new step-size h is acceptable (that is, h ≥ εs, for
some εs > 0, e.g., εs = 10−6), phase P3 is executed again using a smaller step-size h;

2. if the solutions are rejected and the new step-size h becomes too small (that is, h < εs),
LASSIE executes phase P5;

3. if all solutions do not violate the specified RKF-tolerance vector εεε , then LASSIE
executes phase P6.

Note that Point 1 implicitly states that the system of ODEs is considered to be stiff, so
that LASSIE automatically switches to phase P5, where the BDF methods are used for the
numerical integration. Phase P4 is executed on the host.

Phase P5. It implements the BDF methods, the most widely used implicit multi-step
numerical integration algorithms [438]. LASSIE switches to this phase if and only if the
RKF solutions u and w evaluated during phase P4 are rejected as well as the RKF step-size h
becomes smaller than εs.

Since the evaluation of the Jacobian matrix required by the BDF methods during each
iteration is computationally expensive, LASSIE actually exploits the modified Newton-
Raphson method [403]. Thus, the iteration matrix is evaluated once at the beginning of each
step, based on the predicted value x0, and it is used for all the iterations during the current
step. The linear system is solved by using the LU factorization method [30], which is a direct
method supplied by the Nvidia CUDA Basic Linear Algebra Subroutines (cuBLAS) [314], a
GPU-accelerated version of the standard BLAS library [248]. The Newton-Raphson method
is iterated until the maximum number of iterations is reached, or a sufficiently accurate
value is achieved (i.e., smaller than a user-defined tolerance value εNR). When this method
ends, the state of the system is updated as x = xi+1 (see Section 1.2.1 for more details). The
workflow of phase P5 is schematized in Figure 4.5.

Overall, phase P5 is implemented by means of the following kernels:
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Fig. 4.5 Flowchart of phase P5. (1) Each thread j, for j = 0, . . . ,N −1, calculates the j-th
known term of the linear system given in Equation 1.14, which is obtained from the system
of non-linear equations given in Equation 1.12; (2) each thread j derives the j-th row of
the Jacobian matrix and evaluates it on the current state of the system x; (3) the linear
system is solved by exploiting the LU factorization method supplied by cuBLAS library; (4)
the solution of the linear system is used to update the iteration vector for the execution of
the Newton-Raphson method; (5) steps 1 to 4 are iterated until the termination criterion is
satisfied, that is, a maximum number of iterations is reached, or a value smaller than a fixed
tolerance value εNR is achieved.

• kernel K11: each thread j, for j = 0, . . . ,N −1, derives the j-th row of the Jacobian
matrix and evaluates it on the current state of the system x;

• kernel K12: the Jacobian matrix is transposed in order to exploit the LU factorization
method;

• kernels K13 – K18: based on the order q of the BDF, LASSIE invokes one of these
kernels (i.e., kernel K13 for q = 1, kernel K14 for q = 2, ..., kernel K18 for q = 6) to
calculate the known terms of the linear system;

• kernels K19 – K24: each kernel K(18+q), q = 1, . . . ,6, performs the calculations of
the q-th order BDF;

• kernel K25: it updates the iteration vector needed to execute the Newton-Raphson
method.

Phase P6. It is used to verify the termination criterion: if the maximum time tmax is reached,
then the simulation ends. On the contrary, the execution iterates from phase P2. This phase is
executed on the host.



100 High-Performance Computing for the simulation of Reaction-Based Models

All the temporary results computed by LASSIE are stored on the GPU, since data transfers
between the CPU and the GPU (and viceversa) are very time consuming. For the same reason,
the output data (i.e., the concentration values of the molecular species sampled at fixed time
instants) are transferred to the CPU as soon as the whole simulation is completed.

4.2.2 Results

The computational performance of LASSIE was compared against the Livermore Solver of
Ordinary Differential Equations (LSODA) [341] ODE solver, which is generally considered
one of the best ODE solver for deterministic simulations of biological systems, thanks to its
capability of dealing with stiff and non-stiff systems. In particular, we exploited the LSODA
implementation provided by SciPy library [219] (version 0.15.1), written in C language.
LASSIE was run on a machine with a GPU Nvidia GeForce GTX Titan Z, based on the
Kepler architecture and equipped with 2× 15 SMs for a total of 5760 cores (clock 837
MHz) and a theoretical peak processing power of 1.3 TFLOPS in double precision. Instead,
LSODA was run on GALILEO, a supercomputer created by the Italian consortium CINECA.
GALILEO consists of 516 compute nodes, each one equipped with 2 CPUs octa-core Intel®

Xeon® Haswell E5-2630 v3 (clock 2.40 GHz) for a total of 8256 cores, and 128 GB of RAM.
Each CPU is capable of about 300 GFLOPS in double precision. In our tests, we exploited
one node with 120 GB of RAM distributed over 5 cores.

The computational performance was evaluated by simulating a set of synthetic RBMs of
increasing size, that is, having a number of reactions and species M×N arbitrarily chosen
in the range from 64× 64 to 8192× 8192. The models were generated considering the
methodology used in [234, 307], which was modified in order to randomly sample the initial
concentration of each species with a uniform distribution in the range [0,1), and the kinetic
constant of each reaction with a logarithmic distribution in the range [10−8,1).

For each model size M×N, we generated and simulated 30 different synthetic RBMs to
the aim of measuring the average running time of both LASSIE and LSODA. The simulation
of each RBM was performed multiple times, using different settings for the sampling of the
time-series. Specifically, in each repetition, we saved either 10,50,100,500 or 1000 samples
of the system dynamics of all chemical species, at regular intervals. All simulations were
halted at time tmax = 50 (arbitrary units).

All simulations were executed—independently from the size of the model and the number
of samples saved—by setting the following parameters of LASSIE:

• tolerance of RKF method ε j = 10−12, j = 1, . . . ,N;

• first–order BDF method (q = 1);
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• BDF integration step h = 0.1;

• tolerance of Newton–Raphson method εNR = 10−6;

• maximum number of iterations allowed during each call of the Newton-Raphson
method maxit = 104;

• initial integration step of RKF method equal to 10−3;

• tolerance value to switch between RKF method and Backward Euler method (EM)
εs = 10−6.

The following parameters of LSODA were used to run the simulations:

• relative tolerance εr = 10−6;

• absolute tolerance εa = 10−12;

• maximum number of internal steps equal to 104.

Tables 4.1 and 4.2 report the values of the average running times (given in seconds) of
LSODA and LASSIE, required for the execution of each set of 30 different synthetic RBMs
of size M×N, each time considering 10,50,100,500,1000 samples of the system dynamics
of all chemical species. The speed-up values achieved by LASSIE with respect to LSODA
are given in Tables 4.1 and 4.2 and graphically represented in Figure 4.6, for each tested case;
note that when the speed-up value is greater than one, LASSIE is faster than LSODA, and
vice versa. The break-even (blue line in Figure 4.6) between the performances of LASSIE
and LSODA is observed when the number of reactions and chemical species is between
128 and 256. Specifically, in the case of 256×256 model size and 10 samples, the running
time of LSODA is almost twice with respect to LASSIE: 1.28 seconds vs. 0.67 seconds.
In particular, we emphasize that the execution of the simulations for models characterized
by 4096 reactions and 4096 species with 10 samples takes, on average, 249.8 seconds with
LSODA and just 2.71 seconds with LASSIE, resulting in around 92× speed-up. Furthermore,
LASSIE allows for the simulation of large-scale models (e.g., 8192× 8192) thanks to its
smaller memory footprint with respect to LSODA, taking just 14.13 seconds to simulate
the model characterized by 8192 reactions and 8192 species with 10 samples. Conversely,
the version of LSODA implemented in SciPy library has a high memory footprint that does
not allow for simulating models of this size on GALILEO, the supercomputer employed to
perform the simulations.

Figure 4.6 also points out that the number of samples of the dynamics affects the per-
formance of LASSIE, due to the different number of accesses to the high-latency global
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Table 4.1 Average running time (in seconds) of LSODA and LASSIE – and corresponding
speed-up value – required for the execution of the set of 30 synthetic RBMs of size M×N
(with M = N), considering 10, 50 and 100 samples of the dynamics of all chemical species.

10 samples 50 samples 100 samples
M×N LSODA LASSIE speed-up LSODA LASSIE speed-up LSODA LASSIE speed-up
64×64 0.257 0.519 0.495 0.288 0.541 0.532 0.220 0.557 0.395
128×128 0.393 0.613 0.641 0.473 0.635 0.745 0.507 0.644 0.787
256×256 1.277 0.669 1.909 1.486 0.696 2.135 1.293 0.727 1.779
512×512 4.313 0.792 5.446 4.629 0.841 5.504 4.559 0.915 4.982
1024×1024 15.753 0.955 16.495 15.707 1.056 14.874 16.201 1.201 13.490
2048×2048 61.824 1.662 37.199 61.748 1.987 31.076 61.762 2.397 25.766
4096×4096 249.839 2.713 92.090 248.234 4.571 54,306 249.422 5.665 44.029
8192×8192 NA 14.134 NA NA 26.051 NA NA 38.058 NA

Table 4.2 Average running time (in seconds) of LSODA and LASSIE – and corresponding
speed-up value – required for the execution of the set of 30 synthetic RBMs of size M×N
(with M = N), considering 500 and 1000 samples of the dynamics of all chemical species.

500 samples 1000 samples
M×N LSODA LASSIE speed-up LSODA LASSIE speed-up
64×64 0.307 0.665 0.462 0.303 0.839 0.361
128×128 0.674 0.786 0.858 0.498 0.958 0.520
256×256 1.319 0.905 1.456 1.277 1.122 1.138
512×512 4.300 1.215 3.539 4.669 1.526 3.060
1024×1024 15.982 1.809 8.835 16.647 2.407 6.916
2048×2048 62.307 3.721 14.745 62.742 5.479 11.451
4096×4096 249.546 12.407 20.113 254.416 17.393 14.627
8192×8192 NA 101.91 NA NA 129.755 NA

memory. For instance, the speed-up achieved with the model characterized by 4096 reac-
tions and 4096 species decreases to 14.6× with 1000 samples, meaning that the simulations
with 1000 samples are around 6× slower than the simulations with 10 samples. In models
characterized by 2048 reactions and 2048 species, the speed-up obtained with 10 samples
(37.2×) is around 3× larger compared to the one achieved with 1000 samples (11.4×), while
in models characterized by 1024 reactions and 1024 species, the speed-up obtained with
10 samples (16.5×) is around 2× larger compared to the one achieved with 1000 samples
(6.9×). Finally, Figure 4.7 shows that the running time of LASSIE increases with the number
of samples, while LSODA is characterized by an almost constant running time, irrespective
of the number of samples. It is worth noting that CPU-bound ODE solvers, like this version
of LSODA, can be more efficient in the case of small-scale models. This is due to two
concomitant circumstances. On the one hand, the clock frequency of CPUs is higher than the
clock frequency of GPU (2.4 GHz with respect to 837 MHz, in the case of the hardware used
to execute our tests). On the other hand, the communication and synchronization between
threads can introduce a significant overhead, which is mitigated only when the calculations
are distributed over a relevant number of threads; therefore, LASSIE becomes profitable for
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Fig. 4.6 speed-up values (z-axis) achieved by LASSIE with respect to LSODA for the
simulation of synthetic models of increasing size, having a number of reactions and of
species M×N (x-axis), with M = N, and characterized by an increasing number of sampling
time instants of the system dynamics (y-axis). When the value of the speed-up is greater than
one, LASSIE is faster than LSODA and vice versa.

medium/large-scale models characterized by hundreds of species. Notably, the bigger the
model, the greater the speed-up.

As an additional test, we investigated whether the relationship between the number of
reactions and the number of species could affect the overall performance of LASSIE. As the
number of chemical species corresponds to the number of ODEs, the length of each ODE is
roughly proportional to the number of reactions. Since GPUs have a lower clock frequency
than CPUs (e.g., in the case of the hardware used for the tests, 837 MHz with respect to
2.4 GHz, respectively), each GPU core is slower than the CPU core to perform a single
instruction 1. For this reason, in order to obtain the highest performance, the calculations on
the GPU should be spread across threads as much as possible, while the number of operations
performed by each thread should be reduced.

1The advances in GPU technology will progressively reduce this gap. As a matter of fact, Nvidia is
continually working to increase both the clock frequency and the band memory, two features that, theoretically,
are expected to increase the performance of LASSIE.
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Fig. 4.7 Comparison between the average running time required by LASSIE (green bars) and
LSODA (red bars) to simulate 30 instances of models characterized by 128 reactions and
128 species (top), 256 reactions and 256 species (middle), 4096 reactions and 4096 species
(bottom), saving different numbers of sampling time instants of the dynamics. Note that the
y-axes are in logarithmic scale.
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Table 4.3 Average running time (in seconds) of LASSIE required for the execution of a set of
30 synthetic RBMs of size M×N (with M ̸= N), considering 10, 50, 100, 500, 1000 samples
of the dynamics of all chemical species.

10 samples 50 samples 100 samples 500 samples 1000 samples
M×N LASSIE LASSIE LASSIE LASSIE LASSIE
171×512 0.589 0.623 0.662 0.900 1.149
512×171 1.032 1.062 1.087 1.318 1.540
341×1024 0.682 0.751 0.828 1.285 1.726
1024×341 1.119 1.179 1.220 1.597 1.895
512×1024 0.759 0.828 0.941 1.419 1.949
1024×512 1.053 1.112 1.192 1.624 1.999
683×2048 0.876 1.064 1.310 2.442 3.533
2048×683 1.389 1.512 1.664 2.406 3.029
1024×2048 1.002 1.201 1.508 2.858 3.889
2048×1024 1.317 1.444 1.613 2.614 3.281

Indeed, as reported in Table 4.3 and shown in Figure 4.8, when the number of chemical
species involved in a model is greater than the number of reactions, LASSIE achieves better
performance than those obtained in the case of models with a number of chemical species
smaller than the number of reactions. For instance, considering the models with M×N equal
to 171× 512, the running time of LASSIE is smaller than in the case of the models with
size 512×171, irrespective of the number of samples of the system dynamics, thanks to the
higher number of threads that are concurrently launched on the GPU in the first case.

This is in general valid in all cases with the exception of the models characterized by
2048 chemical species with 500 and 1000 samples of the system dynamics. Here, the average
running time of LASSIE is greater than in the case of models with 2048 reactions, since
the required number of accesses to the high-latency global memory of the GPU impairs the
performance of the simulations.

In order to assess the scalability of LASSIE, and of CUDA applications in general,
we executed additional tests on different GPUs. Figure 4.9 shows a comparison of the
performance of LASSIE using three different GPU models (described in Table 4.4): a
notebook video card (Nvidia GeForce 960M, red bars), the Nvidia GeForce GTX Titan
Z used for the previous tests (green bars), and a Tesla-class GPU (the Nvidia K20c, blue
bars). To compare the speed-up provided by these GPUs we generated 30 different synthetic
models (characterized by size M×N equal to 1024×1024, 2048×2048 and 4096×4096)
and calculated the average running time. Our results highlight the importance of two distinct
factors on the performance of LASSIE: the GPU clock frequency and the amount of available
resources (in this case, the cores). As a matter of fact, despite the lower amount of CUDA
cores, the GeForce 960M turns out to be competitive on models of moderately large size,
thanks to its higher clock rate, with respect to the Titan Z and the K20c. When the ODEs
largely outnumber the available cores (e.g., for 4096 reactions and chemical species), the
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Fig. 4.8 Running time (z-axis) of LASSIE for the simulation of synthetic models of increas-
ing size, having a number of reactions and of species M ×N (x-axis), with M ̸= N, and
characterized by an increasing number of sampling time instants of the system dynamics
(y-axis).

GeForce 960M is no longer competitive. This is an example of transparent scalability
of CUDA applications: the threads are automatically distributed over the available cores,
improving the overall performance, without any user intervention. Moreover, as described
in Section 3.4.1, threads are organized in blocks that are scheduled on the available SMs.
Thanks to this characteristic, when the overall number of threads outnumbers the available
cores, CUDA automatically creates a queue of blocks that are scheduled on the SMs as soon
as they become available for computation. Thus, LASSIE can, in principle, simulate any
model on any GPU, as long as there is enough memory to store the data structures. The Tesla
K20c is characterized by a large amount of cores that, in the case of 1024×1024 models, are
fully exploited only during the simulation of the stiff parts of the dynamics. For the remaining
parts of the simulation, half of its cores are actually used for computation with a slower clock
rate with respect to the clock rate of the GeForce GPUs. Moreover, Tesla cards exploit the
Error Correcting Code (ECC) on memories, ensuring additional checks of correctness to
the data against potential corruption from electrical or magnetic interference, at the price of
a significant overhead [468]. The ECC was enabled during all tests, partly explaining the
reduced performance of the Tesla K20c on very large-scale models with respect to the Titan
Z.
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Table 4.4 Nvidia GPUs used to assess the scalability of LASSIE.

GeForce GTX 960M GeForce GTX Titan Z Tesla K20c
Global memory 4 GB 6 GB 5 GB
Number of SMs 5 15 13

CUDA cores per SM 128 192 192
Total number of CUDA cores 640 2880 2496

Base clock 1.2 GHz 876 MHz 706 MHz

1024 × 1024 2048 × 2048 4096 × 4096

Model size
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Fig. 4.9 Comparison of the average running times for the simulation of 30 synthetic models
characterized by three different sizes, executed with different GPUs: a notebook GPU Nvidia
GeForce 960M (red bars); a Nvidia GeForce GTX Titan Z (green bars); a Tesla-class GPU
Nvidia K20c (blue bars).

Finally, we assessed the accuracy of LASSIE by simulating the dynamics of the model of
the Ras/cAMP/PKA pathway in yeast (see Appendix A.5), and comparing the outcome of
LASSIE with the result of the simulation performed with LSODA. We also investigated the
influence of LASSIE parameters (e.g., tolerance values) on the running times and quality of
the simulated dynamics by exploiting a model representing a chain of isomerizations.

The simulation accuracy was tested by comparing the dynamics of four pivotal molecular
species involved in the RBM of Ras/cAMP/PKA pathway [75], which consists in 34 reactions
among 30 molecular species and is characterized by stiffness. Figure 4.10 shows that the
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Fig. 4.10 Comparison of the dynamics of the molecular species Ras2:GTP and cAMP (top),
PKA and Pde1 (bottom) of the model of the Ras/cAMP/PKA signaling pathway in yeast,
obtained by running LASSIE (solid lines) and LSODA (dots).

dynamics of species Ras2:GTP and cAMP (top), PKA and Pde1 (bottom) perfectly overlap,
proving the accuracy of LASSIE.

To assess the robustness of the parameterization of LASSIE (e.g., tolerance values set
in all results presented above), we performed an additional batch of tests by changing one
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parameter at a time, and measuring the effect of the corresponding perturbations on the
quality of the output dynamics and on the running time. For the execution of these tests,
we considered a model characterized by stiffness, representing a chain of isomerizations in
which a chemical species Si (where i = 1, . . . ,N −1) undergoes a cascade of modifications:
Si −→ Si+1. To be more precise, this model consists in 31 reactions among 32 chemical
species, where the kinetic constant of each reaction is set to 0.1, and the initial concentration
of species S1 is equal to 1 (the initial concentration of all other species is equal to 0). The
variation of the tolerance value of the Newton–Raphson method, as well as the tolerance
value used to switch between RKF and Backward EM, have no relevant effect on the quality
of the output dynamics and on the running time of LASSIE. On the contrary, the variation
of the tolerance value of RKF method, which is generally set as default to ε j = 10−12, can
have a substantial effect on the output dynamics of LASSIE, as shown in Figure 4.11. Taking
into account the chain of isomerizations model, the dynamics is correctly reproduced in the
case of ε j = 10−12 and ε j = 10−18, while in the case of ε j = 10−6, the dynamics does not
overlap the simulation outcome obtained by running LSODA. In addition, as the value of
ε j decreases, the running time of LASSIE increases, as shown in Figure 4.12. However,
considering that a value of ε j = 10−12 is sufficient to ensure a correct replication of the model
dynamics, it is unnecessary to further reduce this tolerance value.

4.2.3 Conclusion

LASSIE is a fully automatic simulator in which the system of ODEs corresponding to an
RBM is automatically determined according to the mass-action kinetics, making LASSIE
usable without any prior knowledge about ODE modeling and integration. The mass-action
law allows for obtaining a first order ODE for each species appearing in the model: it is
worth noting that this ODE is a polynomial function that describes how the concentration
of that species changes in time, according to all the reactions where it appears either as
reactant or product [455]. The presence of polynomial functions simplifies the symbolic
derivation that is needed to calculate the Jacobian matrix associated with the system of ODEs
and exploited by implicit integration methods. In addition, polynomials can be efficiently
encoded in the memory and parsed GPU-side. As a result, all GPU threads can perform the
same task (i.e., polynomial decoding and evaluation), strongly reducing the warp divergence
and the consequent stalling of threads due to serialization, a circumstance that would instead
happen if each thread calculated an ODE characterized by an arbitrary kinetics.

In order to assess the computational performance of LASSIE, we performed a set of
simulation tests using synthetic RBMs of increasing size, and we compared LASSIE running
time with respect to the LSODA ODE solver running on CPU. Despite the improvement
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of efficiency granted by LSODA, the numerical integration of the system of ODEs can
become excessively burdensome when the numbers of reactions and molecular species
increase. LASSIE overcomes this limitation by distributing over thousands of GPU cores all
the calculations required by the numerical integration methods it embeds, therefore paving
the way for fast simulations of large-scale and stiff models of cellular processes. LASSIE
execution flow was partitioned into 25 CUDA kernels, overall distributing the calculations
over the available cores in order to fully exploit the massive parallel capabilities of modern
GPUs, therefore achieving a relevant reduction of the running time in case of large-scale
models. One interesting feature of GPUs is that they can have different characteristics, both
in terms of resources (e.g., amount of high performance memories, number of cores) and
computing power (e.g., clock rate). For instance, kernel performance transparently scale on
different GPUs, since they automatically leverage the additional resources offered by the
latest architectures, a characteristic known as transparent scalability. We assessed this feature
testing LASSIE on different GPUs and showing how the number of available SMs effect the
performance. Indeed, the higher the number of available SMs, the lower the required running
time.

As a final remark, we highlight that a fair comparison of GPUs and CPUs is a difficult
task, in general, due to their deep architectural differences. The theoretical peak performance
of both architectures are difficult to achieve: indeed, developers must implement code to
the aim of maximizing the parallelism and the occupancy of the multi-processors, adhering
as much as possible to the underlying SIMD computational model in the case of the GPU
and exploiting vector instructions in the case of the CPU. However, as explained in Section
3.4.1, GPUs allow for the temporary divergence of the execution flow of threads. When
this situation occurs, some threads get stalled waiting for reconvergence. This mechanism
provides the programmer with a certain degree of freedom to abandon the SIMD paradigm,
but at the same time it can potentially lead to the complete serialization of the execution
affecting the overall performance. We also highlight that the usage of registers and shared
memory influences the occupancy of the GPU, as these resources are scarce on each SM.
All these circumstances can prevent the achievement of the peak computational power of a
GPU. To this aim, we developed kernels that maximize the parallelism and the occupancy
of the SMs avoiding threads divergence as much as possible. Moreover, we optimized data
structures to store the matrices A and H that encode the system of ODEs, and CUDA vector
types that allow us to increase the memory throughput and to reduce the number of memory
accesses, all precautions that explain the performance boost achieved with LASSIE.
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4.3 FiCoS

In the previous section we discussed LASSIE, the first fine-grained deterministic simulator in
literature. In order to fully exploit the parallelism provided by modern GPU, here we present
FiCoS, an efficient deterministic simulator accelerated on GPU by exploiting both the fine-
and coarse-grained parallelization strategies: the former is used to distribute the calculations
required by every ODE over multiple GPU cores, while the latter is exploited to perform
a massive number of simulations in a parallel fashion. As shown in Figure 4.1, FiCoS
is the first deterministic simulator that takes advantage of both parallelization strategies,
filling the gap in the combined fine- and coarse-grained deterministic simulation. Regarding
the fine-grained strategy, FiCoS takes inspiration from LASSIE, but at the same time it is
based on more efficient numerical integration methods, which allow for strongly reducing
the computational effort required by deterministic simulations. As in Variable-coefficient
ODE solver (VODE) [53] (see Section 1.2.1), FiCoS exploits an heuristic to determine if
the system is stiff and which integration method is the most appropriate. It implements two
integration methods belonging to the Runge-Kutta family: (i) the Dormand–Prince (DOPRI)
method [116, 115, 176] for stiffness-free systems; (ii) the Radau IIA method [177, 178] when
the system is stiff. To be more precise, we used DOPRI5 and RADAU5, which are explicit
and implicit adaptive Runge-Kutta methods of order 5, respectively, capable of varying the
integration step-size during the resolution of the system of ODEs (see Section 1.2.1).

In order to compare the computational performance of FiCoS against CPU-based (i.e.,
LSODA [341] and VODE [53]) and GPU-based (i.e., cupSODA [306] and LASSIE) ODE
solvers, we carried out different batches of simulations using (i) a set of symmetric synthetic
models of increasing size, ranging from 64 to 800 species and reactions, to evaluate the im-
pact of the models size on the computational performance; (ii) a set of asymmetric synthetic
models of increasing size, ranging from 21 species (64 reactions) to 267 species (800 reac-
tions) and viceversa, to evaluate in which way the number of species and reactions affects the
performance of the GPU-powered simulators; (iii) a real model of the Autophagy/Translation
switch based on the mutual inhibition of MTORC1 and ULK1 [422], characterized by 173
molecular species and 6581 reactions.

For each synthetic model, we performed an increasing number of parallel simulations
(up to 2048) and calculated both the integration time and the overall simulation time. The
integration time indicates the running time spent by the numerical integration algorithms to
solve the system of ODEs, while the simulation time is the overall running time required
to perform a simulation, including the I/O operations (i.e., reading and writing operations).
In the case of multiple simulations, both the integration time and the simulation time were
calculated by summing up the integration time and the simulation time required by each
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simulation. As a case study, we then performed a bidimensional Parameter Sweep Analysis
[11, 85] (PSA-2D) varying two parameters of the Autophagy/Translation model to identify
the initial conditions and reaction rates that allow for obtaining an oscillatory regime of the
dynamics. In this case FiCoS was able to perform 36864 simulations in 24 hours, while
LSODA and VODE completed only 2090 and 1363 simulations, respectively, in the same
time. This result shows that FiCoS can be effectively coupled with the computational meth-
ods used to calibrate mathematical models of complex (large-scale) biochemical networks.
Considering the achieved results, FiCoS was also exploited to perform an in-depth analysis
of an RBM describing the Treg-Teff cross regulation in relapsing-remitting multiple sclerosis
[31].

4.3.1 GPU implementation

As a first step, starting from the RBM given as input, FiCoS automatically generates the
system of ODEs, according to Equation 1.4, and encodes both the matrices H = (B−A)T

and A as two arrays of short2 CUDA vector type, named Hv and Av, respectively. Note that
we exploited the short2 CUDA vector type because it is 4-aligned in the memory, meaning
that a single instruction to fetch a whole entry is required. We used these data structures
to compress and store the matrices A and H, which are highly sparse, removing all zero
elements to save memory, and at the same time avoiding unnecessary readings from the
global memory of the GPU. The following strategy is applied to generate the CUDA vector
type Hv and Av:

• for each non-zero element h ji of H, with i = 1, . . . ,M and j = 1, . . . ,N, we stored
into the .x and .y components of Hv the values i and h ji, respectively. Notice that N
corresponds to the number of species, while M corresponds to the number of reactions
in the RBM;

• for each non-zero element ai j of A, with i = 1, . . . ,M and j = 1, . . . ,N, we stored into
the .x and .y components of Av the values j and ai j, respectively.

Besides these two data structures, we use two additional arrays of int, named OH and OA, to
parse Hv and Av inside the GPU. OH and OA store the offsets to correctly fetch the entries of
Hv and Av, respectively. Each thread j, with j = 0, . . . ,N −1, reads the j and j+1 elements
of OH, whose values indicate the first index and the last index (minus 1) to access the Hv

structure. Similarly, OA stores the indeces that allow the threads to correctly decode the
Av structure. Finally, an array K of type double is used to store the values of the kinetic
constants. An example of these data structures and their decoding is depicted in Figure
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Fig. 4.13 Example of matrix encoding to automatically generate an ODE using FiCoS.

4.13, where the monomials composing the polynomial function that describes the ODE of
the species x1, at the top of the figure, are encoded in OH, OA, Hv, Av and K. The ODE
is automatically generated by using the data structure components with solid borders; the
colors used to highlight the terms composing the ODE are also used in the data structure
components. Each thread j, with j = 0, . . . ,N − 1, reads the j and j+ 1 elements of OH

(denoted by the lightblue borders). Each thread j fetches the values stored in Hv, starting
from the row indicated by the value of the element j of OH up to the row indicated by the
value (minus 1, since this value is used as starting point for the thread j+1) of the element
j + 1 of OH. In this example, thread 0 reads the .x and .y components of the first two
rows (i.e., rows 0 and 1) of Hv. The .x component of each row of Hv (denoted by dark
yellow) indicates both the position of the vector K—which contains the values of the kinetic
constants—and the first index of OA where each thread j must read; the .y component (red
borders) codifies both the sign and coefficient of the monomial. In this example, the .x
and .y components of Hv codify the coefficients −1k1 and +1k2 of the first and the second
term of the ODE, respectively. Afterwards, each thread j fetches the values encoded in OA

starting from the value stored in the position indicated by the index previously read up to
value (minus 1) stored in the next position. The values stored in the .x (purple, magenta
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and orange borders) components of Av are the indices of the species, while the .y (blue,
dark green and dark red borders) components codify the stoichiometric coefficients. In this
example, the row 0 of Av contains the factor (x1)

1, while the rows 1 and 2 allow the thread
0 to generate the factor (x2)

1(x3)
1. By so doing, the thread 0 is capable of reproducing the

polynomial composing the ODE: −k1(x1)
1 + k2(x2)

1(x3)
1.

Once the data structures encoding the system of ODEs are generated, FiCoS solves
the systems of ODEs by means of the DOPRI5 method [116, 115, 176] in the absence of
stiffness or the RADAU5 method [177, 178] when the system is stiff. We point out that our
implementation was inspired by the source code of Blake Ashby, who ported the original
Fortran code of Hairer and Wanner [177, 176] to C++.

Starting from an initial time instant t0, the system of ODEs is integrated up to a given
maximum simulation time tmax. The dynamics of the species are sampled and saved at
specified time steps within the interval [t0, tmax] (these time steps should generally correspond
to the sampling times of laboratory experiments).

The workflow of FiCoS can be summarized in 5 distinct phases, as depicted in Figure
4.14. Note that only phases P1 and P5 are executed by the host (light orange boxes in
Figure 4.14), while the others are executed by the device (light green boxes in Figure 4.14).
Phases P2, P3 and P4 correspond to three different kernels (K1, K2, and K3) developed to take
advantage of the coarse-grained parallelization strategy. Moreover, these phases invoke other
lightweight kernels, which were developed to fully leverage the parallel architecture of the
modern GPU exploiting the dynamic parallelism [321] as fine-grained parallelization strategy
for the implementation of the aforementioned numerical integration methods. By exploiting
the dynamic parallelism, each thread belonging to the grid called by the host (named parent
grid) can launch a novel grid (named child grid) composed of several threads. All child grids
that are executed by the threads of the parent grid can be synchronized so that the parent
threads can consume the output produced from the child threads without the involvement of
the CPU.

We describe hereafter each phase with its CUDA kernels to explain our novel paral-
lelization strategy that allowed FiCoS to achieve the relevant speed-up shown in Section
4.3.2.

Phase P1. This phase is executed by the host and implements the generation of the data
structures encoding the system of ODEs, as discussed above.

Phase P2. This phase implements the estimation of the dominant eigenvalue ρ of the
Jacobian matrix J by means of the norm bound of J itself. As norm bound we used the
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so-called maximum absolute row sum norm, defined as:

∥J∥
∞
= max

1≤i≤M

N

∑
j=1

∣∣Ji j
∣∣ . (4.1)

Note that the dominant eigenvalue ρ is equal to the spectral radius, which is defined as the
largest absolute value of the eigenvalues of J. Since the value ρ strictly depends on both
the initial concentrations and the kinetic parameter values, ρ is calculated for each parallel
simulation φ , with φ = 0, . . . ,Φ−1, which must be performed. This phase is implemented
using 2 different CUDA kernels:

• kernel K1: each thread φ , with φ = 0, . . . ,Φ− 1, invokes the kernel K1a to evaluate
the Jacobian matrix J using the φ -th parameterization and the φ -th set of initial
concentrations as state of the system xφ . As soon as J is calculated, the thread φ

applies the Equation 4.1 to estimate the dominant eigenvalue ρ associated to the φ -th
parameterization and the φ -th set of initial concentrations;

• kernel K1a: each thread j, with j = 0, . . . ,N −1, calculates the values of the j-th row
of J using the state of the system xφ and the parameterization given as input.

Note that each thread φ , with φ = 0, . . . ,Φ−1, exploits the dynamic parallelism to call the
kernel K1a launching a new grid of threads.

Phase P3. It implements the DOPRI5 method [116, 115, 176], an explicit Runge-Kutta
integration algorithm of order 5 with variable step-size and stiffness control, used by the
threads whose dominant eigenvalue ρ is less than ερ to solve the system of ODEs. As a matter
of fact, the Φ threads are partitioned in two different sets: the former (LDOPRI) contains
the threads whose dominant eigenvalue ρ is less than ερ ; the latter (LRADAU ) contains the
remaining threads. By simulating both synthetic and real RBMs, including some models
that are characterized by stiffness (e.g., the Ras/cAMP/PKA signal transduction pathway in
yeast, see Appendix A.5 for further details), we found an empirical value of ερ equal to 500.
Since this phase is performed before the phase that implements the RADAU5 method, if the
DOPRI5 method fails in solving the system of ODEs characterized by some parameterization
and set of initial concentrations φ (e.g., the system of ODEs is stiff), the φ -th thread is put in
LRADAU along with the threads related to the simulations characterized by ερ > 500.

The DOPRI5 method relies on the following 12 kernels:

• kernel K2: it is the main kernel implementing the DOPRI5 method. It is executed by
each thread d ∈ LDOPRI , which uses its own parameterization as well as its own set of
initial concentrations;
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Fig. 4.14 Simplified scheme of the workflow of FiCoS. During phase P1 all the data structures
used to encode the system of ODEs are generated. In phase P2 each thread φ , with φ =
0, . . .Φ−1, estimates the dominant eigenvalue ρ related to the simulation φ , using the φ -th
parameterization and the φ -th set of initial concentrations. All threads whose dominant
eigenvalue ρ is less than 500 are added in the set LDOPRI , which contains the threads that
use DOPRI5 as integration algorithm (phase P3). If some simulations using DOPRI5 fail,
those threads are added to the set LRADAU , which contains the threads that use RADAU5 as
integration algorithm (phase P4). As soon as the phases P3 and P4 are completed, the output
data (i.e., the concentration values of the molecular species sampled at fixed time instants)
are transferred to the host that writes them to output files (phase P5).

• kernel K2a : each thread j, with j = 0, . . . ,N−1, evaluates the j-th ODE using the state
of the system xd and the parameterization given as inputs;

• kernel K2b: it exploits N threads to update the vectors used to calculate the initial
step-size of the DOPRI5 method;
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• kernels K2c – K2i: each kernel uses N threads to update the vectors required by the
DOPRI5 method to estimate the next step-size, using the Butcher tableau shown in
Table 1.5;

• kernels K2 j and K2k : in each kernel, N threads are used to update the vectors involved
in the spline approximation of the ODEs.

It is worth noting that each thread d ∈ LDOPRI exploits the dynamic parallelism to call the
kernels K2a – K2k , launching a novel grid of threads. Since data transfers between the CPU
and the GPU are very time consuming, all the temporary results computed by FiCoS during
this phase are stored on the global memory of the GPU.

Phase P4. This phase implements the RADAU5 method [177, 178], an implicit Runge-
Kutta integration algorithm of order 5 with variable step-size. It is executed after the phase
P3 since some threads running that phase can fail. The RADAU5 method is based on the
following 22 kernels:

• kernel K3: it is the main kernel implementing the RADAU5 method. It is executed by
each thread r ∈ LRADAU , which uses its own parameterization as well as its own set of
initial concentrations;

• kernel K1a: each thread j, with j = 0, . . . ,N −1, calculates the values of the j-th row
of J using the state of the system xr and the parameterization given as inputs;

• kernel K2a : each thread j, with j = 0, . . . ,N−1, evaluates the j-th ODE using the state
of the system xr and the parameterization given as inputs;

• kernel K3a : it uses N threads to reinitialize the vectors involved in the Newton-Raphson
method [35], which is exploited to solve the non-linear systems (see Section 1.2.1);

• kernels K3b and K3c : each kernel takes advantage of N threads to update the matrices—
which are linearized—used during the linear system resolutions required by the
RADAU5 method;

• kernels K3d and K3l : in each kernel, N threads are used to update the vectors used
before and after the linear system resolutions required by RADAU5 method, relying
on the Butcher tableau given in Table 1.6;

• kernels K3m and K3o: these 3 kernels are used during the error estimation phase in
which the new step-size is computed. Also in this case, each kernel takes advantage of
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N threads to update the vectors required to calculate the new step-size based on the
estimated error;

• kernels K3p and K3s : in each kernel, N threads are used to update the vectors involved
in the spline approximation of the ODEs.

We highlight that both the matrix decompositions and the linear system resolutions were
implemented exploiting the cuBLAS library [315]. Note that each thread r ∈ LRADAU takes
advantage of the dynamic parallelism to call the kernels K1a , K2a , K3a – K3s , launching novel
grids of threads. Since data transfers between the CPU and the GPU are very time consuming,
all the temporary results computed by FiCoS during this phase are stored on the global
memory of the GPU.

Phase P5. During this phase, for each simulation the dynamics of the species to be sampled
are written in output files. These output data (i.e., the concentration values of molecular
species sampled at fixed time instants) are transferred to the host as soon as the phases P3

and P4 are completed.

4.3.2 Results

In this section the computational performance of FiCoS are compared against LSODA,
VODE, cupSODA, and LASSIE. We leveraged the LSODA and VODE methods provided
by the SciPy scientific library (version 0.18.1) [219]; we used Python (version 2.7.12) and
the NumPy library (version 1.11.2). All tests that follow were performed on a workstation
equipped with an Intel Core i7-2600 CPU (clock 3.4 GHz) and 8 GB of RAM, running on
Ubuntu 16.04 LTS. The GPU used in the tests was an Nvidia GeForce GTX Titan X (3072
cores, clock 1.075 GHz, RAM 12 GB), CUDA toolkit version 8 (driver 387.26). All the
simulations were executed by using the following settings for FiCoS, LSODA, VODE, and
cupSODA: (i) absolute tolerance εa = 10−12; (ii) relative tolerance εr = 10−6; (iii) maximum
number of allowed steps equal to 104. These values correspond to the most used values in
literature and by the main computational tools (e.g., COPASI [202]). LASSIE was run using
the default settings. We highlight that in every simulation we stored the dynamics of all the
species appearing in the tested RBMs.

The performance of FiCoS as a fine- and coarse-grained simulator was evaluated using
two sets of synthetic models of increasing size, generated by SMGen (Section 4.1) in order
to satisfy the following characteristics:

• a log-uniform distribution in the interval [10−4,1) was applied to sample the initial
concentrations of the molecular species;
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• a log-uniform distribution in the interval [10−6,10] was used to sample the values of
the kinetic constants;

• the stoichiometric matrix A was generated allowing only zero, first and second-order re-
actions (i.e., maxord = 2), meaning that in each reaction at most two reactant molecules
of the same or different species can appear;

• the stoichiometric matrix B is created allowing at most 2 product molecules for each
reaction (i.e., maxprod = 2).

A log-uniform distribution (i.e., a uniform distribution in the logarithmic space) was used to
sample both the initial conditions and the kinetic constants to capture the typical dispersion
of both the concentrations and kinetic parameters, which generally span over multiple orders
of magnitude [485, 73].

For each synthetically generated RBM, the initial value of the kinetic parameters was
perturbed to generate different parameterizations (up to 2048). For each kinetic parameter ki,
with i = 1, . . . ,M, we applied the following perturbation:

ki = exp(ln(ki −0.25 · ki)+(ln(ki +0.25 · ki)− ln(ki −0.25 · ki)) · rnd), (4.2)

where rnd is a random number sampled with the uniform distribution in [0,1).
In addition to the synthetic RBMs, FiCoS was applied to carry out an in-depth investi-

gation of the Autophagy/Translation Switch Based on Mutual Inhibition of MTORC1 and
ULK1 model [422], as an interesting case study of a real large-scale biological system.

4.3.3 Computational performance

By using the two sets of synthetic RBMs, we performed a thorough analysis to understand
which integration method is the most suitable under different conditions (i.e., number of
species and number of reactions). We investigated how the relationship between the number
of reactions and the number of species affects the overall performances of the GPU-powered
simulators. As already stated for LASSIE in Section 4.2, since each ODE corresponds to a
different species, the higher the number of the species the higher the parallelization that can
be achieved by exploiting the fine-grained strategy. On the contrary, the number of reactions
is roughly related to the length of each ODE, thus increasing the number of operations that
must be performed by each thread. Since the clock frequency of the GPUs cores is lower
with respect to the CPUs ones, the required time to perform a single instruction on a GPU is
higher. Thus, the performance that can be achieved by means of GPU-powered simulators
decreases when the number of reactions is much larger than the number of species.
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Symmetric models. Figure 4.15 depicts the map representing the comparison of the
achieved results considering the symmetric RBMs. According to our results, FiCoS provides
a relevant reduction of the simulation time, achieving a 360× speed-up against LSODA
(Figure 4.16a), and a 487× speed-up against VODE (Figure 4.17a) in the case of 2048 paral-
lel simulations of the 800×800 model. This is the highest speed-up achieved with respect
to VODE, while against LSODA the maximum speed-up (366×) was reached considering
1024 parallel simulations of the 800×800 model. For bigger models, the speed-up could be
even higher with respect to CPU-bound execution; however, we did not perform tests using
bigger models due to the excessive memory requirements afflicting both LSODA and VODE
implementations.

Since FiCoS was designed to perform both fine- and coarse-grained parallelization
strategies, the intra-GPU communication overhead—due to the fine-grain kernels—causes
the simulation to become inefficient in the case of small size models. Moreover, as expected,
the performance of FiCoS can be affected when only a few parallel simulations are executed.
For instance, in the case of a single simulation of a model smaller than or equal to 256×256,
FiCoS is slower than both LSODA (Figure 4.16a) and VODE (Figure 4.17a). Thus, whilst for
a single simulation of a small/medium model a CPU-bound simulation should be preferred,
in any other case FiCoS is highly beneficial. Moreover, the coarse-grained performance can
be affected by the saturation of the computing resources due to excessive parallelization. The
computing resources required by the fine-grained kernels, which are exploited to parallelize
the resolution of the system of ODEs, increase along with the model size. As a matter of fact,
the blocks of threads generated using the dynamic parallelism saturate the GPU resources,
thus decreasing the speed-up. In our tests, this phenomenon occurred for models larger than
512 species and reactions, in the case of 2048 parallel simulations.

We now restrict the analyses to the actual integration time. Notice that these tests exclude
from the analyses the portion of the running time due to reading/writing operations of the
input/output files. According to our tests, the speed-up achieved by the integration method
implemented in FiCoS is smaller than the overall acceleration of the simulation time in the
case of LSODA. Specifically, the highest speed-up is 79× with respect to LSODA integration,
and 855× with respect to VODE (see Figs. 4.16b and 4.17b, respectively). The patterns in
the results, however, are consistent with the previous findings: FiCoS becomes less effective
in scarcity of resources, e.g., when more than 2000 parallel simulations are executed. These
results show that the integration method used in FiCoS are very effective and efficient.

We evaluated the performance of FiCoS also against LASSIE: as shown in Figure 4.18a,
LASSIE is faster than FiCoS in the case of a single simulation (except when 512 species
and reactions are considered). Regarding the integration time, FiCoS always outperformed
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Fig. 4.15 Comparison map representing the best method in terms of simulation time in the
case of symmetric models. The simulation time was analyzed for the increasing size of the
models (horizontal axis) and number of parallel simulations (vertical axis).

LASSIE achieving a maximum speed-up equal to 5.57× (Fig. 4.18a). Considering more than
a simulation, FiCoS resulted always faster than LASSIE, with the highest speed-up achieved
in the case of 2048 simulations of the model characterized by 64 species and reactions. In
such a case, the simulation time of FiCoS is 298× slower than that required by LASSIE (Fig.
4.18a), while the integration time is 760× slower (Fig. 4.18b).

In order to evaluate the coarse-grained performance of FiCoS, we tested it against
cupSODA. Since cupSODA was designed for small models, it resulted faster than FiCoS
in the case of a single simulation when less than 512 species and reactions are taken into
account (see Fig. 4.19a). In the case of the smallest model (i.e., 64 species and reactions),
FiCoS is more efficient only considering more than 128 simulations. In the remaining cases,
FiCoS turns out to be the natural choice achieving a speed-up up to 7.35×. Regarding the
integration time, FiCoS always outperformed cupSODA, reaching the maximum speed-up
(17×) in the case of 128 simulations of the model characterized by 800 species and reactions
(see Fig. 4.19b). Notice that, due to the required amount of memory, cupSODA failed to
perform 2048 simulations of the models with 640 and 800 species and reactions.

To summarize, in the case of a single simulation, LSODA and VODE are the best choice
when dealing with models characterized by a number of species and reactions lower than
512×512, which represents the break-even point among CPU- and GPU-based simulators.
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Fig. 4.16 Speed-up provided by FiCoS with respect to LSODA considering the symmetric
models. The speed-up is analyzed for an increasing size of the model (horizontal axis) and
number of parallel simulations (vertical axis). Panel a) shows the speed-up regarding the
whole simulation, while panel b) considers only the numerical integration.
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Fig. 4.17 Speed-up provided by FiCoS with respect to VODE considering the symmetric
models. The speed-up is analyzed for an increasing size of the model (horizontal axis) and
number of parallel simulations (vertical axis). Panel a) shows the speed-up regarding the
whole simulation, while panel b) considers only the numerical integration.



124 High-Performance Computing for the simulation of Reaction-Based Models

64
x6

4

12
8x

12
8

25
6x

25
6

51
2x

51
2

64
0x

64
0

80
0x

80
0

Model size

1

32

64

128

256

512

1024

2048

N
um

be
r o

f p
ar

al
le

l s
im

ul
at

io
ns

 0.31  0.55  0.70  1.13  0.93  0.66

12.04 10.35 13.29 20.57 13.77 16.24

24.02 17.72 25.88 37.46 25.62 27.47

45.99 34.78 47.29 63.06 43.02 43.23

86.90 63.52 78.63 94.64 66.46 58.65

145.82 87.65 105.85 114.55 87.00 68.80

233.17 134.46 94.77 152.84 99.42 73.22

298.43 108.75 128.85 120.97 85.74 64.14

a) Simulation

64
x6

4

12
8x

12
8

25
6x

25
6

51
2x

51
2

64
0x

64
0

80
0x

80
0

Model size

1

32

64

128

256

512

1024

2048

 

 4.73  4.48  5.27  5.57  3.37  2.32

24.78 12.66 22.86 38.01 21.28 25.18

47.90 26.91 43.08 72.33 42.35 47.51

93.75 47.98 86.76 139.17 80.73 92.19

182.06 93.36 165.14 252.03 152.03 172.60

342.64 176.43 311.96 444.94 253.69 254.82

596.21 293.45 517.92 626.53 356.35 320.17

760.28 375.73 607.20 392.87 218.48 153.81

b) Integration

150

300

450

600

750

50

100

150

200

250

Fig. 4.18 Speed-up provided by FiCoS with respect to LASSIE considering the symmetric
models. The speed-up is analyzed for an increasing size of the model (horizontal axis) and
number of parallel simulations (vertical axis). Panel a) shows the speed-up regarding the
whole simulation, while panel b) considers only the numerical integration.
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Fig. 4.19 speed-up provided by FiCoS with respect to cupSODA considering the symmetric
models. The speed-up is analyzed for an increasing size of the model (horizontal axis) and
number of parallel simulations (vertical axis). Panel a) shows the speed-up regarding the
whole simulation, while panel b) considers only the numerical integration. The NA values
indicate that cupSODA failed to perform the simulations due to the required amount of
memory.
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Fig. 4.20 Comparison map representing the best method in terms of simulation time in the
case of asymmetric models (N ×M), where N indicates the number of species and M the
number of reactions, and N > M. The simulation time was analyzed for the increasing size
of the models (horizontal axis) and number of parallel simulations (vertical axis).

When models characterized by a larger number of species and reactions are taken into
account, LASSIE is the best choice thanks to its design and implementation that rely on
a pure fine-grained strategy. Considering multiple simulations, cupSODA should be used
with small-scale models (i.e., less than 128 species and reactions) and a number of parallel
simulations less than 256. As a matter of fact, considering these dimensions cupSODA
is capable of exploiting the most performing GPU memories (i.e, constant and shared
memories). In the other cases, FiCoS outperforms all the simulators thanks to its mixed fine-
and coarse-grained parallelization strategies that allow for distributing both the number of
simulations and the calculations required to solve the system of ODEs.

Asymmetric models. In order to evaluate how the number of species and reactions affects
the performance of the simulators, especially those exploiting GPUs to reduce the required
simulation time, we designed specific tests. We generated two sets of asymmetric models:
in the former we used a number of species that is three times higher than the number of
reactions, while in the latter we flipped this condition.

We remind that since each ODE corresponds to a different species, the higher the number
of the species the higher the parallelization that can be obtained by exploiting the fine-grained
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Fig. 4.21 Comparison map representing the best method in terms of simulation time in the
case of asymmetric models (N ×M), where N indicates the number of species and M the
number of reactions, and M > N. The simulation time was analyzed for the increasing size
of the models (horizontal axis) and number of parallel simulations (vertical axis).

strategy. Conversely, since the number of reactions is roughly related to the length of each
ODE, the number of operations that must be performed by each thread increases along with
the number of reactions. Considering this condition as well as the clock frequency, which is
slower in the case of GPUs cores with respect to the CPUs ones, the simulation time required
to perform a single instruction on GPU is higher. In such a case, the performance that can be
reached by means of GPU-powered simulators should decrease when the number of reactions
is much larger than the number of species.

Figures 4.20 and 4.21 show the results considering the asymmetric models. As in the
case of symmetric models, for each synthetic model we performed an increasing number
of parallel simulations (up to 2048) and calculated both the integration time and the overall
simulation time. Figures 4.22, 4.23, 4.24 and 4.25 show the speed-ups achieved by FiCoS
against LSODA, VODE, LASSIE and cupSODA, respectively, considering a number of
species higher than the number of reactions. Conversely, Figures 4.26, 4.27, 4.28 and 4.29
show the speed-ups achieved in the case of a higher number of reactions. Taking into account
the simulation time, FiCoS achieved a speed-up up to 413× against LSODA, and up to 508×
with respect to VODE (see Figures 4.22a, 4.23a, respectively). These values are higher with
respect to those obtained considering the symmetric models (Figures 4.16a and 4.17a).
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Fig. 4.22 Speed-up provided by FiCoS with respect to LSODA considering the asymmetric
models in which the number of species is three times higher than the number of reactions.
The speed-up is analyzed for an increasing size of the model (horizontal axis) and number
of parallel simulations (vertical axis). Panel a) shows the speed-up regarding the whole
simulation, while panel b) considers only the numerical integration.
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Fig. 4.23 Speed-up provided by FiCoS with respect to VODE considering the asymmetric
models in which the number of species is three times higher than the number of reactions.
The speed-up is analyzed for an increasing size of the model (horizontal axis) and number
of parallel simulations (vertical axis). Panel a) shows the speed-up regarding the whole
simulation, while panel b) considers only the numerical integration.
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Fig. 4.24 Speed-up provided by FiCoS with respect to LASSIE considering the asymmetric
models in which the number of species is three times higher than the number of reactions.
The speed-up is analyzed for an increasing size of the model (horizontal axis) and number
of parallel simulations (vertical axis). Panel a) shows the speed-up regarding the whole
simulation, while panel b) considers only the numerical integration.
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Fig. 4.25 Speed-up provided by FiCoS with respect to cupSODA considering the asymmetric
models in which the number of species is three times higher than the number of reactions.
The speed-up is analyzed for an increasing size of the model (horizontal axis) and number
of parallel simulations (vertical axis). Panel a) shows the speed-up regarding the whole
simulation, while panel b) considers only the numerical integration. The NA values indicate
that cupSODA failed to perform the simulations due to the required amount of memory.
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Conversely, regarding the integration time, the speed-ups achieved by FiCoS are smaller
compared to those obtained by simulating the symmetric models.

Since the fine-grained strategy is exploited to parallelize the number of ODEs, whose
length is shorter compared to those of symmetric models, the speed-up achieved with respect
to LASSIE is smaller. As a matter of fact, LASSIE always outperformed FiCoS when a
single simulation is performed. Considering the simulation time, the maximum speed-up
decreased from 298× to 255×, while in the case of the integration time it decreased from
760× (simulation time) to 278× (see Figures 4.24 and 4.18). Finally, comparing FiCoS and
cupSODA we can note that the maximum speed-up is approximately half the one achieved
considering the symmetric models (see Figures 4.25 and 4.19).

Considering the set of asymmetric models characterized by a higher number of reactions,
FiCoS remains faster than both LSODA and VODE, but the speed-ups, regarding the simu-
lation time, are smaller than those achieved in the case of both symmetric and asymmetric
(with more species than reactions) models. As shown in Figures 4.26a and 4.27a, the best
results are equal to 252× (LSODA) and 277× (VODE). Taking into account the integration
time, FiCoS achieved a maximum speed-up equal to 147× with respect to LSODA (Figure
4.26b), which represents the best result. In the case of the comparison against VODE (Figure
4.27b), the maximum speed-up is 234×, which is the smallest one considering this method.

LASSIE resulted always slower than FiCoS, which was capable of achieving the max-
imum speed-ups (1100× considering the simulation time and 3666× in the case of the
integration time, as depicted in Figure 4.28). This result was possible since the number of
species is smaller compared to that of symmetric models and asymmetric models with a
higher number of species than reactions. In such a case, the pure fine-grained parallelization
strategy resulted inefficient.

Finally, the comparison between FiCoS and cupSODA indicates that FiCoS achieved the
best result in this case. As shown in Figure 4.29, regarding the simulation time it obtained
a maximum speed-up equal to 27×, while regarding the integration time the maximum
speed-up increased up to 60×.

To summarize, only considering a small number of species (less than 256) and a single
simulation, LSODA can be effectively applied. As in the case of symmetric models, when
a single simulation is required, LASSIE is the fastest simulator if the number of species
becomes greater than 256. cupSODA is the best simulator to perform a number of simulations
less than 2048 when the number of species is not greater than 512. Otherwise, FiCoS should
be exploited to reduce the required simulation time. Taking into account the models in which
the number of reactions is considerably greater than the number of species, LSODA is the
natural choice to perform a single simulation for models up to 213 species.
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Fig. 4.26 Speed-up provided by FiCoS with respect to LSODA considering the asymmetric
models in which the number of reactions is three times higher than the number of species.
The speed-up is analyzed for an increasing size of the model (horizontal axis) and number
of parallel simulations (vertical axis). Panel a) shows the speed-up regarding the whole
simulation, while panel b) considers only the numerical integration.
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Fig. 4.27 Speed-up provided by FiCoS with respect to VODE considering the asymmetric
models in which the number of reactions is three times higher than the number of species.
The speed-up is analyzed for an increasing size of the model (horizontal axis) and number
of parallel simulations (vertical axis). Panel a) shows the speed-up regarding the whole
simulation, while panel b) considers only the numerical integration.
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Fig. 4.28 Speed-up provided by FiCoS with respect to LASSIE considering the asymmetric
models in which the number of reactions is three times higher than the number of species.
The speed-up is analyzed for an increasing size of the model (horizontal axis) and number
of parallel simulations (vertical axis). Panel a) shows the speed-up regarding the whole
simulation, while panel b) considers only the numerical integration.
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Fig. 4.29 Speed-up provided by FiCoS with respect to cupSODA considering the asymmetric
models in which the number of reactions is three times higher than the number of species.
The speed-up is analyzed for an increasing size of the model (horizontal axis) and number
of parallel simulations (vertical axis). Panel a) shows the speed-up regarding the whole
simulation, while panel b) considers only the numerical integration. The NA values indicate
that cupSODA failed to perform the simulations due to the required amount of memory.
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Fig. 4.30 Comparison of the dynamics of the molecular species EIF4EBP and AMBRA,
obtained by running FiCoS, LSODA and VODE, by using εa = 10−12 and εr = 10−6.

This result confirms that the number of reactions has a deep impact on the performance
that can be achieved by exploiting the GPUs. FiCoS outperforms all the other simulators
when larger models are considered as well as in the case of multiple simulations. Finally, it
is worth noting that in the case of small-scale models, cupSODA remains the best tool to
perform a massive number of simulations.

This analysis shows the importance of GPU-powered deterministic simulators, especially
when a massive number of simulations must be performed or large-scale models are taken
into account. These results show that the pure fine- and coarse-grained strategies taken alone
are inefficient in some conditions, while a mixed strategy is capable of obtaining great results
in all the tested conditions.

4.3.4 Simulation accuracy

In order to assess the accuracy of FiCoS simulations, we compared the dynamics of the
molecular species EIF4EBP and AMBRA of the model of the Autophagy/Translation switch
based on the mutual inhibition of MTORC1 and ULK1 [422] (see Section 4.3.5 for more
details). The dynamics were obtained by running LSODA, VODE and FiCoS. We set
the initial value of AMPK to 90000 (molecules/cell), as suggested in [422], to induce an
oscillatory behavior that makes the system of ODEs stiff. Figure 4.30 shows that the dynamics
obtained by FiCoS perfectly overlap those reproduced by LSODA and VODE, confirming
FiCoS accuracy.
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Fig. 4.31 Comparison of the dynamics of the molecular species cAMP of the model
of the Ras/cAMP/PKA signaling pathway in yeast, obtained by FiCoS varying εa ∈
{10−2,10−6,10−10} and εr ∈ {10−2,10−4,10−6}.

In order to assess the robustness of FiCoS with respect to its settings (i.e., absolute (εa)
and relative (εr) tolerances), we designed an ad hoc batch of tests in which we changed
one parameter at a time. The same batch was also executed by running both LSODA and
VODE. We evaluated the effect of these settings on both the quality of the output dynamics
and the simulation time. For the execution of these tests we considered the model of the
Ras/cAMP/PKA signal transduction pathway in yeast [44, 75, 339] (see Appendix A.5 for
further details). The accuracy of the simulations performed by LSODA, VODE and FiCoS
were assessed by comparing the dynamics of the molecular species cAMP, simulated by
using different settings. The baseline shown in Figures 4.31, 4.32 and 4.33 was obtained
by running LSODA with εa = 10−12, εr = 10−6, and a maximum number of allowed steps
equal to 104. The various simulations were performed by using the following settings:

• absolute tolerance εa ∈ {10−2,10−6,10−10};

• relative tolerance εr ∈ {10−2,10−4,10−6};

• maximum number of internal steps equal to 104.

Figure 4.31 depicts the output dynamics obtained by FiCoS varying the settings. Since
all the dynamics are perfectly overlapped, these tolerances have no relevant effect on the
quality of the output dynamics. Similarly to FiCoS, VODE generates simulated dynamics
that overlap the baseline (see Figure 4.32). Conversely, the tolerance values have a high
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Fig. 4.32 Comparison of the dynamics of the molecular species cAMP of the model
of the Ras/cAMP/PKA signaling pathway in yeast, obtained by VODE varying εa ∈
{10−2,10−6,10−10} and εr ∈ {10−2,10−4,10−6}.
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Fig. 4.33 Comparison of the dynamics of the molecular species cAMP of the model
of the Ras/cAMP/PKA signaling pathway in yeast, obtained by LSODA varying εa ∈
{10−2,10−6,10−10} and εr ∈ {10−2,10−4,10−6}.

impact on the dynamics produced by LSODA. As a matter of fact, when εr = 10−2 and
εa = 10−2 or 10−6 are taken into account, then the output dynamics do not perfectly overlap
the baseline (Figure 4.33). This result is probably related to the automatic switching between
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Table 4.5 Simulation time required by LSODA, VODE and the CPU-based version of FiCoS
to solve the systems of ODEs related to the Ras/cAMP/PKA signaling pathway in yeast, by
varying both the absolute (εa) and relative (εr) tolerances.

Settings Simulation time [s]
εa εr LSODA VODE FiCoS

10−2 10−2 0.255 2.516 0.030
10−2 10−4 0.306 2.538 0.041
10−2 10−6 0.381 2.419 0.030
10−6 10−2 0.339 2.508 0.043
10−6 10−4 0.407 2.465 0.059
10−6 10−6 0.579 2.419 0.081
10−10 10−2 0.324 2.533 0.046
10−10 10−4 0.373 2.481 0.034
10−10 10−6 0.601 2.501 0.052

Table 4.6 Simulation time required by LSODA, VODE and the CPU-based version of FiCoS
to solve the systems of ODEs related to the Autophagy/Translation switch based on the
mutual inhibition of MTORC1 and ULK1 model, by varying both the absolute (εa) and
relative (εr) tolerances.

Settings Simulation time [s]
εa εr LSODA VODE FiCoS

10−2 10−2 12.599 25.922 2.398
10−2 10−4 16.348 27.101 2.791
10−2 10−6 19.722 29.449 3.311
10−6 10−2 13.261 31.077 2.661
10−6 10−4 19.433 32.822 3.717
10−6 10−6 33.544 43.372 5.655
10−10 10−2 13.747 32.503 2.774
10−10 10−4 21.219 33.860 4.329
10−10 10−6 37.02 56.687 6.952

the explicit and implicit families of integration methods. Since the explicit methods are
not stiffly accurate they are not able to properly integrate a stiff system, thus reducing the
accuracy of the outcome.

Considering the achieved results, which provided relevant speed-ups, as well as the
accuracy of the employed integration methods, we developed a CPU-based version of FiCoS
to perform a single simulation. Table 4.5 summarizes the simulation time required by
LSODA, VODE and the CPU-based version of FiCoS to solve the system of ODEs related
to the Ras/cAMP/PKA signaling pathway in yeast, for each tested combination of εa and
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εr. Every combination does not have a deep impact on VODE performance, while in the
case of the CPU-based version of FiCoS and LSODA some combinations seem to double or
triple the simulaion time. Since the simulations of this model are performed very quickly, we
defined another batch of tests in which we varied the tolerances to analyze the simulation time
required to simulate the Autophagy/Translation model (Section 4.3.5), which is characterized
by by 173 molecular species and 6581 reactions. Table 4.6 shows that the simulation time
of VODE doubles from the combination εa = εr = 10−2 to the combination εa = 10−10 and
εa = 10−6, while the simulation time of LSODA and the CPU-based version of FiCoS triples.
The relative tolerance has a higher impact on the simulation time with respect to the absolute
tolerance. Considering FiCoS, setting εa = 10−10 the simulation time triples when using
εr = 10−6 with respect to εr = 10−2.

Finally, considering the Autophagy/Translation model, we can observe that the CPU-
based version of FiCoS is ∼6× faster than LSODA, and ∼12× faster than VODE. Taking
into account the Ras/cAMP/PKA signal transduction pathway in yeast, the CPU-based
version of FiCoS is capable of outperforming both LSODA and VODE, achieving a ∼12×
speed-up against LSODA, and a ∼84× speed-up against VODE.

4.3.5 Autophagy/Translation model

We tested the performance of FiCoS on a model of the Autophagy/Translation switch based
on the mutual inhibition of MTORC1 and ULK1 [422]. These two proteins are part of a
large regulatory network that is responsible of maintaining cellular energy and nutrients
homeostasis. Autophagic processes are involved in cell survival during starvation and
clearing of damaged cellular components, and thus their study plays a fundamental role
in understanding aging-related and neurodegenerative diseases, as well as immunity and
tumorigenesis. This model, defined to investigate the complex interplay between autophagy
and protein synthesis, was defined using BioNetGen rule-based modeling language (BNGL)
[186] and is characterized by 7 initial molecule types involved in 29 rules. Rule-based
modeling is a practical means to succintely describe the interactions between molecules,
keeping track of site-specific details (e.g., the phosphorylation states) (see Section 1.1.1). In
the case of the rule-based model of the Autophagy/Translation system, the corresponding
asymmetric RBM contains 173 molecular species involved in 6581 reactions2.

FiCoS was capable of achieving relevant speed-ups with respect to LSODA and VODE
for the execution of 512 simulations. For what concerns the simulation time, FiCoS is 22×

2The parameterizations of this model were obtained using the same procedure exploited for the generation
of the synthetic models.
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(b) LSODA
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(c) VODE
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(d) FiCoS
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(f) VODE

Fig. 4.34 Results of a PSA-2D on the Autophagy/Translation model by varying the initial
concentration of AMPK in the range [0,104] (molecules/cell) and the value of the P9 rule,
which modifies 5476 kinetic parameters, in the range [10−9,10−6] ((molecules/cell)−1s−1).
The figure shows the average amplitude of both EIF4EBP (top panels) and AMBRA (bottom
panels) oscillations. Note that the dynamics are not oscillating when the amplitude value
is equal to zero (black points). Considering 24 hours as time budget, FiCoS was capable
of performing 36864 simulations, while exploiting LSODA and VODE we could execute
only 2090 and 1363 simulations, respectively. The result of this analysis can be visually
appreciated in panels (a) and (d) with respect to panels (b), (c), (e) and (f). As a matter of
fact, panels (a) and (d) provide a better overview of all the paramaterizations that allow for
obtaining an oscillatory regime.

and 40× faster than LSODA and VODE, respectively. Regarding the integration time, FiCoS
achieved a 16× and 36× speed-up against LSODA and VODE, respectively.

In order to show the advantages provided by FiCoS in the investigation of real models,
we performed a PSA-2D by varying simultaneously two parameters of this model. To be
more precise, we varied the initial amount of the AMPK species and the value of the P9 rule,
which modify 5476 kinetic parameters. For both parameters, we used the sweep intervals
proposed in [422], namely: (i) the range [0,104] (molecules/cell) for the AMPK value; (ii)
the range [10−9,10−6] ((molecules/cell)−1s−1) for the P9 value. The numerical values of
these two parameters were determined with a uniform sampling in the Cartesian product
of their ranges. We run 36864 simulations using FiCoS, partitioning the simulations in 72
batches of 512 simulations to maximize the performance of FiCoS. FiCoS completed these
simulations in 24 hours, while LSODA and VODE were capable of performing only 2090
and 1363 simulations, respectively, in the same time. Figures 4.34a and 4.34d show the
average amplitude of EIF4EBP and AMBRA oscillations, respectively, for each performed
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simulation. When the amplitude value is equal to zero (black points) the dynamics are
considered non oscillating. In order to correctly detect the oscillations characterizing these
molecular species, we removed the first peak that could be erroneously detected as a single
oscillation.

Oscillations in the phosphorylation levels of EIF4EBP and AMBRA can generate alter-
nating periods of autophagy and translation. Here, we verified the presence of oscillations of
EIF4EBP and AMBRA at varying levels of AMPK (whose presence represents a stressed
condition in the cell) and P9, which represents the strength of the negative regulation of
MTORC1 by AMPK. Figures 4.34b and 4.34e illustrate the same analysis performed us-
ing LSODA, while Figures 4.34c and 4.34f show the EIF4EBP and AMBRA oscillations
obtained by VODE.

4.3.6 Treg-Teff cross regulation in multiple sclerosis

The Immune System (IS) is the ensemble of cells and molecules that protects living organisms
from foreign pathogens. This complex machinery consists in a set of mechanisms whose
complexity depends on the evolutionary level of the host. In mammals, besides the innate
immunity, the adaptive immunity represents the most effective weapon against viruses and
bacteria, thanks to its ability to specifically recognize and act against pathogens (specificity),
to discriminate between self and non-self, and to remember previously encountered pathogens
in order to act more rapidly (memory). While being extremely effective, adaptive immunity is
not faultless. A breakdown of the mechanisms that allow the IS to discriminate between self
and non-self antigens may lead to harmful effects, such as the arise of autoimmune diseases.
Multiple sclerosis (MS), a disease of the Central Nervous System (CNS), falls within those.

MS is a chronic inflammatory disease that causes the removal of myelin sheath created
by oligodendrocytes from axons, leading to a reduced functionality of the CNS. It is well
known that a genetic predisposition correlates with MS [91]. Moreover, environmental
and dietary factors may play an important role. Epstein-Barr virus (EBV) may trigger the
disease onset [346, 420], while it is supposed that vitamin D could help in preventing MS
[166]. Symptoms include weakness and fatigue, blurry vision, speech problems, numbness
and tingling, dizziness, lack of coordination and uncontrolled bodily functions. The most
common form of MS (80−90% of the total insurgence) is Relapsing-Remitting MS (RRMS)
[408], where relapses (periods of disease progression) are followed by periods of remission
(total or partial recovery from symptoms). RRMS usually occurs in the age of 20−40, with
a women-to-men ratio of 2:1. When left untreated, 65% of RRMS cases turn after 15−25
years to more severe MS forms [90].
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Even if the etiology of MS is not fully understood, the common shared hypothesis suggests
that self-reactive T lymphocytes may be activated in the periphery by an external trigger
(i.e., EBV). Activated T cells can overcome the blood brain barrier and go through the CNS
[478]. Once in the brain, self-reactive cells cause inflammatory events that negatively affect
both myelin and oligodendrocytes, also involving other IS entities such as B lymphocytes,
macrophages, and microglia. It is worth noting that relapses usually represent the clinical
correlates of inflammatory bouts. Self-reactive T lymphocytes represent one of the main
actors in the development and progression of the disease, as such cells tend to decrease in
the peripheral blood while increasing in the spinal fluid when relapses occur. Furthermore,
homeostasis of regulatory T cells (Treg) and effectors T cells (Teff) is fundamental in
preventing autoimmunity [137, 269]. More precisely, a breakdown of the peripheral tolerance
mechanisms, such as the lack of functionality or deficiency of Treg functions, may bring to
uncontrolled activation and proliferation of effectors T cells [382].

This hypothesis has been confirmed by Vélez de Mendizábal et al. [450] with the use
of a model based on ODEs to reproduce RRMS. However, this model represented a very
simplistic scenario, by avoiding to explicitly include the trigger of the disease represented by
an external factor such as the EBV, as well as the occurrence of neural damage represented
by the loss of myelin and/or the death of oligodendrocytes. Furthermore, the model totally
missed to give any description of the spatial evolution of the disease. These issues were
fulfilled by an agent based model (ABM) capable of better describing, from a temporal
and spatial points of view, the typical shape of RRMS [337]. It must be said that, due
to the significant computational efforts needed to run thousands of ABM simulations, a
deeper analysis of the model parameters that may influence the disease progression was
not carried out. The case study considered here refers to the cross regulation mechanism
between Treg and Teff cells in RRMS. T cells are a type of white blood cells that play a
central role in the human immune system. Indeed, they implement the adaptive immunity
that tailors the immune response of the body to specific pathogens. T cells are commonly
divided into various populations, including Cytotoxic CD8 T lymphocytes, also known as
effectors T cells (Teff), the main effectors of cellular-mediated immunity that can directly
attack infected or cancer cells, and CD4 T helper lymphocytes, essential to boost the immune
functions by activating other immune cells. More recently, regulatory T cells (Treg) have been
discovered as one of the main actors in modulating the immune system in order to maintain
tolerance to self-antigens and to prevent autoimmune diseases. In particular, Treg cells
are usually responsible of controlling the Teff functionalities suppressing their potentially
deleterious activities. Teff cells can be inhibited by Treg cells through cell-to-cell contact
and immunosuppressive cytokines. Furthermore, Treg proliferation can be stimulated as
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a consequence of the suppression of Teff cells. In our study we consider the activation
of self-reactive Teff and Treg cells due to an EBV infection that, through a process called
antigenic mimicry, misleads such cells. In this situation, in healthy people, Treg cells are
able to control the spread of Teff cells activated by EBV. Instead, in diseased people a
breakdown of the regulation mechanism, represented by a malfunction of Treg activities,
leads to widespread inflammatory events driven by Teff cells that erroneously attack the
Myelin Based Protein (MBP), a major structural component of myelin that is expressed by
oligodendrocytes (ODC) in the central nervous system. This attack can irredeemably damage
myelin sheath of neurons leading to the occurrence of demyelinating diseases as MS.

We performed a one dimensional PSA on the RRMS model, in which one kinetic parame-
ter was varied within a given sweep interval (chosen with respect to a fixed reference value for
each parameter). The PSA was performed by generating a set of different initial conditions—
corresponding to different parameterizations of the model—and then automatically executing
the parallel deterministic simulations with FiCoS. For this analysis we took into account
an RBM characterized by 3200 reactions and 700 chemical species representing the RRMS
model. The kinetic constant associated with the reaction involving both Treg and Teff cells
was varied by taking 640 different values equally distributed in the interval [10−3,1] days−1.
The value of this reaction rate is fundamental to describe the possible malfunction of Treg
cells activities, which may lead to a breakdown of the peripheral tolerance and thus to the
insurgence of the disease.

For this test we exploited a Nvidia GeForce GTX Titan Z (2880 cores, clock 876 MHz,
RAM 6 GB). The results of this analysis are reported in Figure 4.35, where we can observe
that for values of the kinetic constant higher than 0.109 days−1, Treg cells are able to control
the spread of Teff cells (top panel, yellow and purple lines) and consequently avoid the
appearing of the disease. This is also visible on the ODC plot (bottom panel, yellow and
purple lines) that shows how the amount of ODC, even if initially lowered due to the Teff
actions, goes rapidly back to its maximum value, suggesting that any damage has been
avoided or recovered at most (recoverable damage). This outcome well describes the scenario
of healthy people, in which the peripheral tolerance is able to compensate for a genetic
predisposition in developing the disease. For values of the kinetic constant lower than
0.109 days−1, an oscillatory behavior of Teff starts to appear (top panel, red line), becoming
more and more pronounced as the value of the kinetic constant decreases (i.e., top panel,
black line). In this scenario, it is possible to observe that the amount of ODC decreases
to around zero in correspondence to each peak in the number of Teff (top panel, red and
black lines), suggesting an ongoing inflammation that causes neural damage, and thus the
possibility of relapses in correspondence of each peak in the Teff amount. Interestingly, a
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Fig. 4.35 Dynamics of Teff (top) and ODC (bottom) with different values of the kinetic
constant associated with the reaction involving both Treg and Teff cells.

fixed initial quantity of EBV seems to be sufficient to start such oscillatory behavior that can
be correlated to multiple relapses. This is somewhat different from the models presented in
[450, 337], where each relapse was triggered by a single spread of virus.

For what concerns the computational time required to execute the PSA on the GPU,
by considering the time necessary to run a single simulation with a C++ implementation
of DOPRI method, exploiting a single core of a CPU Intel Core i7-6700HQ, 2.6 GHz,
we estimated a speed-up around 97× on the Nvidia GeForce GTX Titan Z, thanks to the
parallelization provided by FiCoS.
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4.3.7 Conclusion

In order to fill the gap in the state-of-the-art of deterministic simulation, we developed
FiCoS. As in the case of LASSIE, we designed FiCoS to be a “black-box” simulator able
to automatically convert RBMs representing complex biochemical networks into the cor-
responding systems of ODEs. The performance of FiCoS was evaluated considering two
sets of synthetic RBMs of increasing size, and two real models. We performed an in-depth
analysis to determine which simulator should be exploited according to the number of species
and reactions appearing in the model, and the number of simulations to be executed. To
do this, we compared FiCoS against LASSIE, cupSODA, and two CPU-based simulators
based on LSODA and VODE. Thanks to its mixed parallelization strategy, FiCoS resulted the
natural choice when more than a single simulation is required and the number of species is
greater than 64, noticeably outperforming all the other simulators. Afterwards, we performed
a 2D PSA of a model of the Autophagy/Translation switch based on the mutual inhibition
of MTORC1 and ULK1 [422], showing that FiCoS was able to execute 36864 simulations
in 24 hours, while LSODA and VODE in the same time completed only 2090 and 1363
simulations. This interesting experimental finding allowed us to better understand which
initial conditions lead the system to an oscillatory behavior. Considering the effectiveness
of FiCoS, we realized also a PSA to investigate the effects of possible malfunctions in the
Teff-Treg cross regulation mechanisms that involve a break of peripheral tolerance and bring
to the occurrence of relapses in multiple sclerosis. Thanks to the acceleration provided by
FiCoS, we obtained around 97× speed-up with respect to a CPU-based execution of the
same analysis.

Despite the high performance that FiCoS achieved, we did not completely exploit the
CUDA memory hierarchy that should be used as much as possible to obtain the best perfor-
mance. Since both explicit and implicit integration algorithms are intrinsically sequential
FiCoS kernels generally do not reuse any variable. Moreover, the dynamic parallelism does
not allow for sharing variable among the threads belonging to the parent grid and the those
inside the child grids. For these reasons, the current version of FiCoS only relies on the global
memory (characterized by high latencies) and registers. We plan to develop an improved
version of FiCoS tailored for models characterized by a few number of species, able to
leverage both constant and shared memories: the former can be used to store the kinetic
constants and the structures containing the offsets, used to correctly decode the ODEs, while
the latter can be exploited to store the states of the system.
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4.4 SSA accelerated on MIC coprocessors

As shown in Section 1.2.2, SSA is able to achieve an exact description of the temporal
evolution of the biological system under investigation. In general, large batches of SSA runs
need to be executed to determine the distribution of the system states, to collect statistically
significant results, or to investigate the behavior of the system under different conditions (e.g.,
in the case of the Parameter Estimation problem described in Chapter 5). For computational
analyses of this type, the computational burden can quickly become excessive when SSA
is executed on CPUs. However, since all SSA runs can be executed independently, parallel
architectures can be exploited to distribute the workload and reduce the overall running time.
Algorithm parallelization is usually realized by means of multithreading [440], distributed
computing on clusters [226], custom circuitry produced with Field Programmable Gate Array
(FPGA) [272] or GPGPU [307, 306, 425, 74]. We highlight that these parallel technologies
generally require a custom implementation of the algorithm, since most of the time the
CPU code cannot be directly ported on the parallel architecture; in addition, distributed
architectures need the definition of an appropriate scheduler to manage the parallel execution
of processes. An alternative solution to algorithm parallelization is represented by the family
of Intel Xeon Phi coprocessors, based on the MIC architecture, which allow for directly
compiling and executing on the coprocessors the code implemented for CPUs (see Section
3.3).

We present here a coarse-grained implementation of SSA on MIC coprocessors, com-
paring its performance with respect to both CPU and GPU implementations of SSA. To this
purpose we considered, on the one hand, two execution modalities of SSA for MIC: the
first consisted in directly executing the same CPU source code of SSA, while the second
exploited vector instructions, a peculiar capability of MIC that allows for reusing any existing
CPU source code with only few modifications. On the other hand, we developed an ad hoc
implementation of SSA for GPUs, optimizing the use of the memory hierarchy. To evaluate
the running time of these sequential and parallel SSA implementations, we executed an
increasing number of stochastic simulations of the Prokaryotic Gene Network (PGN) (see
Appendix A.4). A family of synthetic RBMs with different size (i.e., different number of
molecular species and reactions) was also used as test case to investigate the benefits of
exploiting MIC vector instructions and offload capabilities. In addition to the computational
time, we evaluated the costs and power consumption of the hardware employed, discussing
the effort to port the existing code on parallel architectures.

Previous works already focused on the comparison of the performance of Intel Xeon
Phi coprocessors against other parallel architectures, showing different results according to
the specific problem under investigation. For instance, in the context of the simulation of
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spin systems, a comparison between Intel Xeon Phi 5110P and Nvidia Tesla K20s video
card was presented in [40], highlighting that a careful implementation of the C code allows
the MIC to compete with the GPU. On the contrary, in [130] it was shown that a Nvidia
Tesla K20x outperforms an Intel Xeon Phi 5110P for the parallelization of non-bonded
electrostatic computation for Virtual Screening; this work pointed out, in particular, the
importance of OpenMP source code optimization. The work presented in [181] described
the performance comparison among a multi-core Intel CPU, an Nvidia Tesla K20c GPU and
an Intel Xeon Phi 7120P coprocessor for the execution of a tracking algorithm based on the
Hough transform: the results highlighted that, in this case, the CPU performs better than
both GPU and MIC coprocessors. Moreover, the authors suggested that an implementation
with offloaded calculations to the coprocessors might help in achieving better performance.
A multithreaded version of an algorithm to tackle the tensor transpose problem was then
presented in [271]. In this case, the multi-core CPU and the MIC achieved a relevant speed-up
with respect to the GPU, since the optimization of L1 cache is easier than the implementation
of a coalesced global memory access on the GPU. As a final example, a comparison of
the acceleration on an Intel Xeon Phi 5110P and a Nvidia Tesla K20x for protein docking
calculation based on the fast Fourier transform was introduced in [396]. The GPU resulted to
be 5× faster than the MIC, considering the comparable implementation costs required by
these architectures.

In what follows, we show that GPU largely outperforms the other architectures, thanks
to its large number of computing units, for the problem of executing increasing batches of
SSA runs. Nevertheless, GPU required a complete redesign and specific programming of
this simulation algorithm. On the other side, we show that MIC coprocessors allow for a
relevant speed-up, especially when the simulated biochemical system is large and MIC vector
instructions are used, and have the additional advantage of requiring minimal modifications
to CPU code.

4.4.1 Results

We consider two different test cases of stochastic RBMs to the aim of evaluating the computa-
tional performances of MIC, CPU and GPU when executing large batches of SSA runs. The
first test case is the stochastic version of PGN (see Appendix A.4), while the second test case
is a family of synthetic stochastic models of increasing size, which are randomly generated
according to the methodology proposed in [307]. These models are characterized by a
number of species N and of reactions M ranging from (20×20) to (240×240); the values
of the stochastic constants are randomly sampled with uniform distribution in (0,1). They
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are specifically exploited to evaluate the impact of the size of the model on the performance
of the MIC architecture.

We start by showing the comparison between the computational performance achieved
with Intel Xeon Phi coprocessors, CPUs and GPUs for the execution of an increasing
number of SSA runs for the PGN model. Then, we investigate some specific MIC features,
such as vector instructions and offload capability, to simulate a set of synthetic stochastic
models with increasing size. We developed three different implementations of SSA. The
first implementation was designed for the x86 architecture, that is, the Intel Xeon Haswell
E5-2630 v3 and the Intel Xeon Phi 7120P. The second implementation consisted in reusing
the CPU code, modified to exploit the advantages of MIC vector instructions. The third
version was specifically developed for the Nvidia Tesla K80 architecture, and optimized to
fully exploit the memory hierarchy of the GPU: the state of the biochemical system is stored
in the shared memory, while the matrices of stoichiometric coefficients are stored in the
constant memory. All SSA implementations were written using the C++ language and exploit
the MRG32K32a [249] pseudorandom numbers generator [250], which is available in the Intel
Math Kernel Library [456] for the CPU and MIC, and in the CURAND [317] Library for the
GPU.

Simulation of the PGN model. For each architecture and its respective SSA implementa-
tion, every SSA run of the PGN model was executed for a total simulation time of t = 80
time units, storing the amount of all molecular species along 16 time points of the dynamics.
Figure 4.36 reports the running time (in seconds) required to execute increasing batches of
SSA runs on the MIC (light gray bars), MIC using vector instructions (dark gray bars), CPU
(black bars) and GPU (white bars).

These results show that the CPU running time linearly increases with the number of
simulations, and that the GPU largely outperforms the other architectures. In particular, the
GPU running time remains almost constant while increasing the number of parallel SSA
runs: this is due to the high number of cores available on the GPU used in this work, which
allows for distributing the simulations over individual computing units. During this batch of
tests, anyway, the GPU Nvidia K80 was far from a full usage of its computing and memory
resources. Thus, although for 320 parallel SSA runs the GPU achieved a speed-up of 15×
with respect to the CPU, we argue that its computational performance would be even better
by running a larger number of simulations. It is also worth noting that, despite the branching
of CUDA threads due to the stochastic nature of all (independent) simulations, the simplicity
of SSA makes coarse-grain simulation perfectly suitable for GPU architecture.
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Fig. 4.36 Comparison of the running time to execute an increasing number of SSA runs of the
PGN model on the three architectures: MIC (light gray bars), MIC using vector instructions
(dark gray bars), CPU (black bars) and GPU (white bars). The dotted and dashed lines
represent the linear regression for the estimated running time on the MIC with and without
the use of vector instructions, respectively, assuming a number of cores larger than 60. The
estimated values highlight the actual drop of performance when the number of parallel
threads is larger than 240 (i.e., the maximum number of threads concurrently executable on
the MIC). When more than 80 simulations are performed the GPU outperforms the other
architectures, and the running time remains basically constant up to 320 parallel SSA runs,
thanks to the large number of available cores.

In the case of MIC architecture we observed an acceleration with respect to the sequential
SSA execution on the CPU. According to our results, in the case of 240 SSA runs, the
speed-up achieved by this architecture—without the use of vector instructions—is 4.1× with
respect to the CPU (Figure 4.36, light gray bars). Since Xeon Phi coprocessors can execute
up to 4 concurrent threads on each of the 60 available cores, the acceleration provided by
MIC scales up to 240 simulations only. In order to highlight this limitation, we estimated by
linear regression the theoretical running time of MIC to execute 280 and 320 simulations,
using the running times obtained in the case of 1, . . . ,240 simulations. In Figure 4.36 we
show the estimated running times with and without the use of MIC vector instructions (dotted
and dashed lines, respectively). We observe that, using both SSA execution modalities on
MIC, the measured running times with 280 and 320 simulations are higher than expected
because of the limitation of resources.

The use of MIC vector instructions allows for an additional improvement of computational
performance (Figure 4.36, dark gray bars), and highlights that this peculiar capability of
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Fig. 4.37 Break-even of the running time to execute a limited number of SSA runs of the
PGN model on the three architectures: MIC (light gray bars), MIC using vector instructions
(dark gray bars), CPU (black bars) and GPU (white bars). When only a few simulations are
executed, the CPU outperforms the other architectures thanks to its higher clock frequency.
The MIC becomes advantageous with respect to CPU execution when about 10 simulations
are performed, using vector instructions. Without vectorialization, the MIC is more perfor-
mant than CPU when at least 15 simulations are run. Similarly, the GPU outperforms the
CPU when about 20 simulations are executed.

MIC is necessary to fully leverage the computational power of Intel Xeon Phi coprocessors.
More precisely, in the case of 15 simultaneous simulations (Figure 4.37), the running time of
the MIC with and without the use of vector instructions changes from 0.15 to 0.27 seconds,
respectively, corresponding to an overall reduction of about 42% when vector instructions
are enabled. Figure 4.37 also shows the break-even between MIC, CPU and GPU. It is worth
noting that when only a few SSA runs need to be executed, the CPU outperforms both GPUs
and MICs, thanks to its higher clock frequency. The MIC is faster than the CPU when about
15 SSA runs are performed (10 when using vector instructions). The break-even between
CPU and GPU is around 20 simulations.

Simulation of synthetic stochastic models. In the second batch of tests, we specifically
focused on MIC architecture to investigate the impact of the size of the simulated model. To
evaluate the performance of the Xeon Phi coprocessor, we randomly created a set of synthetic
models of increasing size, i.e., 20× 20, 40× 40, 80× 80, 160× 160, whose dimensions
correspond to the number of chemical species and the number of reactions, respectively.
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Fig. 4.38 Comparison of MIC running times with (bars with cross) and without (empty bars)
the use of vector instructions to execute an increasing number of stochastic simulations (from
1 to 240) of synthetic models, having a number of species N and of reactions M equal to
(20×20),(40×40),(80×80),(160×160).

The models were simulated using the SSA implementation, with and without the vector
instructions enabled. For every model, each SSA run was executed for a total simulation
time of t = 100 time units, storing the amount of 10 molecular species along 11 time points
of the dynamics.

The results, summarized in Figure 4.38, show two relevant trends. First, although the
running time constantly increases, it is not directly proportional to the size of the model: a
single simulation takes 0.11 seconds for size 20×20, and 0.74 seconds for size 160×160.
This means that a biochemical system that is 8 times bigger (160×160 vs. 20×20) requires
a running time of 6.7×. If we consider the case of 240 simulations, the running times are
0.6 and 1.5 seconds, respectively, corresponding to an increment of just 3.4×. The second
observation is that, by using the vector instructions, the scalability is strongly improved:
bars with cross in Figure 4.38 show that, in the case of 240 simulations, if we compare
models of size 20× 20 and 160× 160, we see that the running time of the largest model
is only 2.2× greater than the smallest one. In the same situation, but without using vector
instructions (empty bars), the running time of the largest model is only 3.38× greater than the
smallest one. Stated otherwise, the use of vector instructions achieves better computational
performance when the size of synthetic stochastic models increases.
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MIC offload capability. In the last test we exploited the explicit offload capabilities of the
Xeon Phi coprocessors. In order to do so, we modified the SSA implementation in two ways:
(i) we linearized all data structures, so that the arrays could be automatically transferred
to the Xeon Phi; (ii) we added the offload compiler pre-directives, which mark the regions
of the source code that must be offloaded (in our case, the initialization of the system, the
calculation of the propensity functions and the update of the system states). According
to our results, even in the case of “large” stochastic models of biochemical systems (e.g.,
240×240 chemical species and reactions) the offload does not provide a relevant speed-up.
The rationale behind this is that SSA is a relatively simple algorithm, so that the reduced
number of calculations distributed on MIC cores—combined with the overhead due to MIC
initialization and data transfers—affect the overall performance, making CPU more efficient
for this task. Although it is possible that MIC could provide a more relevant speed-up to
simulate larger models, it is usually not trivial to define stochastic models of such complexity,
due to the lack of kinetic parameters and of initial molecular amounts that usually affect the
availability of large scale mechanistic models of biochemical systems.

4.4.2 Conclusion

According to our results, MICs are capable of outperforming CPUs when more than 10 SSA
runs are taken into account. Nevertheless, GPUs are the best choice when more than 80 SSA
runs are executed. However, we highlight that some additional issues should be considered
for the selection of a proper parallel architecture. Specifically, we discuss hereby also the
efforts of code porting, the power consumption of the three architectures and the financial
costs items.

Concerning the cost of code porting, in the case of GPGPU computing on Nvidia video
cards, the effort necessary to reimplement any algorithm using the CUDA programming
technique is relevant. Since this issue would increase the time-to-market, it should be
seriously taken into account. On the contrary, Xeon Phi coprocessors are supposed to be fully
compatible with CPUs based on the x86 instruction set; however, according to our experience,
the code has to be slightly adapted in order to be correctly executed on MIC (considering
the native mode). On the other hand, a comparison between the three architectures should
also take into consideration the evaluation of costs, power consumption and theoretical peak
performance. In 2016, the CPU Intel Xeon Haswell E5-2630 v3 had a cost of around e600,
with a power consumption of 80W and theoretical peak performance in double precision of
about 500 GFlops, which is only reachable when fused multiply-add (FMA) and advanced
vector instructions (AVX) are simultaneously exploited. The characteristics of the other
devices in 2016 were: e5800, 300W and 1208 GFlops for Intel Xeon Phi 7120P; e4200,
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300W and 2910 GFlops for Nvidia Tesla K80. According to these data, the same theoretical
peak of the Tesla K80 GPU can be achieved using either 6 CPUs or 3 Xeon Phi 7120P, with
the consequent increment in terms of financial cost and power consumption. However, to
fully leverage the computational power of the CPU, the implementation would require the
extensive use of FMA, AVX and multithreading, requiring relevant modifications of the code.

As a final remark, we highlight that the performances of GPUs and MICs are affected
by the ECC, used to avoid any error caused by natural radiations [131]. This functionality
is enabled on both accelerators on the GALILEO supercomputer and introduces a relevant
overhead, mainly due to bits verification. According to the tests performed by Fang et al.,
the ECC on MIC coprocessors causes a bandwidth reduction greater than 20% [131]. Tesla
GPUs exploit ECC over the whole memory hierarchy, including the global memory, L1 and
L2 caches, and registers [302]. Also in the case of GPUs the bandwidth reduction is around
20% [237], so we expect that the speed-up obtained using GPUs and MIC for stochastic
simulations could be further improved by disabling the ECC.



Chapter 5

Parameter Estimation of biological
systems

In this chapter we present some methodologies to address the Parameter Estimation (PE)
problem of biological systems, all based on global optimization approaches. In order to
tackle the high computational time required by the PE problem, tools accelerated on Graphics
Processing Units (GPUs) are exploited in the fitness calculation of the individuals. First,
the PE of small-scale models is presented; in this context, a thorough analysis about the
application of several global optimization approaches is proposed, showing that the PE
problem is completely different to the classic benchmark functions [311, 432]. Afterwards, a
multi-swarm PE approach [430] is proposed to deal with optimization problems characterized
by multiple targets, as in the case of experimental measurements of biological systems, which
are obtained under different conditions. Finally, we present the application of Fuzzy Self-
Tuning Particle Swarm Optimization (FST-PSO) to the PE problem of large-scale models
[442].

In what follows, we denote by P the size of the population (except for the Bat Algorithm
where B indicates the number of bats), by D the number of dimensions of the search space,
and by β min

d and β max
d (with d = 1, . . . ,D) the boundaries along the d-th dimension of the

search space.

5.1 Fitness function definition

In this section we provide a formal definition of the fitness function used in the PE to evaluate
the quality of the individuals, starting from the available target experimental data. We assume
here to have a complete knowledge of the stoichiometric matrices A and B of the biological
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system Ω under investigation (see Section 1.1.1), as well as the initial concentrations of all
molecular species.

The target data required by the PE process can be formalized as the experimental mea-
surement of a subset of species S ′ = {S1, . . . ,SQ} ⊆ S, with Q ≤ N, where N indicates
the total number of species in Ω. In particular for single swarm PE, a discrete-time series
consisting of experimental data, sampled at a finite set of time points τ1, . . . ,τF , is assumed
to be available for each Sq ∈ S ′. This set of measurements, denoted by Yq(τ f )—which
represents the concentration of the species Sq measured at time τ f (for each q = 1, . . . ,Q
and f = 1, . . . ,F)—is called Discrete-Time Target Series (DTTS). The PE is carried out by
comparing the DTTS with the corresponding simulated dynamics of the species in S ′. To
be more precise, for each species Sq ∈ S ′ and for each time point τ f , the fitness function is
calculated as the distance between the experimental measure Yq(τ f ) and the corresponding
simulated concentrations Xk

q (τ f ), obtained with the parameterization k, as follows:

F(k) =
F

∑
f=1

Q

∑
q=1

|Yq(τ f )−Xk
q (τ f )|

Yq(τ f )
. (5.1)

F(·) measures the relative point-to-point distance between the DTTS and the simulation
dynamics, considering all the species in S ′ and all the sampled time instants τ f , therefore
assessing the quality of the candidate parameterization k with respect to the target DTTS.
Hence, the PE problem consists in minimizing F(k) to the aim of identifying a vector k that
provides a simulated dynamics that overlaps the DTTS.

The fitness function in Equation 5.1 has been defined considering that (i) this function
correctly reflects the overlapping of the simulated dynamics with respect to the available
experimental data; (ii) differently from common Root Mean Squared Error, Equation 5.1
exploits the normalization term at the denominator to accumulate relative distances instead
of absolute distances, in order to prevent the most abundant chemical species to have a higher
impact on the final fitness value. Notice that this fitness function represents a variant of
the Mean Absolute Percent Error (MAPE) [106]. The fitness landscape shaped by MAPE
is identical to that defined by Equation 5.1, although it is scaled due to the multiplicative
constant used by MAPE to calculate the average of the contributions.

In the case of the typical scenario of biological laboratory research, the PE methods have
to take into account as target of the PE a set of discrete-time measurements, obtained under
different experimental conditions. In multi-swarm approaches, a single series of target data
is assigned to each swarm and, during the optimization, the best individual of each swarm
can migrate to the aim of obtaining a set of reaction constants that simultaneously fits all the
experimental data. As target data for the PE task, these methods exploit a set of different
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experimental conditions, each one corresponding to some genetic, chemical or environmental
perturbation of the system under investigation. Therefore, we assume the availability of the
following experimental target data:

1. a set E of experimental measurements corresponding to E different initial conditions,
with E ≥ 1, which we assume to be characterized by distinct initial amounts of some
molecular species in S;

2. for each initial condition, we consider the measurement of the concentrations of a
subset of species S ′ = {S1, . . . ,SQ}⊆ S , with Q ≤ N, determined by means of standard
laboratory technologies;

3. for each initial condition, the experimental data are assumed to be taken at some time
points τ1, . . . ,τF , not necessarily sampled at regular intervals along the time course of
the experiment.

In what follows, we denote by Y e
q (τ f ) the amount of the species Sq, measured at time

τ f of the e-th initial condition, with q = 1, . . . ,Q, f = 1, . . . ,F , e = 1, . . . ,E. As in the
case of single swarm, this set of measures is called DTTS. We denote by Xke

q (τ f ) the
simulated concentrations of the target species Sq at time τ f in the e-th initial condition, with
q = 1, . . . ,Q, f = 1, . . . ,F and e = 1, . . . ,E, obtained by using some values k1, . . . ,kM of the
kinetic constants, as specified in an arbitrary vector ke, where M is the number of reactions
in Ω. The fitness function associated with the parameterization ke is calculated as follows:

Fe(ke) =
F

∑
f=1

Q

∑
q=1

|Y e
q (τ f )−Xke

q (τ f )|
Y e

q (τ f )
. (5.2)

The function Fe(ke) represents the normalized point-to-point distance between the DTTS and
the simulated dynamics referring to the e-th initial condition, calculated using the amounts
of all species in S ′ sampled at each time instant τ f . Please notice that, in order to determine
the vector ke that provides a simulated dynamics overlapping at best the DTTS, the fitness
function Fe(ke) has to be minimized.

5.2 Single swarm PE of small-scale models

In all the methodologies proposed below, we exploited cupSODA [306] to perform the
simulations required to evaluate the quality of the individuals in the swarm that encode the
putative model parameterizations. cupSODA allows for executing in a parallel fashion on the
cores of the GPU all the calculations needed by this task.
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5.2.1 Comparison of the performance of PPSO with PSO

In this section we compare the performances of Proactive Particles in Swarm Optimization
(PPSO) and Particle Swarm Optimization (PSO) (see Section 2.3.5 and 2.3.4, respectively)
for the PE of two Reaction-Based Models (RBMs): the Prokaryotic Gene Network (PGN)
(see Appendix A.4) and the eukaryotic Heat Shock Response (HSR) (see Appendix A.2)
[310]. The capability of PPSO (with respect to standard PSO) to correctly estimate a fitting
parameterization of these two biochemical systems are assessed, in conditions characterized
by an increasing number of particles and by different initialization strategy for the positions
of the particles within the search space.

In all tests presented hereby, PPSO and PSO have the following settings: (i) damping
boundary conditions; (ii) maximum velocity vmax

d = 0.2 · |β max
d −β min

d |, for all d = 1, . . . ,D;
(iii) number of iterations ITMAX = 400. In PSO we also set ccog = 2.0, csoc = 2.0 and inertia w
linearly decreasing from 0.9 (at iteration 0) down to 0.4 (at iteration 400), which correspond
to some values typically used in literature (see, e.g., [118, 388, 435, 43]).

We investigate the quality of the best model parameterization found by PPSO and PSO,
and their respective computational time, by varying the number of particles in the swarm,
i.e., by setting P = 32,64,128,256,512. The quality of the model parameterizations encoded
by particles is assessed by considering the Average Best Fitness (ABF) over Θ independent
repetitions. The ABF at iteration t is calculated as ABF(t) = 1

Θ ∑
Θ

θ=1Fθ ,t(k), where Fθ ,t(k)
denotes the best fitness found during the t-th iteration of the θ -th optimization. Here, the ABF
is calculated considering Θ = 20 repetitions of the optimization. Since we are minimizing
the fitness values, a smaller ABF corresponds to a better result.

As additional task, we test the impact on the PE outcome of two different initialization
strategies, namely uniform and log-uniform (i.e., a uniform distribution in the logarithmic
space) [73]. In the uniform initialization strategy the d-th component of a particle is sampled
with a uniform distribution in the interval [β min

d , β max
d ]. In the log-uniform initialization

strategy, the d-th component of a particle is equal to exp
(

ln(β min
d )+ ln(β max

d
β min

d
) ·rnd

)
, where

rnd is a random number sampled with uniform distribution in [0,1). The log-uniform
sampling is exploited here since it allows for uniformly spanning the different orders of
magnitude of the search space by using a reduced set of samples, which is particularly
appropriate in the case of the PE of biological systems [73]. Notice that in what follows, we
refer to the log-uniform distribution as logarithmic.
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Fig. 5.1 Comparison of the ABF obtained by PPSO (green dotted line) and PSO (red
solid line), using the uniform (top) and logarithmic (bottom) initialization strategies for the
optimization of the PGN model. Left (right) panels correspond to a swarm with P = 32
(P = 512) particles.

PE of the PGN model

The PE of the PGN model was performed by considering D = 8 dimensions of the search
space, with boundaries equal to β min

d = 1 ·10−10 and β max
d = 100, for each d = 1, . . . ,D. The

DTTS for the PGN model were generated in silico, by sampling 10 points from a simulation
realized by using a reference kinetic parameterization. The initial condition is: 500 molecules
of the species DNA; zero molecules of all other species.

The first set of tests allowed us to assess the influence of the swarm size and the initial-
ization strategy on the performance of PPSO and PSO. To this aim, we performed different
PE tasks with an increasing number of particles P in the swarm, observing that with both
initialization strategies the ABF decreases as the number of particles increases. For any
tested value of P, our results highlighted that PPSO and PSO are characterized by a compa-
rable convergence speed, and they reach similar results in terms of ABF at the end of the
optimization process.

In Figure 5.1 we show the results obtained with P= 32 and P= 512 particles in the swarm
(left and right panels, respectively). The plots clearly show that the uniform initialization
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Fig. 5.2 Temporal dynamics of the species mRNA (top) and P (bottom) of the PGN model
obtained with the best parameterization found by PSO (left) and PPSO (right) in the case
of P = 512 particles. Dots represent the DTTS target used in the PE, solid (dashed) lines
represent the simulation realized by using the best parameterization found during the 20
repetitions of the optimization exploiting the uniform (logarithmic) initialization strategy.

strategy (top panels) has worse performances compared to the logarithmic one (bottom
panels), confirming the results obtained in [73]. As a matter of fact, with the uniform
initialization strategy, both PSO and PPSO get stuck into local minima (characterized by a
fitness value around 20), while the logarithmic strategy allows particles to perform a better
initial exploration of the search space, therefore finding better solutions.

Figure 5.2 shows the dynamics of the species mRNA and P of the PGN model, generated
by considering the best model parameterization found by PSO (left) and PPSO (right), in the
case of a swarm with P = 512 particles. We observe that, despite the low number of points
in the DTTS, our PE methodology was robust enough to converge to a good solution in the
case of the logarithmic initialization. This model parameterization results in a dynamics that
perfectly overlaps the target data, both in the case of PSO and PPSO.
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Fig. 5.3 Comparison of the ABF obtained by PPSO (green dotted line) and PSO (red
solid line), using the uniform (top) and logarithmic (bottom) initialization strategies for the
optimization of the HSR model. Left (right) panels correspond to a swarm with P = 32
(P = 512) particles.

PE of the HSR model

Here, we exploited the RBM of the HSR presented in [340], whereby the molecular mech-
anisms of HSR are formalized by means of 17 reactions among 10 species. The PE of
the HSR model was performed by considering D = 16 dimensions, since the value of the
kinetic constant of a reaction is known and it is therefore kept to its real value throughout
the optimization (namely, the protein misfolding rate occurring at 42◦C). The search space
boundaries were fixed to β min

d = 1 ·10−9 and β max
d = 100, for each d = 1, . . . ,D.

The first set of tests allowed us to assess the influence of the swarm size and the initial-
ization strategy on the performance of PPSO and PSO for the PE of this model. Similarly
to the analysis and results carried out for the PGN model, we observed that, with both
initialization strategies, the ABF decreases as the number of particles increases from P = 32
to P = 512. Moreover, while the uniform initialization strategy prevented the convergence
of both PPSO and PSO, the best results were obtained with the logarithmic strategy. As in
the case of the PGN model, we observed that both PPSO and PSO are characterized by a
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Fig. 5.4 Temporal dynamics of the hsf3:hse species of the HSR model obtained with the best
parameterization found by PSO (left) and PPSO (right). Dots represent the DTTS target
used in the PE, dotted line corresponds to the best parameterization found during the 20
repetitions of the optimization exploiting the uniform initialization strategy. Solid and dashed
lines refers to the best parameterization found by using the logarithmic strategy with 32, 128
and 512 particles.

similar convergence speed, and they reach similar results in terms of the ABF at the end of
the optimization process.

In Figure 5.3 we show the results obtained with P = 32 and P = 512 particles in the
swarm (left and right panels, respectively). With the uniform initialization strategy (top
panels) both PSO and PPSO get stuck to very high values of the fitness (around 90), while
the logarithmic initialization strategy (bottom panels) allows for achieving better results. In
particular, in the case of logarithmic initialization and swarm size P = 512, although PPSO
has a slightly higher ABF with respect to PSO, it is characterized by a larger variance. Thanks
to this behavior, the best fitting individuals (i.e., model parameterizations with lower fitness
value) were identified by PPSO. Specifically, Figure 5.4 shows the dynamics of the hsf3:hse
species of the HSR model, generated by using the best parameterization found by PSO
(left) and PPSO (right). We observe that, in the case of PPSO with logarithmic initialization
strategy, all simulated dynamics perfectly overlap the target DTTS. On the contrary, PSO
with P = 128 particles and logarithmic initialization strategy obtained a parameterization
that cannot fit the DTTS, especially in the first part of the dynamics. Finally, for both
PPSO and PSO, the uniform initialization strategy prevented the convergence to a correct
parameterization.

Analysis of the performance of PPSO

The PE shown in previous two sections, executed with an increasing number of particles,
were realized to the aim of assessing the computational performance of PPSO against PSO.
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For the tests, we compared the performances of a Nvidia GeForce GTX Titan Z with 2880
cores (clock 837MHz) with a Central Processing Unit (CPU) Intel Core i7-4790K (clock
4GHz).

Thanks to the GPU acceleration, the execution time with respect to the CPU was strongly
reduced. In particular, we performed an experiment, tailored on the Titan Z, to execute a
PE of the HSR model using swarms with P = 2880 particles that required 1514 seconds
(approximately 25 minutes), while the execution on the CPU took 202392 seconds (approxi-
mately 56 hours), meaning that we achieved a speed-up of 133×. These results highlight the
importance of GPU parallelization provided by cupSODA [306] for the simulations and the
fitness calculations.

As a final remark, we stress the fact that cupSODA is not the only source of computational
acceleration of our PE methodology. Indeed, with respect to standard PSO, also PPSO is able
to reduce the overall running time. Although PPSO is computationally more expensive than
PSO—due to the Θ(P · ITMAX) Sugeno inferences required by the fuzzy rules—according to
our tests a batch of 20 PE tasks with PPSO takes about 3 hours less than a batch of 20 PE
tasks with PSO (with equal conditions). We argue that this speed-up is due to the capabilities
of the fuzzy reasoner to allow the proactive particles to escape the regions characterized by a
high fitness value. On the contrary, we believe that PSO is less efficient in escaping these
regions, because the cognitive factor has a fixed weight in the velocity update. The regions
with high fitness values are generally characterized by “extreme” model parameterizations
that can lead to stiffness of the system of Ordinary Differential Equations (ODEs), therefore
slowing down the simulation. This condition is automatically tackled by cupSODA, which
switches to implicit integration methods. We remember that implicit integration requires
multiple evaluations of the Jacobian matrix, which has a relevant computational complexity.
As a consequence, PSO might require longer execution times since more particles in its
swarm risk to remain stuck into bad regions of the search space.

The results obtained in this work highlight that PPSO represents a valuable alternative
to classic PSO, allowing for a correct and accurate estimation of the kinetic parameters
of mathematical models of biochemical systems, remarkably without the need for a fine-
tuning of the functioning settings. As a matter of fact, PPSO works “out-of-the-box” by
automatically selecting the inertia weight, the cognitive factor and the social factor of each
particle, adjusting these settings according to the run-time performance of each particle in the
swarm. In addition, the results confirm the analysis presented in [73], where the logarithmic
strategy for the particle initialization was identified as more effective than the classic uniform
initialization strategy for this particular application.
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We will further investigate this hypothesis by analyzing and comparing the distributions of
particles in the search space by using the two optimization algorithms, to possibly determine
a quantitative relationship among the particle behavior, their fitness values and the overall
running time.

5.2.2 Comparison of the performance of DBLA with PSO

In this section we compare the performances of Bat Algorithm with differential operator and
Lévy flights trajectories (DLBA) and PSO (see Section 2.3.3 and 2.3.4, respectively) for the
PE of PGN and HSR models [426].

In all tests, PSO has the following settings: (i) damping boundary conditions; (ii) max-
imum velocity vmax

d = 0.2 · |β max
d − β min

d |, for all d = 1, . . . ,D; (iii) number of iterations
ITMAX = 400; (iv) cognitive factor ccog = 2.0 and social factor csoc = 2.0; (v) inertia w linearly
decrementing from 0.9 down to 0.4, according to [73]. The settings used in DLBA are: (i)
frequencies f1,min = f2,min = 0 and f1,max = f2,max = 1; (ii) initial loudness A0 sampled with
uniform distribution in [1,2); (iii) initial pulse rate r0 sampled with uniform distribution in
[0,0.1); (iv) α parameter is fixed to 0.9; (v) nt parameter is fixed to 5000, as suggested in
[474]. In the specific case of uniform initialization strategy, we set fmax = D, which helps
to prevent premature convergence of DLBA (see Figure 5.5). In order to perform a fair
comparison between DLBA and PSO, we fixed the number of iterations ITMAX of DLBA equal
to 133, since each iteration of this algorithm requires three fitness evaluations for each bat.
The quality of the best model parameterization found by DLBA and PSO, and their respective
computational time, are investigated by varying the number of individuals in the swarm (i.e.,
P = B = 32,64,128,256,512). We run Θ independent repetitions and considered the ABF
to evaluate the quality of the model parameterizations encoded by individuals. Here, we run
Θ = 20 repetitions of the optimization algorithms to calculate the ABF. Furthermore, we
exploited two different strategies—uniform and logarithmic—for the initial distribution of
individuals in the search space to test the impact on the PE outcome.

PE of the PGN model

The PE of the PGN model considers D = 8 dimensions of the search space, with boundaries
equal to β min

d = 1 · 10−10 and β max
d = 100 for each d = 1, . . . ,D. The DTTS of the PGN

model were generated in silico, by sampling 10 points from a simulation realized by using a
reference kinetic parameterization.

In the set of tests performed on the PGN model, we show the influence of the swarm size
and the initialization strategy on the performance of DLBA and PSO. To this aim, different PE
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Fig. 5.5 ABF obtained by DLBA with fmax = D = 8 (green dotted line) and fmax = 1 (red
solid line), using uniform initialization with B = 32 bats for the optimization of the PGN
model. The colored areas around the ABF lines represent the standard deviation. Note that
the x-axis reports the number of fitness evaluations performed by each individual in the
swarm.

tasks with an increasing number of individuals P=B in the swarm are performed. We observe
that with both initialization strategies, when the number of individuals increases the ABF
decreases. The results shown in Figure 5.6 highlight that DLBA and PSO have a comparable
convergence speed and reach similar results in terms of ABF, but DLBA achieves better
(worse) fitness than PSO with uniform (logarithmic) distribution. By exploiting the uniform
initialization, both DLBA and PSO suffer from premature convergence; on the contrary, this
issue is mitigated by the improved exploration of different orders of magnitude allowed by
logarithmic sampling. In accordance with [73], these results clearly show how the logarithmic
initialization employed here (right panels) allows for achieving better performance compared
to uniform one (left panels).

Figure 5.7 reports the dynamics of the species P of the PGN model, obtained with the best
model parameterization found by PSO (left) and DLBA (right) with P = B = 32 individuals.
In the case of logarithmic initialization, the PE methodology converges to a good solution
despite the low number of points in the DTTS, achieving a simulation of the dynamics that
perfectly overlaps with the target data.
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Fig. 5.6 Comparison of the ABF obtained by DLBA and PSO with P = B = 32 and P = B =
512 individuals, using the uniform (left) and logarithmic (right) initialization strategies for
the optimization of the PGN model. The colored areas around the ABF lines represent the
standard deviation. Note that the x-axis reports the number of fitness evaluations performed
by each individual in the swarm.
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Fig. 5.7 Temporal dynamics of the species P of the PGN model obtained with the best
parameterization found by PSO (left) and DLBA (right) in the case of 32 individuals. Red
dots represent the DTTS used in the PE, solid (dashed) lines represent the simulation realized
by using the best parameterization found during the 20 repetitions of the optimization
exploiting the uniform (logarithmic) initialization strategy.

PE of the HSR model

In the set of tests performed on the HSR model, we investigated again the influence of the
swarm size and the initialization strategy on the performance of DLBA and PSO. Similarly
to the results obtained for the PGN model, in both initialization strategies, the ABF decreases
when the number of individuals increases from 32 to 512. Moreover, while PSO suffers
from premature convergence with the uniform initialization, DLBA obtains an almost good
parameterization also using this initialization strategy. As in the case of the PGN model, the
best results were obtained with the logarithmic strategy, whereas both DLBA and PSO are
characterized by a similar convergence speed and obtain similar ABF values.
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Fig. 5.8 Comparison of the ABF obtained by DLBA and PSO with P = B = 32 and P =
B = 512 individuals, using the uniform and logarithmic initialization strategies for the
optimization of the HSR model. The colored areas around the ABF lines represent the
standard deviation. Left (right) panels correspond to uniform (logarithmic) distribution. Note
that the x-axis reports the number of fitness evaluations performed by each individual in the
swarm.
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Fig. 5.9 Temporal dynamics of the species hsf3:hse of the HSR model obtained with the best
parameterization found by PSO (left) and DLBA (right). Red dots represent the DTTS used
in the PE, solid line corresponds to the best parameterization found during the 20 repetitions
of the optimization by exploiting the uniform initialization strategy. Dotted and dashed lines
refers to the best parameterization found by using the logarithmic strategy with 32, 128 and
512 individuals.

In left and right panels of Figure 5.8 are shown the results obtained with the uniform and
logarithmic initialization strategies, respectively. The left panel shows that PSO get stuck to
very high fitness values (around 90) with the uniform initialization strategy with P = 32 and
P = 512, while DLBA reaches a fairly good fitness values (around 45) with B = 512. Better
results are achieved by both PSO and DLBA with the logarithmic initialization strategy
(right panel); the best solutions found at the end of the optimization process are comparable
between the two algorithms both in the case of 32 and 512 individuals. In almost all tests,
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DLBA is characterized by a larger variance and for this reason it is able to identify the best
fitting individuals (i.e., model parameterizations with the lowest fitness value).

In Figure 5.9 are shown the dynamics of the species hsf3:hse of the HSR model, obtained
with the best model parameterizations found by PSO (left) and DLBA (right) under different
conditions. Considering the logarithmic initialization strategy, both PSO and DLBA obtained
parameterizations that fit the DTTS; however, in the case of B= 32 bats and P= 128 particles
the first part of the dynamics is not perfectly overlapped with the DTTS. On the contrary, the
uniform initialization strategy prevented the convergence to an optimal parameterization in
the case of PSO, while DLBA is able to identify a set of kinetic values that fits the DTTS.

Analysis of the performance of DLBA

The aforementioned PEs were executed with an increasing number of individuals to assess
the computational performance of DLBA against PSO. The GPU acceleration allowed us
to strongly reduce the execution time with respect to the CPU. For the tests, a Nvidia
GeForce GTX Titan Z (2880 cores, clock 837MHz) was compared with a CPU Intel Core
i7-4790K (clock 4GHz). To show the importance of parallelization of the simulations and the
corresponding fitness calculations, we performed an experiment that saturates the Titan Z. In
this task, we executed a PE of the HSR model using swarms with B = 2880 bats, achieving a
speed-up of 61× since the PE on the CPU required around 83 hours, while the execution on
the GPU required around 80 minutes. Besides cupSODA, DLBA itself is able to reduce the
overall running time, with respect to PSO. Indeed, the efficiency of a metaheuristic search
algorithm is based on balancing between intensification (exploitation) and diversification
(exploration). Lévy flights generate new solutions that allow for escaping from local minima,
i.e., regions of the search space with high fitness values. These regions are characterized
by solutions that can lead to ODE stiffness, slowing down the simulations since cupSODA
switches to implicit integration methods. Avoiding these regions, DLBA takes about 10
hours less than PSO (with equal conditions) to execute a batch of 20 different optimizations
for the PE problem.

According to our results, DLBA represents a valuable alternative to classic PSO. In our
tests, DLBA outperformed PSO when the uniform initialization is employed. However, with
both algorithms, the logarithmic initialization improves the ABF, confirming the results
presented in [73].
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5.2.3 Reboot strategies in PSO

In this section, three different reboot strategies for PSO are presented [409, 410], whose
aim is to reinitialize particle positions to avoid particles to get trapped in local optima. We
compare the performance of PSO coupled with the reboot strategies with respect to standard
PSO in the case of the PE of two biochemical systems, namely, the HSR model and the
Ras/cAMP/PKA signaling pathway in yeast (see Appendix A.5).

Over the years, different works presented modifications aimed to improve the standard
PSO algorithm. Some of them introduced specific strategies that attempted to overcome
stagnation of the swarm in local minima, either by implementing hybrid PSO approaches
[332, 453, 323] or reboot strategies that re-initialize all particles in the swarm [146, 107] in
the case of problems characterized by very large search spaces. Here, we define different
reboot strategies in which the particles are re-initialized if they are too close to the global best
position found so far by the swarm, or if the global or local best positions remain unchanged
for a given number of iterations.

Reboot strategies in PSO are introduced to avoid early convergence of the swarm and
stagnation of particles in local minima. An efficient reboot strategy should accurately identify
the particles that are no longer exploring effectively the search space, and re-initialize
their positions to improve diversity in the swarm and possibly achieve a better exploration.
Different reboot strategies were previously integrated in PSO [146, 107] to deal with the
problem of continuous optimization in large search spaces. In this context, a “restart” of the
algorithm is implemented by re-initializing all particles in the swarm except for the global
best position found so far.

We designed three different reboot strategies and assessed their impact on the performance
of PSO applied to the PE of the kinetic constants of biochemical systems. In particular, our
three reboot strategies, namely Global, Local and Distance, are defined as follows:

• Global: if the global best position g remains unchanged for η iterations, where η is a
user-defined parameter, the position xi is re-initialized by sampling from a logarithmic
distribution in (β min

d ,β max
d ), the local best position bi is set to xi and the velocity vi is

reset to 0, for each particle i of the swarm;

• Local: if the local best position bi of a particle i does not change for η iterations, its
position xi is re-initialized by sampling from a logarithmic distribution in (β min

d ,β max
d ),

its local best position bi is set to the new position and its velocity vi is reset to 0;

• Distance: at each iteration, if ∥b∗
i − g∗∥< θ , the position xi of the particle i is re-

initialized by sampling from a logarithmic distribution in (β min
d ,β max

d ), its local best
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Fig. 5.10 Top: ABF comparison of the PE executed on the HSR model with PSO having
swarm size n = 32 and inertia w = 0.729 (red line), swarm size n = 512 and decreasing
inertia w (green line), and swarm size n = 512 and inertia w = 0.729 (gray line). Bottom:
boxplots obtained considering the best fitness values reached by PSO during the last iteration
of each optimization, with the same settings specified above. The red line corresponds to the
median, while the blue line corresponds to the mean of the distribution.

position bi is set to the new xi and its velocity vi is reset to 0. θ is a user defined
parameter, b∗

i = (log10 (bi,1), . . . , log10 (bi,D)) and g∗ = (log10 (g1), . . . , log10 (gD)) are
the logarithmic transformation of bi and g, respectively.

In all tests presented hereby, PSO has the following settings: (i) damping boundary
conditions; (ii) maximum velocity vmax

d = 0.2 · |β max
d − β min

d |, for all d = 1, . . . ,D; (iii)
number of iterations ITMAX = 1000. We also set ccog = csoc = 1.494, which correspond to
values used in literature (see, e.g., [443]). Moreover, we compared the effect of decreasing
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and fixed values for the inertia parameter w. In particular, we used an inertia decreasing from
w = 0.9 to w = 0.4, and a fixed inertia value equal to w = 0.729 [443].

The performances of the different optimization strategies are assessed by considering
the ABF over Θ independent repetitions of the PE. Here, the ABF is calculated over Θ = 20
repetitions of the optimization process.

PE of the HSR model

In the PE of the HSR model performed here, the DTTS were generated in silico by sampling
140 points from a simulation realized using a reference kinetic parameterization. In the first
set of tests, we assessed the influence of the swarm size and of the inertia updating strategy
on the standard PSO algorithm. In Figure 5.10 we show the results obtained with a swarm
size n = 32 and a fixed inertia w = 0.729, swarm size n = 512 and a linearly decreasing
inertia (from w = 0.9 to w = 0.4 throughout the entire simulation), and swarm size n = 512
and inertia w = 0.729. These results show that a larger number of particles produce lower
ABF values (see Figure 5.10, top) and reach better results at the end of the optimization
process with respect to a swarm of smaller size, as highlighted in the boxplots (Figure 5.10,
bottom). Moreover, Figure 5.10 shows that PSO with a fixed inertia outperforms PSO with a
decreasing inertia in the PE of this biochemical model, despite it has been previously shown
that a decreasing inertia allows for achieving better results on benchmark functions.

Figures 5.11, 5.12 and 5.13 show the results obtained by PSO implementing our three
different reboot strategies. In these tests we varied the threshold parameters exploited by the
reboot strategies, i.e., η for Global and Local, θ for Distance. While the performance of the
Distance reboot (Figure 5.13) appears to be strongly affected by the choice of θ values, both
Local (Figure 5.12) and Global (Figure 5.11) reboot strategies are robust with respect to the
choice of η values, as also indicated by the smaller dispersion in the boxplots. The threshold
parameters directly influence the number of reboots that take place at each iteration of PSO,
even though this does not necessary lead to better performance. For instance, by looking at
Figure 5.13 it is evident how θ = 0.1 performs better than θ = 0.01. Moreover, the latter is
even worse than in the case of θ = 0.25. Thus, it is necessary to find a good trade-off for the
threshold parameter, in order to prevent both excessive rebooting (i.e., particles are distant
and should not be rebooted, yet) and an insufficient rebooting (i.e., particles never actually
get that close to g, so that the reboot is never triggered).

Afterwards, we selected the best threshold values of each reboot strategy and compared
them against standard PSO. The results, presented in Figure 5.14, show that each of the three
strategies outperforms PSO both in terms of ABF and interquartile range of the final best
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Fig. 5.11 Top: ABF comparison of the PE executed on the HSR model with PSO implement-
ing the Global reboot strategies. Different colors correspond to different threshold values.
In all cases, the inertia value is set to w = 0.729 and the swarm size to n = 512. Bottom:
boxplots obtained considering the best fitness values reached by PSO coupled with the Global
reboot, during the last iteration of each optimization, with the same settings specified above.
The red line corresponds to the median, while the blue line corresponds to the mean of the
distribution.

fitness. In particular, the Global and Local reboot procedures obtain a better final ABF and a
very low statistical dispersion, as shown in the boxplots of Figure 5.14.

Since the Local strategy seemed to consistently outperform the other approaches, we
tested an additional reboot strategy: instead of sampling the new positions from a logarithmic
distribution, we used a lognormal distribution with mean equal to (log(β min

d )+ log(β max
d ))/2

and σ equal to (log(β max
d )− log(β min

d ))/2 [264]. In Figure 5.14 we denote the Local strategy
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Fig. 5.12 Top: ABF comparison of the PE executed on the HSR model with PSO implement-
ing the Local reboot strategies. Different colors correspond to different threshold values.
In all cases, the inertia value is set to w = 0.729 and the swarm size to n = 512. Bottom:
boxplots obtained considering the best fitness values reached by PSO coupled with the Local
reboot, during the last iteration of each optimization, with the same settings specified above.
The red line corresponds to the median, while the blue line corresponds to the mean of the
distribution.

based on logarithmic samples and lognormal samples with localloguni and locallognorm,
respectively. According to our results, the new version slightly improves the average perfor-
mance (top plot) although with a higher variance in the final ABF (bottom plot). Moreover,
the generation of lognormally distributed random deviates is more computationally demand-
ing than uniform random numbers (approximately five times slower). Due to these drawbacks,
localloguni remains the most reliable strategy for PSO reboots.
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Fig. 5.13 Top: ABF comparison of the PE executed on the HSR model with PSO imple-
menting the Distance reboot strategies. Different colors correspond to different threshold
values. In all cases, the inertia value is set to w = 0.729 and the swarm size to n = 512.
Bottom: boxplots obtained considering the best fitness values reached by PSO coupled with
the Distance reboot, during the last iteration of each optimization, with the same settings
specified above. The red line corresponds to the median, while the blue line corresponds to
the mean of the distribution.

Finally, to verify the “goodness” of the PE results, we simulated the dynamics of the HSR
model by using the best parameterization found by PSO (over the 20 optimization runs) with
Local and Global reboot strategies. The temporal dynamics of the hsf3:hse species depicted
in Figure 5.15 shows that both the Local and Global reboot found a parameterization that
allows for closely approximating the target dynamics.
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Fig. 5.14 Top: ABF comparison of the PE executed on the HSR model with standard PSO (n=
512 and w = 0.729), and PSO implementing the three different reboot strategies, performed
with their respective best parameter threshold. Bottom: boxplots obtained considering the
best fitness values reached by PSO and PSO coupled with the reboot strategies, during the
last iteration of each optimization, with the same settings specified above. The red line
corresponds to the median, while the blue line corresponds to the mean of the distribution.

PE of the Ras/cAMP/PKA signaling pathway

Here, we rely on the model of the Ras/cAMP/PKA signaling pathway (see Appendix A.5),
formalized by means of 35 reactions among 30 molecular species. The PE was performed by
considering D = 35 dimensions, and the search space boundaries were fixed to β min

d = 10−9

and β max
d = 10, for each d = 1, . . . ,D. The DTTS was generated in silico, by sampling 1000

points from a simulation realized by using a reference kinetic parameterization.
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Fig. 5.15 Temporal dynamics of the hsf3:hse species of the HSR model, obtained with the
best parameterization found by PSO coupled with the Local (η = 50) and Global (η = 75)
reboot strategies.

The size of this model, compared to the HSR model, further increases the complexity of
the PE task. Thus, to the aim of estimating the kinetic parameters of the Ras/cAMP/PKA
model, we exploited the reboot procedure that performed best in the previous tests, namely,
the Local reboot strategy with η = 50. Figure 5.16 shows the target data and the simulated
dynamics of the cAMP species obtained by using the best parameterization found by standard
PSO and PSO coupled with the Local reboot strategy. We observe that, on the one hand stan-
dard PSO was unable to find a correct parameterization; on the other hand, PSO coupled with
the Local reboot strategy identified an appropriate parameterization of the Ras/cAMP/PKA
model, achieving a dynamics that fits with the target data.

Conclusive remarks

The results presented in the previous sections highlight that a fixed inertia parameter seems
to be more convenient in the case of the PE problem. Moreover, we showed that reboot
strategies can be coupled with PSO to avoid early convergence and stagnation of the swarm,
thus achieving a correct and accurate estimation of the kinetic parameters of medium-size
mathematical models of biochemical systems (characterized by tens of chemical reactions).

In particular, the Local reboot strategy proved to be remarkably reliable, since it is
characterized by (i) a better convergence speed; (ii) lower ABF with respect to the other
considered strategies; (iii) a higher robustness with respect to different choices for its
functioning setting η .
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Fig. 5.16 Temporal dynamics of the cAMP species of the Ras/cAMP/PKA model, obtained
with the best parameterization found by standard PSO and PSO coupled with the Local
(η = 50) reboot strategy.

Moreover, we will apply the PE methodology based on PSO and cupSODA to more
complex models of biological systems, where standard approaches fail because of the
computational burden of the simulation process. Finally, when the biochemical systems under
investigation are characterized by molecular species present in small quantities, stochasticity
plays a fundamental role and cannot be neglected. In these situations, stochastic simulation
algorithms must be employed to calculate the fitness of PSO particles; we will therefore
replace cupSODA with cuTauLeaping [307]. We will also develop an appropriate fitness
function able to deal with complex and noisy dynamics, based on some statistical measure
computed according to the outcome of different repetitions of the stochastic simulations. |

5.2.4 Comparison between PE and benchmark functions

In this section we show that the state-of-the-art optimization methods, able to largely out-
perform other metaheuristics on benchmark functions, can be characterized by considerable
poor performances when applied to real-world problems, without considering their specific
peculiarities, like the PE.

Generally, the performances of these metaheuristics are assessed by relying on different
sets of benchmark functions, specifically designed to test the search capabilities of the various
optimization strategies [215]. However, when the same algorithms are applied to real-world
problems pertaining to different application domains, which can involve continuous or
discrete optimization tasks, their performances may considerably change. For instance, this
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phenomenon was observed in the case of the optimization of atomic and molecular clusters
[112], building energy systems [221] and aircraft design [93]. This outcome is coherent
with the no free lunch theorem [471, 273], which states that no algorithm outperforms all
the competitors in any optimization problem, which imply that techniques with outstanding
performances in a benchmark test suite could not properly work on every real-world problems
[267]. For instance, Da Ros et al. [96] compared stochastic optimization methods (i.e.,
Artificial Bee Colony (ABC), Differential Evolution (DE), PSO, and Simulated Annealing)
for the estimation of kinetic parameters of a biochemical model for alcoholic fermentation
in bioreactors. Their results show that benchmark functions are not representative of real
optimization problems, and the evaluation of global optimization metaheuristics based on
these benchmark functions alone may induce strong biases.

Here, we exploit six well-known benchmark functions to compare the performances
of ABC, Covariance Matrix Adaptation Evolution Strategy (CMA-ES), DE, Estimation of
Distribution Algorithm (EDA), Genetic Algorithms (GAs), PSO, and its fuzzy-based settings-
free variant FST-PSO (see Chapter 2 for further details). Then, we apply the same algorithms
to the PE problem by using a set of synthetic biochemical models of increasing size (25 or
50 molecular species and reactions). By measuring the convergence speed and the quality
of the final results achieved by the different metaheuristics, we show that algorithms able
to perform efficiently on benchmark functions can be completely unfit for the PE problem.
In particular, to investigate the performance of the optimization algorithms listed above, we
exploited the computational tool described in Section 4.1 to randomly generate 12 different
instances of RBMs of increasing size (6 RBMs are characterized by 25 reactions and species,
6 RBMs are characterized by 50 reactions and species). Each RBM satisfies the following
characteristics:

• the initial concentrations of the molecular species are sampled from a logarithmic
distribution in the interval [10−6,1);

• the values of the kinetic constants are sampled from a logarithmic distribution in the
interval [10−8,10];

• only zero, first and second-order reactions (i.e., maxord = 2, meaning that at most 2
reactant molecules of the same or different species can appear in a reaction), are used
to create the stoichiometric matrix A;

• the stoichiometric matrix B is created using at most 2 product molecules for each
reaction (i.e., maxprod = 2).
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We highlight that we exploited a logarithmic distribution since the concentrations and kinetic
constants of biochemical systems generally span over multiple orders of magnitude [485, 73].
Deterministic simulations of RBMs and the fitness function evaluations were executed in
parallel by offloading the calculations onto the GPU by means of cupSODA.

Benchmark function suites for numerical optimization

Several benchmark function suites have been proposed in the literature to evaluate the
performance of global optimization techniques, since real-world problems cannot be straight-
forwardly exploited to this purpose. Indeed, real-world problems are often characterized by
additional complex features that basic optimization algorithms might not be able to handle
[141]. Considering the specific case of real-parameter numerical optimization, every year
research competitions are organized by the IEEE Congress on Evolutionary Computation
(CEC) [92] and the Genetic and Evolutionary Computation Conference (GECCO). Among
them, it is worth mentioning the workshop on Real-Parameter Black-Box Optimization
Benchmarking (BBOB) [148] that exploits the COmparing Continuous Optimisers (COCO)
benchmarking platform [183]. In addition, there exist real-world problems that have intrinsic
discrete structure and solutions; in this context Doerr et al. [113] improved the COCO
software by introducing pseudo-Boolean optimization problems, providing an environment
to empirically analyze and evaluate the performance of pseudo-Boolean black-box heuristics.
A generalized and dynamic benchmark generator was also proposed in [256] to construct
dynamic environments in the binary, real and combinatorial spaces.

Even though many different benchmark functions were proposed for continuous op-
timization (e.g., global optimization, dynamic optimization, multimodal optimization), a
complete and unified framework for generating benchmark functions able to take into account
different properties pertaining to real-world problems has not been yet proposed. Recently,
an attempt in this direction was made by Li et al., who presented a novel framework that
aims at constructing benchmark functions having features that might be met in real-world
problems, such as non-linearity and discontinuity [255]. This framework is based on a
multidimensional tree, which is exploited to partition the search space and to select the best
set of simple functions for each subspace, according to the characteristics underlying the
considered subspace.

Results

The comparison of the performance of the metaheuristics exploited for the PE of 12 randomly
generated RBMs, and for the optimization of a commonly used suite of benchmark functions,
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are presented here. Specifically, we employed the following functions from the CEC’17
benchmark problems for single-objective real-parameter numerical optimization

• the shifted/rotated Rosenbrock’s ( f4) and Levy’s ( f9) functions, as representatives
of multimodal and non-separable problems characterized by a large number of local
minima and whose optimum is not centered in 0;

• the hybrid Ackley’s ( f13), Griewank’s ( f15), expanded Griewank plus Rosenbrock
( f19), and Schaffer’s F7 ( f20) functions.

It is worth noting that hybrid functions are composed of multiple subcomponents that are
assigned to different basis functions. The rationale is that hybrid functions represent strongly
non-separable problems, with subcomponents that are characterized by specific behavior
and sensitivity, supposedly mimicking real-world problems. Hybrid functions are designed
to reproduce the peculiarities of real-world problems; however, we will show that these
functions cannot capture all the characteristics of the fitness landscapes defined by the PE
problem.

Table 5.1 summarizes the functioning settings of all the metaheuristics used in this work.
The search space for the PE problem was set to [10−12,100]D, while for the benchmark
functions was set to [−100,100]D. The population size P was calculated by exploiting the
following heuristic:

P = 32×
⌈√

D
2

⌉
,

which takes into account both the number of dimensions D and the Compute Unified Device
Architecture (CUDA) warp size. The latter is critical to fully leverage the power of modern
GPUs to simulate the dynamics of the RBMs by means of cupSODA. A population size
P = 96 and P = 128 for D = 25 and D = 50, respectively, is obtained by applying the
aforementioned heuristic.

We used the implementation of ABC provided by the SwarmPackagePy library (v.
1.0.0a5). CMA-ES, DE, EDA, and GA were implemented by using the Distributed Evo-
lutionary Algorithms in Python (DEAP) framework (v. 1.0.2) [138]. We opted for this
specific library because it simplifies the integration of cupSODA (v. 1.1.0) for the fitness
evaluation. In the case of the algorithms implemented by using DEAP and SwarmPackagePy,
we tested off-the-shelf optimization by using the default settings. For PSO, we used the most
widespread settings relying on the analyses conducted in [448, 443, 409].

In order to collect statistically sound results, we performed 15 repetitions for each
metaheuristic keeping track of the best fitness value found during each iteration, and then
calculating the ABF. In the following figures, each metaheuristic is identified by a specific
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Table 5.1 Functioning settings of the exploited optimization algorithms. n0, ne, ns are the
onlookers, employed and the scouts bees of ABC, respectively. χES

0 , σES
0 denote the initial

mean and initial step-size of CMA-ES, respectively. CR, F represent the crossover rate and
mutation strategy used for the DE/rand/1/bin strategy, respectively. χEDA

0 , σEDA
0 , λ µ are

the centroid of the search space, standard deviation, new individuals and best individuals
of EDA, respectively. pcr, pmu, κ = 3 represent the crossover rate (two point crossover),
mutation rate (Gaussian mutation with σGA = 1.0), and number of individuals involved in
each tournament in GA, respectively.

Algorithm Settings
ABC no = ⌊0.5 ·n⌋,ne = ⌊0.4 ·n⌋,ns = P−no −ne

CMA-ES χES
0 =

(
β max

d +β min
d

)
/2,σES

0 = 1.0
DE CR = 0.25,F = 1.0, mutation strategy: DE/rand/1/bin

EDA χEDA
0 =

(
β max

d +β min
d

)
/2,σEDA

0 = 1.0,λ = n,µ = 32
GA pmu = 0.2, pcr = 0.99, tournament selection (κ = 3), two point crossover,

Gaussian mutation with σGA = 1.0
PSO ccog = csoc = 1.496, w = 0.729,vmin

d = 0,vmax
d = 0.2 ·ψd , where ψd =

β max
d −β min

d
FST-PSO —

color: ABC is grey, CMA-ES is yellow, DE is pink, EDA is light blue, GA is blue, PSO is
green, and FST-PSO is orange. We also tested an alternative version of FST-PSO whose
minimum velocity throttling is disabled (rules 10− 12 [305]); we refer to this version as
FST-PSO (no vmin) and we depict it with the magenta color in the figures.

In Figures 5.17 and 5.18 we show the results concerning the convergence speed in terms
of ABF obtained by the metaheuristics on the benchmark functions with D = 25 dimensions
and on the RBMs with D = 25 kinetic constants to be estimated. The results reveal that in
the case of the benchmark functions, CMA-ES is characterized by the best performances,
except for the case of the f9 and f20 functions, where the classic PSO achieves the best result.
Interestingly, although CMA-ES largely outperformed the other algorithms in the case of the
rotated/shifted Rosenbrock’s function, it ranked last in the case of the hybrid Schaffer’s F7
f20. We also observe that the performances of DE are good with functions f9 and f20, while
they are limited with the other benchmark functions. EDA was outperformed by the other
algorithms on functions f4, f13 and f19, having an ABF orders of magnitude higher than the
competitor methods. FST-PSO is characterized by mixed performances, yielding some high
quality solution (e.g., f4, f15, f20) but never outperforming the other algorithms in any of the
tested benchmark functions.
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Fig. 5.17 Comparison of the performance in terms of ABF achieved by the metaheuristics on
the benchmark functions with D = 25.
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Fig. 5.18 Comparison of the performance in terms of ABF achieved by the metaheuristics for
the PE of synthetic models characterized by 25 reactions and 25 molecular species.

Finally, both ABC and GA show average performances, always remaining in the middle
of the ranking. Interestingly, ABC is characterized by a high variability in the results, as
shown by the boxplots of the best solutions found across all runs (see Figures 5.21 and 5.27):
the algorithm seems to yield either poor or very good solutions, probably according to the
distribution of the bees at the beginning of the optimization phase. GA, however, seem to
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Fig. 5.19 Kiviat diagram showing the final ABF value obtained by the metaheuristics on the
benchmark functions with D = 25.
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Fig. 5.20 Kiviat diagram showing the final ABF value obtained by the metaheuristics in the
PE of synthetic models characterized by 25 reactions and 25 molecular species.

be characterized by a slower convergence (see, e.g., functions f4, f13, f15 and f19) than the
other metaheuristics.
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Fig. 5.21 Boxplots showing the distribution of the final best fitness values obtained by the
metaheuristics on the benchmark functions with M = 25.
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Fig. 5.22 Boxplots showing the distribution of the final best fitness value obtained by the
metaheuristics in the PE of synthetic models characterized by 25 reactions and 25 molecular
species.

Notice that the boxplots show the best fitting solutions found after 500 iterations. Since
in some cases the algorithms could not converge properly the corresponding boxplot would
be displayed outside the figure. We denote such situations using an arrow filled with the
color corresponding to that algorithm (e.g., Figure 5.21, EDA in the case of function f4).

When we consider the PE problem, the results turn out to be totally different, since
the version of FST-PSO (no vmin) consistently achieves the best results compared to the
other metaheuristics. CMA-ES obtains a performance comparable to the other methods only
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Fig. 5.23 Comparison of the performance in terms of ABF achieved by the metaheuristics on
the benchmark functions with D = 50.
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Fig. 5.24 Comparison of the performance in terms of ABF achieved by the metaheuristics for
the PE of synthetic models characterized by 50 reactions and 50 molecular species.

in the case of Model 2 (where DE has the worst performance), and a worse performance
(comparable to EDA) in all other cases. Interestingly, ABC tied FST-PSO performance in
the case of Models 2 and 6 and, differently from the case of benchmark functions, it was not
characterized by a high variance in the optimal solutions found (see Figures 5.22 and 5.28),
confirming that the algorithm has a different behavior in the case of PE.
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Fig. 5.25 Kiviat diagram showing the final ABF value obtained by the metaheuristics on the
benchmark functions with D = 50.
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Fig. 5.26 Kiviat diagram showing the final ABF value obtained by the metaheuristics in the
PE of synthetic models characterized by 50 reactions and 50 molecular species.

We executed further tests to analyze how the performance of the metaheuristics scale
with the number of dimensions of the benchmark functions and the number of parameters to
be estimated in the case of the PE problem. In Figures 5.23 and 5.24 we show the results
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Fig. 5.27 Boxplots showing the distribution of the final best fitness values obtained by the
metaheuristics on the benchmark functions with M = 50.
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Fig. 5.28 Boxplots showing the distribution of the final best fitness value obtained by the
metaheuristics in the PE of synthetic models characterized by 50 reactions and 50 molecular
species.

obtained on the benchmark functions with D = 50 dimensions and on the RBMs with D = 50
kinetic constants to be estimated. Differently from the case of D = 25 dimensions, we
observe that CMA-ES outperforms the other techniques only in the case of f4. In the case
of f19, the final ABF of CMA-ES after 500 iterations is tied with PSO and FST-PSO, even
though the convergence speed is far lower in the case of CMA-ES. Interestingly, the algorithm
characterized by the best performances is the classic PSO except in the case of function
f9, contradicting what was observed in the case of D = 25. Moreover, taking into account
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benchmark functions with D = 50, EDA is no longer able to identify optimal solutions and
seems to be extremely prone to premature convergence, while ABC has a considerably slower
convergence speed with respect to the other metaheuristics. Again, when considering the
PE problem, FST-PSO (no vmin) consistently achieves the best results, outperforming the
other methods and showing a higher convergence speed in the case of Model 7. CMA-ES
consistently holds the worst performances, besides Models 9 and 12. GA seems to scale
better, maintaining good or average performances over all 6 models.

An alternative representation of the results presented above is given in Figures 5.19, 5.20
and 5.25, 5.26 (for 25 and 50 dimensions of the benchmark functions and parameters to be
estimated in the RBMs, respectively), in which we show the Kiviat diagrams obtained by
plotting the ABF value achieved by the different metaheuristics during the last iteration of
the optimization processes. Note that the lower the area described by the plot, the better the
performance of the metaheuristic. Since the final fitness values are generally different among
the benchmark functions as well as among the PE of different RBMs, we normalized these
values in the range [0,1]. We observe how the performance of CMA-ES drastically decreases
when applied to the PE problem, compared with the performance on the benchmark functions.
The opposite holds for DE and GA, since these algorithms show better convergence properties
in the case of PE with respect to benchmark functions. The performance of FST-PSO is also
striking, especially when the fuzzy rules for minimum velocity are disabled. Note that this
strategy leads to slightly worse results with the benchmark functions, but extremely good
performances in the case of the PE, notably without the need for any functioning setting.

In order to investigate the existence of any statistical differences among the performances
of the tested algorithms, we executed the Friedman’s test [145] and the Bonferroni-Dunn’s
post hoc test [111]. Table 5.2 lists the ranks calculated using the ABF values achieved during
the last iteration of all tests executed on the benchmark functions and the RBMs considered
in this work. Since the p-values of the Friedman’s test (reported in the table) allowed
us to reject the null hypothesis (i.e., the difference in the performance of the algorithms
is not statistically significant), we proceeded with the Bonferroni-Dunn’s post hoc test to
determine which algorithms are significantly better than the others. We thus calculated
the critical differences (CDs) with 90% and 95% confidence levels, obtaining CDs equal
to 0.895 and 0.982, respectively. Taking into account 95% confidence level, we formed
groups of algorithms whose performances are not significantly different (denoted by Roman
numerals in Table 5.2). ABC ranks in the third and fourth groups of algorithms in solving
the benchmark functions with M = 25 and M = 50, respectively, while in the case of the
PE problems it is capable of catching up with the second group of algorithms. PSO is
characterized by an almost opposite trend; indeed, it ranks among the best algorithms (always
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Table 5.2 Statistical comparison of the tested algorithms in solving the benchmark functions
and the PE problem considering M = 25 and M = 50, calculated using the ABF values at the
last iteration. The second row shows the p-values of the Friedman’s test. Since the p-values
allow us to reject the null hypothesis, we performed the Bonferroni-Dunn’s post hoc test
obtaining critical differences equal to 0.895 and 0.982 considering 90% and 95% confidence
levels, respectively. For each column, the results are expressed as: ranking – group (obtained
with 95% confidence level and denoted with Roman numerals). Note that an algorithm can
belong to more than one group.

M = 25 M = 50
Benchmarks PE Benchmarks PE
p-value=0.0014 p-value=0.00025 p-value=0.00020 p-value=0.00014

ABC 6.000 – III 3.167 – II 5.833 – IV 3.500 – II
CMA-ES 3.000 – I, II 6.333 – IV 4.000 – III 6.500 – IV, V
DE 5.833 – III 5.333 – III 5.667 – IV 3.667 – II
EDA 7.833 – IV 7.500 – V 8.000 – V 7.167 – V
GA 3.833 – II 3.833 – II 4.500 – III 2.000 – I
PSO 2.833 – I 3.833 – II 1.667 – I 5.833 – III, IV
FST-PSO 3.667 – I, II 5.000 – III 3.667 – III 5.500 – III
FST-PSO (no vmin) 3.000 – I, II 1.000 – I 2.667 – II 1.833 – I

in the first group) when solving benchmark functions (resulting the best choice in the case of
M = 50), whereas it belongs to the second group regarding the PE problem when M = 25,
and in the third and fourth groups when M = 50, showing how its performance decreases
while the number of dimensions increases. The results obtained by FST-PSO are strictly
comparable with those achieved by PSO, even if it generally performs better (worse) in the
PE problem (benchmark functions). Moreover, FST-PSO generally outperforms DE in all
cases except for the PE with M = 50. Disabling the fuzzy rules for the minimum velocity
throttling, the results are quite different. As a matter of fact, FST-PSO (no vmin) ranks always
among the best algorithms, taking into account both benchmark functions and the PE problem.
GAs obtain the best results when the number of dimensions increases, becoming highly
competitive in solving the PE problem, ranking first together with FST-PSO (no vmin) when
M = 50. It is also competitive in solving benchmark functions, placing in the second and
third groups. In this case, the performance of GAs decreases as the number of dimensions
increases. CMA-ES shows quite good performance with benchmark functions, being always
in the first three groups of algorithms, while it is not competitive in the case of the PE
problem. Finally, the achieved results highlight that EDA obtains the worst performance
considering both the benchmark functions and the PE problem, attaining the last group in all
tests.

To summarize, the analysis conducted on the benchmark functions highlighted that the
best algorithms are PSO, FST-PSO, FST-PSO (no vmin) and CMA-ES. Among them, PSO
might be employed due to its simplicity; however, its performance are strongly related to
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the values of its settings. FST-PSO and its variant FST-PSO (no vmin) can overcome this
limitation, thus resulting the most suitable algorithms to deal with benchmark functions.
Regarding the PE problem, FST-PSO (no vmin) is generally capable of outperforming the
other tested algorithms, being the best metaheuristic when M = 25 and ranking first together
with GAs when M = 50.

Since both CMA-ES and EDA exploit normal distributions to generate new individuals,
their performances could be affected by the peculiar logarithmic distribution of kinetic
parameters. We point out that alternative semantics for the parameters can radically change
the performances of the metaheuristics. Specifically, we show that a simple logarithmic
transformation of the parameters can turn the previously outperformed algorithms into
competitive alternatives. In order to investigate this conjecture, we modified CMA-ES, EDA
and FST-PSO to change the semantics of the parameters to a logarithmic scale. To be more
precise, the putative parameters were bounded in the interval (0,1) and each value ki was
converted to the actual kinetic parameter k′i—used for the fitness evaluation—by means of
the following transformation:

φi = log10(β
max
i )+

(
log10(β

min
i )− log10(β

max
i )

)
ki,

k′i = 10φi. (5.3)

We denote by CMA-ES-log, EDA-log and FST-PSO-log the three modified algorithms.
We show in Figure 5.29 a comparison of the performances of the three modified algorithms
(solid lines) with respect to the original methods (dashed lines). The test was carried out on
Model 10, in which both CMA-ES and EDA showed, by far, the worst performances.

According to our results, thanks to the transformation in Equation 5.3, the performance
of CMA-ES-log is radically different from classic CMA-ES, with a final ABF very close to
zero and an extremely quick convergence. The performance of EDA-log (whose σEDA

0 was
set to 0.1 because of the modified search space) strongly improved with respect to classic
EDA; however, it was repeatedly unable to converge to an optimal solution, keeping the final
ABF above 50. Even though CMA-ES-log was able to rapidly converge, the result achieved
by FST-PSO-log is even better and highlights how the logarithmic semantics can help all
algorithms for the PE problem. This circumstance further reveals that benchmark functions
cannot capture the intrinsic complexity of biochemical PE.

Overall, the results achieved in this work point out that the performance of the meta-
heuristics can drastically change according to the context of application, showing that the
fitness landscapes identified by classic benchmark functions are completely different from
those characterizing the PE problem. We argue that a novel set of benchmark functions,
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Fig. 5.29 Comparison of the performances of CMA-ES, EDA and FST-PSO with normal and
logarithmic semantics of parameters.

designed to mimic the characteristics of real-world problems, is necessary to achieve a better
understanding and a thorough evaluation of the performance of the metaheuristics. These
benchmark functions should be defined attempting to resemble the fitness landscapes of a
variety of real-world problems. Although some preliminary efforts were devoted to create
functions similar to the PE problem [73], we are still far from a complete and reliable repro-
duction of its intrinsic characteristics. In principle, real-world problems should be applied for
benchmarking, since they provide a valuable contribution to experimental research practice
[141]. Differently from benchmark functions, the structural features underlying real-world
optimization problems are often not well characterized [261]; thus, additional research must
be performed to understand how novel benchmark functions could be designed to replicate
their peculiarities. As a matter of fact, defining benchmark functions inspiblue by real-world
problems is not trivial, since it requires the preliminary design and development of novel ad
hoc methods to analyze and classify optimization problems, as well as automatic methods
(by using, e.g., Genetic Programming [246] or hierarchical fitness assignment methods
based on statistical tests [267, 268]) to devise arbitrary functions characterized by analogous
fitness-space features.
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The results of our tests highlighted that CMA-ES is one of the best choices for the
optimization of benchmark functions, but its performance turned out to be worse than most
of the other metaheuristics when applied to the PE of biochemical systems in 10 out of
12 RBMs. Since both CMA-ES and EDA exploit normal distributions to generate new
individuals, their performances are probably affected by the peculiar log-uniform distribution
of kinetic parameters [409]. We empirically proved this conjecture by repeating the PE tasks
using a logarithmic semantics for the putative parameters, showing that all algorithms benefit
from this solution and, in particular, CMA-ES was now able to efficiently converge to high
quality solutions. We will further investigate the logarithmic exploration of the parameter
space, a topic that we previously tackled by considering also the population initialization
[73] and particle reboot [409] in PSO. We argue that the performance of some algorithms
in specific real-world problems can be strongly improved by transforming, or adapting,
the representation of the solutions. Although it was possible for us to define an effective
transformation in the case of PE, this task is generally not straightforward to perform. In
particular, we speculate that the automatic design of the optimal transformation for any
problem might be as difficult as solving the optimization problem itself. Due to its relevance
in the context of optimization problems, we plan to investigate this topic in the near future.

Finally, we observed that the version of FST-PSO where fuzzy rules for the minimum
velocity throttling are disabled (i.e., not leveraging turbulence [2]) appears to be the best
choice for PE, although its convergence speed in the case of the benchmark functions is
worse than classic PSO. Anyway, PSO requires the selection of multiple functioning settings,
which is not necessary in the case of FST-PSO. As a further extension of this work, we will
define improved alternative fuzzy rules (or approaches) to automatically set the minimum
velocity, in order to define a completely multi-purpose methodology effective both in the
case of benchmark functions and real-world problems.

5.3 Multi-swarm PE of small-scale models

The starting point of the work presented in this section is the multi-swarm version of PSO
proposed in [304, 303], an efficient optimization method that takes into account as target of
the PE a set of DTTS, obtained under different experimental conditions, the typical scenario of
biological laboratory research. Multi-swarm approaches, which belong to distributed island-
based algorithms [8], partition the population into a set of sub-populations, called islands,
executing independent parts of the whole optimization process. Occasionally, information is
transferred among the islands, aiming at introducing more diversity into the sub-populations,
thus preventing early convergence to local optima. In the multi-swarm PSO, a single series of
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target data is assigned to each swarm and, during the optimization, the best particle of each
swarm can migrate to the aim of obtaining a set of reaction constants that simultaneously
allow for fitting all the experimental data.

Here we present an efficient implementation of such optimization methodology, called
MS2PSO, which allows for drastically accelerating the computation by exploiting a numerical
integrator of ODEs accelerated on GPUs and the Message Passing Interface (MPI) to leverage
multi-core CPUs. This work is motivated by the fact that the computation time required to
run a PE increases both with the number of swarms (and particles), and with the complexity
of the mathematical model under investigation.

In particular, since the optimization process requires the calculation of a massive number
of fitness values, MS2PSO relies on cupSODA. In addition, to leverage the power of the
modern computer clusters, we introduce a further level of parallelism by exploiting the
Master-Slave distributed programming paradigm that allows for offloading all the calculations
required by MS2PSO[119] onto multiple GPUs (when available) and multi-core CPUs. In
MS2PSO, the Master orchestrates the communication among the Slave processes, which in
turn execute the PE of each PSO swarm involved in the optimization process.

Parallel and distributed computing applications have been widely adopted in Compu-
tational Intelligence [9, 164]. Traditional Master-Slave architectures represent a valuable
solution in both Evolutionary Computation [119, 209] and Swarm Intelligence [206]. Yang
et al. proposed a Master-Slave PSO algorithm, employing a Master swarm for exploitation
and a Slave swarm for exploration [479]. In the field of Systems Biology, such a kind of
HPC paradigm has been recently used to accelerate the PE of large-scale models [336].

5.3.1 Master-Slave approach

The multi-swarm version of PSO employed in MS2PSO is structured as follows. For each
e-th initial condition, with e = 1, . . . ,E, we consider a swarm σe, consisting of P particles,
in which the i-th particle can be identified by the position vector xe

i that codifies a model
parameterization ke = (ke,1, . . . ,ke,D), whose components correspond to the values of the
kinetic constants of the reactions in R′.

Each vector ke associated with a particle is used to execute a simulation with cupSODA
in order to generate, for each target species Sq, the sets of concentrations Xke

q (τ f ). The fitness
of the particle is then evaluated according to Equation 5.2, using the experimental data Y e

q (t f )

corresponding to the e-th experimental condition. By so doing, each swarm performs the
estimation of kinetic constants independently from the other swarms and determines, for each
iteration, its global best particle whose position vector represents the best parameterization
kbest

e that overlaps the DTTS under the e-th condition in the best possible way. On the contrary,
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Fig. 5.30 Scheme of MS2PSO: the Master process orchestrates all the Slaves assigning one
or more PSO swarms to each Slave, which then run the PE task exploiting cupSODA to solve
in parallel all the required deterministic simulations.

during each generation, the swarm also identifies the worst particle kworst
e , corresponding to

the parameterization that leads to the worst overlap under the e-th condition.
Afterwards, in order to estimate a set of kinetic constants that is common to all swarms,

and that is able to reproduce the expected system dynamics under all experimental conditions,
we let particles migrate among swarms. The migration takes place at regular intervals, every
κITmig iterations, with 1 ≤ κ ≤ ⌊ITMAX/ITmig⌋ and 1 ≤ ITmig ≤ ITMAX, where ITMAX is the
maximum number of iterations of the PSO. To better explain migration, we formalize the
topology of MS2PSO as a directed graph G = ⟨V,A⟩, where V = {σ1, . . . ,σE} is the set of E
vertices (the swarms) and A= {(σe′,σe′′) | particles can migrate from swarm σe′ to swarm
σe′′} is the set of edges. We also assume that, considering any edge in A, exactly one particle
migrates from σe′ to σe′′ , to assure that the size P of each swarm is not altered by migration.

Different interconnection topologies among the swarms can be defined, for instance the
one proposed in [304] or [366]. Here we consider a ring interconnection topology among
swarms; then, the migration acts as follows: for each edge (σe′,σe′′) in A, at the ITmig-th
iteration the worst particle kworst

e′′ of swarm σe′′ is removed and replaced by the global best
particle kbest

e′ of swarm σe′ .
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Fig. 5.31 Workflow of a single PSO swarm execution. The Master assigns to the Slaves a
different PE task. Each Slave σe performs ITmig iterations and communicates both kbest

e and
kworst

e to the Master. This process is repeated until the maximum number of iterations ITMAX
is reached by all swarms.

Master-Slave approaches in Computational Intelligence generally rely on parallel fitness
evaluations, since each individual can be evaluated independently. More specifically, there is
a process, called Master, which orchestrates the communication among the other processes
called Slaves. In the case of MS2PSO, the Master efficiently manages the Slaves and the
communication among them to solve the PE tasks, as schematized in Figure 5.30. Please
notice that in our implementation, both the Master and the Slave processes can run on
different cores of the same CPU. Figure 5.31 shows the workflow of a single PSO swarm
execution.

We can summarize the functioning of MS2PSO as follows:

1. the Master allocates the resources and offloads the experimental data, corresponding to
the E swarms, onto the available Σ Slaves (in general, Σ ≤ E). During this phase, each
Slave generates the initial population of swarm σe;

2. each Slave σe (with e= 1, . . . ,E) executes the assigned PE task, running ITmig iterations
of PSO, independently of the other Slaves. In particular, at each iteration the Slaves
execute in a parallel fashion on the GPU the deterministic simulations required to
calculate the fitness values of all particles in the swarm, by exploiting cupSODA;

3. after ITmig iterations, each Slave σe communicates both kbest
e and kworst

e to the Master;
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4. as soon as all Slaves have communicated the best and worst particles found, the
Master executes the migration, by using a ring topology among swarms, following the
procedure described above;

5. the process is iterated from Step 2 until the maximum number of iterations ITMAX is
reached by all swarms;

6. the Master performs a sorting of the kbest
e particles, and returns the particle with the

lowest fitness as final result.

Note that when Σ < E GPUs are available, the Master process must assign more than one
swarm to the Slaves, whose execution is then scheduled sequentially. Moreover, if required,
alternative fitness functions might be implemented on Slave nodes by fetching and processing
on the CPUs the raw dynamics received from cupSODA. This scenario is technically feasible,
even though more computationally demanding.

The proposed Master-Slave approach was entirely developed with the Python program-
ming language (version 2.7.12) exploiting mpi4py, which provides bindings of the MPI
specifications for Python to leverage multi-core architectures [98].

5.3.2 Results

The performance obtained by MS2PSO, in terms of running time required to execute the PE,
is evaluated under different configurations in which different numbers of GPUs as well as
different numbers of cores of the CPU are exploited.

For what concerns the settings used in the multi-swarm PSO, in all tests, we have: (i)
damping boundary conditions; (ii) maximum velocity vmax

d = 0.2 · |β max
d − β min

d |, for all
d = 1, . . . ,D; (iii) number of iterations ITMAX = 400. (iv) migration interval ITmig = 40
iterations; (v) ring topology for migration. We also set ccog = csoc = 1.494 and we kept
the inertia factor constant during the optimization (i.e., w = 0.729), according to the results
presented in the previous sections. Finally, each swarm has the same size P, determined by
the following heuristic that considers successive multiples of 32, increasing with the search
space dimensions D:

P = 32×
(

1+
⌊

D
10

⌋)
. (5.4)

The principle underlying Equation 5.4 is to create a population proportional to both the
complexity of the problem and the size of a CUDA warp, in order to fully exploit the
acceleration given by cupSODA.
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The performance of MS2PSO, in terms of computation time required to solve the PE
problem, are evaluated by performing 15 independent repetitions of the PE of three realistic
in silico generated biochemical models with 10, 20 and 30 chemical reactions and molecular
species. These models are obtained by relying on the tool described in Section 4.1, which
is capable of automatically yielding realistic networks of reactions with different size and
features.

In particular, each model is generated considering the following features:

• the initial concentrations x at time t = 0 are sampled from the uniform distribution
[10−6,1);

• the kinetic constants ke, concerning the e-th experimental condition, with e = 1, . . . ,E,
associated with the reactions are sampled from the logarithmic distribution in [10−8,10];

• the final network of reactions must consist in a single connected component;

• only zero, first, or second order reactions are allowed;

• reactions can have zero, one or two products;

• we assume E = 4 distinct experimental conditions for each model, by perturbing the
initial concentration of some chemical species.

The fitness value of the individuals is calculated by considering a DTTS having a number
of species H = ⌈0.15 ·N⌉. Therefore, in the following tests we considered H = 2, H = 3
and H = 5 for the models with 10, 20 and 30 reactions and species, respectively. Finally,
according to Equation 5.4, we used a swarm size of P = 64, P = 96 and P = 128 for D = 10,
D = 20 and D = 30, respectively.

We first assess the accuracy of the multi-swarm PSO, which is at the basis of MS2PSO.
For each model, we verified if the best set of kinetic parameters, found at the end of the
PE, allows for obtaining simulated dynamics that overlap the DTTS in each of the E = 4
initial conditions. As an example, we show in Figure 5.32 the results obtained in the case of
the model consisting in 20 chemical reactions and molecular species, where the simulated
dynamics (solid lines) perfectly overlap the DTTS (red dots) in all of the considered initial
conditions and for each species.

The performance of MS2PSO are then evaluated by executing 15 repetitions of the PE
of the three analyzed synthetic models using four computational platforms equipped with
different CPUs and Nvidia GeForce GPUs: GTX Titan Z, GTX Titan X, GTX 960M, and
GTX 1050. The technical specifications of these platforms are summarized in Table 5.3. We
defined specific tests to investigate the capability of MS2PSO of leveraging both single- and



194 Parameter Estimation of biological systems

0.00

0.01

0.02

0.03

0.04

0.05

0.06

M
ol

ec
ul

ar
co

nc
en

tr
at

io
n

Condition 1

DTTS
Simulation

0.00

0.01

0.02

0.03

0.04

0.05

0.06
Condition 2

0.00

0.01

0.02

0.03

0.04

0.05

0.06
Condition 3

0.0

0.1

0.2

0.3

0.4

0.5

0.6
Condition 4

0.05

0.06

0.07

0.08

0.09

0.10

M
ol

ec
ul

ar
co

nc
en

tr
at

io
n

0.05

0.06

0.07

0.08

0.09

0.10

0.44

0.45

0.46

0.47

0.48

0.49

0.50

0.5

0.6

0.7

0.8

0.9

1.0

0.0 0.5 1.0 1.5
Time [a.u]

0.00050

0.00075

0.00100

0.00125

0.00150

0.00175

0.00200

0.00225

M
ol

ec
ul

ar
co

nc
en

tr
at

io
n

0.0 0.5 1.0 1.5
Time [a.u]

0.000

0.002

0.004

0.006

0.008

0.0 0.5 1.0 1.5
Time [a.u]

0.00050

0.00075

0.00100

0.00125

0.00150

0.00175

0.00200

0.00225

0.0 0.5 1.0 1.5
Time [a.u]

0.000

0.002

0.004

0.006

0.008

Fig. 5.32 Dynamics of the synthetic model characterized by 20 chemical reactions and 20
molecular species, obtained using the kinetic constants of the best solution generated by the
four swarms of PSO (solid lines) compared to the DTTS (red dots), under different initial
conditions.

multi-GPU architectures (when available) together with multi-core CPUs. Indeed, among
the considered computing platforms, #3 and #4 are multi-GPU systems: the first is equipped
with a dual-GPU GTX Titan Z, while the second is a cluster node equipped with 4 GTX
Titan X.

Figure 5.33 shows the average running times (top) and the boxplots (bottom) achieved
by exploiting the 4 computational platforms. If we compare the results obtained when
considering the single-GPU configurations, in which the execution of the PE of the 4 swarms
is scheduled sequentially by the Master process on the GPU, we can observe that for both
models with 10 and 20 parameters to be estimated, the performances are comparable in the
case of platforms #1, #2 and #3, while platform #4 has, in general, higher running times (see
Figure 5.33, top). We believe that, despite the clock frequency of the GTX Titan X (platform
#4) is higher than that of the GTX Titan Z (platform #3), the performance of the former
platform are impaired by the CPU (whose clock frequency is lower than the others). In the
case of the model with 30 parameters to be estimated, the efficiency of the GPU is the key
factor influencing the overall performance of MS2PSO; as a matter of fact, the GTX 1050,
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Table 5.3 Hardware and software characteristics of the computing platforms used to evaluate
the performance of MS2PSO.

Platform GPU Cores Clock [MHz] Mem. BW [GB/s] CPU Cores Clock [GHz] Operating System
#1 GTX 960M 640 1176 80 Intel Core 6700HQ 4 3.50 Ubuntu 14.04
#2 GTX 1050 640 1455 112 Intel Core 7700HQ 4 3.80 MS Windows 10
#3 GTX Titan Z 2×2880 876 672 Intel Core i7-4790K 4 4.40 Ubuntu 16.04
#4 GTX Titan X 3072 1075 336.5 Intel Xeon E5-2620 v3 6 3.20 CentOS 6.9

characterized by the highest clock frequency, allows for obtaining the lowest average running
times.
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Fig. 5.33 Running time for 15 independent repetitions of MS2PSO for the PE of the analyzed
synthetic biochemical models with 10 (left), 20 (center), and 30 (right) parameters to be
estimated. Top panel: bar diagram depicting the average running time obtained by each
platform. Bottom panel: boxplots showing the distribution of the running times of each
platform (the median is denoted by a horizontal white line, whisker value is 1.5 and outliers
are displayed as black diamonds).

Considering the boxplots reported in Figure 5.33 (bottom), we can observe that in the case
of the models with 10 and 20 reactions and species, the capabilities of the different GPUs do
not strongly emerge, since the simulation of these relatively small models do not represent
the most computational intensive task of the PE, thus the overall process is CPU-bound. This
is confirmed by the fact that platform #3, which is equipped with the CPU characterized by
the highest clock frequency, obtained the lowest running time. Moreover, the boxplots show,
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Table 5.4 Average speed-up achieved by platforms #3 and #4 with multi-GPU configurations
with respect to the corresponding single-GPU configurations.

Platform Model size Average speed-up
2 GPUs 4 GPUs

#3
10×10 1.6× N/A
20×20 1.8× N/A
30×30 1.9× N/A

#4
10×10 1.6× 2.2×
20×20 1.9× 2.7×
30×30 1.9× 3.3×

Table 5.5 Average speed-up achieved by the best configuration (i.e., platform #4 exploiting 4
GPUs) against the other configurations.

Platform Model size Average speed-up
1 GPU 2 GPUs

#1
10×10 1.9× N/A
20×20 2.1× N/A
30×30 2.6× N/A

#2
10×10 1.8× N/A
20×20 1.9× N/A
30×30 2.4× N/A

#3
10×10 1.6× 1.0×
20×20 2.0× 1.1×
30×30 3.2× 1.7×

#4
10×10 2.2× 1.3×
20×20 2.7× 1.4×
30×30 3.3× 1.8×

both in the case of single- and multi-GPU configurations, a very low statistical dispersion
especially in the 10×10 and 20×20 models, with values considerably concentrated around
the median. On the other hand, in the case of the model with 30 chemical reactions and
molecular species, the performance of MS2PSO executed on platform #2 are in general better
than the other single-GPU configurations.

When considering configurations in which 2 or 4 GPUs are exploited in parallel, we
observe that the average running times are strongly reduced, confirming the efficiency of
the Master-Slave implementation of MS2PSO. These results are also confirmed by the
values reported in Table 5.4, where we calculated the speed-up achieved by multi-GPU
configurations of platforms #3 and #4 with respect to the single-GPU configurations of the
same platforms. For instance, by exploiting 4 GTX Titan X GPUs, the running time of
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the PE can be reduced more than three times, with respect to the same platform exploiting
a single GPU. Finally, in Table 5.5 we calculated the speed-up achieved by the 4-GPUs
configuration of platform #4—which obtained the lowest average running times for the PE of
all models—with respect to all other possible configurations. In this case, MS2PSO allows
for achieving more than 3× speed-up with respect to the other platforms. We can then argue
that MS2PSO scales well with the size of the model, especially when 4 GPUs are exploited
for the PE; indeed, the running times obtained with this configurations with different models
are comparable, as shown by the boxplots of Figure 5.33.

5.3.3 Conclusions

We presented MS2PSO, a parallel and distributed implementation of a multi-swarm version of
PSO to efficiently tackle the PE of biochemical systems. Considering the typical scenario of
biological laboratory research, in which multiple target data related to different experimental
conditions are available, MS2PSO is capable of estimating a set of kinetic parameters that
correctly reproduces the dynamics of the systems in all conditions. MS2PSO is based on
the Master-Slave distributed computing paradigm, in which the Master process offloads the
time-consuming calculations needed to carry out the PE tasks onto different Slaves processes;
in addition, each Slave exploits cupSODA [306], which allows for running in a parallel
fashion on the cores of the GPU the simulations necessary to calculate the fitness values
required for the optimization.

We evaluated the performance of MS2PSO by executing the PE of three synthetic models
characterized by 10, 20, 30 parameters to be estimated, using four computational platforms
equipped with different Nvidia GeForce GPUs. The results highlighted that platforms in
which 2 or 4 GPUs are exploited in parallel, the average running times for the PE are strongly
reduced, revealing the effectiveness of the Master-Slave implementation. In particular,
MS2PSO achieved more than 3× speed-up with respect to the single-GPU configurations.
MS2PSO will be integrated in the forthcoming web-based computational platform for Sys-
tems Biology COSYS [95], in order to provide an efficient means for the estimation of the
kinetic constants in models of biological systems.

5.4 PE of a human intracellular metabolic pathway

Considering the results discussed in Section 5.2.4, where we showed that FST-PSO is capable
of outperforming other metaheuristics in solving the PE problem of small and medium
scale models, we applied it here to perform the PE of the model of the human intracellular
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metabolic pathway in a red blood cell described in Appendix A.3, in which 78 parameters
need to be estimated.

Metabolic networks are inherently complex systems, characterized by thousands of
reactions and metabolites, and regulated by a number of other intra- and extra-cellular
processes [37, 287]. Kinetic models of metabolism exploit mechanistic biological information
to provide a detailed description of the reaction network, as well as to simulate or predict its
dynamic behavior in different conditions. To this aim, both the structure of the network—that
is, how metabolites interact with enzymes, operating either as reactants, products, inhibitors,
or activators in each reaction—and the kinetic parameters need to be properly defined.
Unfortunately, due to the high costs and complexity of experimental procedures, these data
are scarce or incomplete, and the resulting model is usually undetermined [71]. In addition,
the modeling task is further complicated by the fact that the flux of metabolites through
the network strongly depends on many interrelated processes, like transcription, translation,
post-translational modifications, and allosteric control [287]. As a matter of fact, many
sources of indetermination can affect models of uncharacterized enzyme isoform mixtures
[401]. Enzyme isoforms, also called isozymes, are structurally similar but non-identical
protein complexes that are able to catalyze the same biochemical reaction. Every cell type
presents specific mixtures of isoforms of its metabolic enzymes and, in order to quantify
their abundance, experimental techniques, like proteomics analyses, are used [446]. The
structural differences of these proteins result in different kinetic behaviors of the catalytic
process [328, 472]. However, the main databases that collect information about enzyme
kinetics and the associated parameters, such as SABIO-RK [469] and BRENDA [387],
generally lack details when it comes to differences among isozymes. The knowledge so far
available in the literature thus prevents modelers from formulating a precise mathematical
representation of the kinetic differences of isozymes. As a result, the vast majority of
published metabolic models do not explicitly take these kinetic differences into account
[401]. Instead, the averaged behavior of the whole isoform mixture is reproduced using a
single set of kinetic parameters, either taken from the literature or inferred through global
optimization methods. The main drawback of this assumption emerges, in particular, when
the two following conditions superimpose: (i) the isozymes of the modeled metabolic
system display significant kinetic variations; (ii) in the modeled experimental condition
the abundance of isozymes differs from the condition in which the kinetic parameters of
the whole mixtures were originally estimated. These issues should be carefully taken into
consideration since the expression levels of metabolic enzymes change due to genetic knock-
downs, therapeutic interventions, as well as various environmental stimuli [287]; therefore,
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Fig. 5.34 Dynamics of the GLC (top) and LAC (bottom) species of the human intracellular
metabolic network, obtained with the best parameterization found by CMA-ES, DE, GAs
and FST-PSO, compared with the experimental DTTS.

the modeling and understanding of metabolic systems in perturbed conditions can highly
benefit from the explicit representation of enzyme isoforms.

Here, we apply FST-PSO to calibrate the model of the red blood cell metabolism presented
in [216] (see Appendix A.3), considering the different isoforms of the enzyme hexokinase
(HK), the first enzyme of the glycolythic pathway that converts glucose (GLC) into glucose-
6-phosphate (G6P). We decided to explicitly represent the three isoforms of HK that are the
most abundant across different cell types and are known to have different kinetic properties
[467]. The resulting RBM is composed of 114 species and 226 reactions; therefore, to
drastically reduce the running time required to execute the simulations of this large-scale
model, we exploit FiCoS (see Section 4.3).

5.4.1 Results and discussion

In this section we present the results of the PE of the model of the red blood cell metabolism;
to show the effectiveness of FST-PSO we compared its performance against CMA-ES, DE
and GAs. In all tests, the initial population of each metaheuristic was randomly generated
by sampling the parameters of each individual by using a logarithmic distribution [73],
restricting the values in the boundaries of the search space. The simulations required for
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the fitness calculation were performed using absolute error tolerance 10−8 and relative error
tolerance 10−4. All tests that follow were repeated 20 times, to collect statistical information
and assess the ABF value, in order to discuss the average behavior of each algorithm.

The model considered here is an extension of the model proposed by Jamshidi and Palsson
[216], in which we increased the level of detail by specifying the three main isoforms of HK
enzyme (i.e., HK I, II and III). For our experiments we assumed the relative abundances of
HK I, II and III equal to 0.6, 0.3 and 0.1, respectively We point out that these values were
not fixed according to some experimental measurements, and thus are meant to represent a
possible condition for the metabolic network. By so doing, we included 78 new reactions,
whose kinetic constants are unknown.

To perform the PE we relied on synthetic experimental measurements of GLC and lactate
(LAC) concentrations in a 50 hours time window. The ranges of feasible parameter values
were defined by considering the 26 original parameter values used to generate the synthetic
data, and allowing for a variation of at most 3 orders of magnitude above and below these
values. The complete RBM—including the known and estimated parameters, and the initial
conditions—is shown in Appendix A.3.

Figure 5.34 shows the comparison between the DTTS (red dots) and the simulation of
GLC and LAC obtained with the best parameterizations found by CMA-ES (blue line), DE
(green line), GAs (orange line), and FST-PSO (pink line). We observe that all metaheuristics,
except for CMA-ES, achieved a perfect fitting at the end of the optimization process. Figure
5.35 reports the ABF calculated according to the results of 20 independent PE repetitions,
showing that FST-PSO is capable of outperforming the other metaheuristics for this specific
task, confirming the results presented in Section 5.2.4. In order to validate the findings shown
in Section 5.2.4, we executed the PE of this model by applying the logarithmic transformation
to CMA-ES and FST-PSO (no vmin). The results shown in Figure 5.36 confirm that the
standard CMA-ES version (blue solid line) is not capable of achieving good optimization
results in terms of ABF. On the contrary, thanks to the transformation in Equation 5.3,
CMA-ES (blue dashed line) is capable of achieving results similar to FST-PSO (no vmin)
(magenta lines), in accordance with the general patterns observed with the tested synthetic
models (see Section 5.2.4). In addition, it is worth noting that CMA-ES-log, on average,
begins the optimization with a better initial distribution with respect to FST-PSO (no vmin):
indeed, the ABF in the case of CMA-ES-log at iteration 0 is approximately 25, while in the
case of FST-PSO (no vmin) is approximately 32. This result highlights a further advantage of
our alternative representation of parameters.

From the computational perspective, FiCoS strongly reduced the running time required
by the PE task, achieving a 30× speed-up running on a Nvidia GeForce Titan X (3072 cores,
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rithmic semantics of parameters for 20 independent repetitions.

clock 1.075 GHz and RAM 12 GB) with respect to the same analysis carried out with the
ODE solver LSODA (see Section 1.2.1), running on a CPU Intel Core i7-2600 (3.4 GHz,
RAM 8 GB).
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Fig. 5.37 Dynamic profiles of metabolite concentration simulated with the baseline model,
and with increasing (50,75,100%) knock-down interventions on the HK I isoform, in
a 10 hours time window. GLC and G6P are upstream metabolites with respect to HK.
Fructose-diphosphate (FDP), glyceraldehyde-3-phosphate (GAP), pyruvate (PYR) and LAC
are downstream metabolites with respect to HK. 6-Phosphogluconolactone (GL6P) and
ribose 5-phosphate (R5P) are involved in the pentose phosphate pathway.

We then explored how the model could be used to reproduce the effect of an isoform-
specific modification of the system. This scenario can represent a gene knock-down experi-
ment, the effect of a drug with an isoform-specific target, or a change in isozyme expression
after the cell is exposed to an environmental stimulus [287]. In Figure 5.37 we show that 50%,
75% and 100% reductions of the concentration of the HK isoform (see Table A.6) with the
highest abundance (0.6) affect the dynamics of key metabolites in the network in a 10 hours
time window. Noteworthy, from these results we can see that a complete knock-out of one
isoform is not necessarily detrimental for intracellular energy-producing pathways, as other
isoforms with efficient kinetics can provide alternative catalytic routes. The simulations of
the model in a 50 hours time window indeed show that the 50%, 75% and 100% knock-down
interventions only result in negligible effects on steady state metabolite concentrations (see
Figure 5.38).

The dynamics of GLC and LAC apparently display the most evident differences in a
50 hours window; however, it should be considered that this result was indeed expected
as these two metabolites represent, respectively, the “source” and the “sink” entities in the
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Fig. 5.38 Dynamic profiles of metabolite concentration simulated with the baseline model,
and with increasing (50,75,100%) knock-down interventions on the HK I isoform, in
a 50 hours time window. GLC and G6P are upstream metabolites with respect to HK.
Fructose-diphosphate (FDP), glyceraldehyde-3-phosphate (GAP), pyruvate (PYR) and LAC
are downstream metabolites with respect to HK. 6-Phosphogluconolactone (GL6P) and
ribose 5-phosphate (R5P) are involved in the Pentose Phosphate Pathway.

biochemical network and no influx/efflux reactions were modeled. If we compare the GLC
and LAC dynamics, it is anyway interesting to observe that altering the activity of enzymes
like HK, which is known to exert high control over the whole pathway [401], produces
proximal effects (upstream metabolite GLC is directly degraded by HK) and distal effects (9
metabolic reactions separate HK from the downstream metabolite LAC) on a comparable
scale.

5.4.2 Conclusions

When mathematical models are used to investigate the effects produced by the different kinetic
properties of metabolic isozymes, issues of lack of parameters and efficient simulation of the
dynamics often arise. Here, we showed that FST-PSO coupled with FiCoS can effectively
and efficiently solve the PE problem of large-scale models, thanks to the parallelization of
the computations on the GPU. This is particularly well suited to deal with complex metabolic
models that, for instance, include many reactions alternatively catalyzed by various isozymes
with unknown kinetic parameters. As a matter of fact, we successfully estimated the 78
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missing parameters related to HK isozymes. These allowed us to correctly reproduce the
network behavior and to perform new in silico experiments. Thanks to FiCoS, we achieved
a 30× speed-up with respect to the same methodology exploiting LSODA as ODE solver
running on CPU.



Chapter 6

Computational method based on Genetic
Algorithms for Haplotype Assembly

In order to deal with the computational hardness required by the Haplotype Assembly
problem, we designed GenHap [433, 431], a computational method based on GAs that
can efficiently solve large instances of the weighted Minimum Error Correction (wMEC)
problem, yielding optimal solutions by means of a global search process, without any a priori
hypothesis about the sequencing error distribution in the reads. The computational complexity
of the problem is overcome by relying on a divide-et-impera approach, which provides faster
and often more accurate solutions compared with the state-of-the-art haplotyping tools.

6.1 Problem formulation

Given n positions on two homologous sequences belonging to a diploid organism and m
reads obtained after a sequencing experiment, we can reduce each read to a fragment vector
f ∈ {0,1,−}n, where 0 denotes a position that is equal to the reference sequence, 1 denotes
a Single Nucleotide Polymorphism (SNP) with respect to the reference sequence and −
indicates a position that is not covered by the read. We define a haplotype as a vector
h ∈ {0,1}n, that is, the combination of SNPs and wild-type positions belonging to one of
the two chromosomes. Given the two haplotypes h1 and h2—which refer to the first and
second copy of the chromosome, respectively—a position j (with j ∈ {1, . . . ,n}) is said to
be heterozygous if and only if h1 j ̸= h2 j , otherwise j is homozygous.

Let M be the “fragment matrix”, that is, the m×n matrix containing all fragments. Two
distinct fragments f and g are said to be in conflict if there is a position j (with j ∈ {1, . . . ,n})
such that f j ̸= g j and f j,g j ̸=−, otherwise they are in agreement. M is conflict-free if there



206 Computational method based on Genetic Algorithms for Haplotype Assembly

Reference chromosomeA

C

T

G

G

T T

G A A

C G

Chromosome copy 1

Chromosome copy 2

Fragment matrix

Reconstructed 
haplotypes

h1= (1 0 1 1 0 0)
h2= (0 1 0 0 1 1)

wMEC 
solving

M =

m
 re

ad
s

2n candidate 
haplotypes n heterozygous SNP positions

1
1
1
0
0
0
-
-
-
-
-
-

0
0
0
1
1
1
-
-
-
-
-
-

-
-
-
-
-
-
0
0
0
1
1
1

1
1
1
0
0
0
1
1
1
0
0
0

1
1
1
0
0
0
1
1
1
0
0
0

-
-
-
-
-
-
0
0
0
1
1
1

1
1
1
-
-
-
0
0
0
-
-
-

0
0
0
-
-
-
1
1
1
-
-
-

-
-
-
0
0
0
-
-
-
1
1
1

1
1
1
1
1
1
0
0
0
0
0
0

1
1
1
1
1
1
0
0
0
0
0
0

-
-
-
0
0
0
-
-
-
1
1
1

M1 =

M2 =

Fragment matrix partitions

wMEC

Fig. 6.1 Simplified workflow of the Haplotype Assembly process. Raw sequencing data are
initially aligned, defining m reads. Every position of the two chromosome copies is compared
against a reference chromosome. The black solid points denote n heterozygous positions,
along with the corresponding nucleobases. The fragment matrix M is defined assigning 1
to SNP positions and 0 to wild-type positions. To reconstruct the two haplotypes h1 and h2
characterized by the least number of corrections to the SNP values among the 2n candidate
haplotypes, the wMEC problem is solved by partitioning the matrix M into two disjoint
matrices M1 and M2.

are two different haplotypes h1 and h2 such that each row Mi (with i ∈ {1, . . . ,m}) is in
agreement with h1 or h2. The overall Haplotype Assembly process is outlined in Figure 6.1.
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We can extend the heterozygous and homozygous definitions at the column level as
follows: a column c of M is homozygous if all its values are either in {0,−} or in {1,−},
on the contrary c is heterozygous because its values are in {0,1,−}, meaning that both
a SNP and a wild-type exist in that position. Finally, we can detect the case where two
distinct fragments are in conflict and measure their diversity by defining a distance D(·, ·)
that calculates the number of different values between two fragments. Namely, given two
fragment f = (Mi1, . . . ,Min) and g = (Ml1, . . . ,Mln) of M (with i, l ∈ {1, . . . ,m}), we consider:

D(f,g) =
n

∑
j=1

d( f j,g j), (6.1)

where d( f j,g j) is defined as:

d(x,y) =

1, if x ̸= y, x ̸=−, and y ̸=−
0, otherwise

. (6.2)

Equation 6.1 defines the extended Hamming distance between two ternary strings f and g
[81], denoting the total number of positions wherein both characters of f and g belong to
{0,1}, but they are different according to Equation 6.2.

If M is conflict-free, then it can be partitioned into two disjoint matrices M1 and M2,
each one containing a set of conflict-free fragments. We can infer the two haplotypes h1 and
h2 from M1 and M2, respectively, as follows:

hk j =

1, if N1 j(Mk)≥ N0 j(Mk)

0, otherwise
, (6.3)

where j ∈ {1, . . . ,n}, k ∈ {1,2}, and N0 j(Mk), N1 j(Mk) denote the number of 0s and 1s in
the j-th column, respectively. In such a way, N0(Mk) is the vector consisting of the number
of 0s of each column j using the reads of the partition Mk, while N1(Mk) is the vector
consisting of the number of 1s of each column j represented by the partition Mk.

In order to solve the wMEC problem, N0 and N1 are calculated by using the m×n weight
matrix W representing the weight associated with each position in each fragment. As a
matter of fact, W can be divided into the two disjoint partitions W1 and W2, whose row
indices correspond to those in M1 and M2, respectively. We can extend Equation 6.3 taking
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into account the weights as follows:

hk j =

1, if N1 j(Wk)≥ N0 j(Wk)

0, otherwise
, (6.4)

where j ∈ {1, . . . ,n}, k ∈ {1,2}, and N0 j(Wk), N1 j(Wk) denote the sum of the weights
associated with the 0 and 1 elements in the j-th column, respectively.

The distance D(·, ·) given in Equation 6.1 can be used also to evaluate the distance
between a fragment and a haplotype, by means of the following error function:

E(M1,M2,h1,h2) =
2

∑
k=1

∑
f∈Mk

D(f,hk). (6.5)

The best partitioning of M can be obtained by minimizing Equation 6.5, inferring h1 and h2

with the least number of errors. Equation 6.5 is used as fitness function in GenHap.

6.2 Implementation strategy

GenHap exploits a very simple and efficient structure for the individuals composing the
population P of the Genetic Algorithm (GA) at the basis of GenHap. This structure encodes
a partition of the fragment matrix M as a binary string. In particular, each individual
Cp = [Cp1,Cp2, . . . ,Cpm] (with p ∈ {1, . . . , |P|}) is encoded as a circular array of size m (i.e.,
the number of reads). In order to obtain the two partitions M1 and M2, Cp is evaluated as
follows: if the i-th bit is equal to 0, then the read i belongs to M1; otherwise, the read i
belongs to M2. Once the two partitions are computed, GenHap infers the haplotypes h1 and
h2 by applying Equation 6.4. Finally, Equation 6.5 is exploited to calculate the number of
errors made by partitioning M as encoded by the individuals in P. This procedure is iterated
until the maximum number of iterations T is reached, the number of errors is equal to 0 or
the fitness value of the best individual does not improve for θ = ⌈0.25 ·T⌉ iterations.

Among the different selection mechanisms employed by GAs (e.g., roulette wheel [163],
ranking [26], tournament [293]), GenHap exploits the tournament selection to create an
intermediate population P′, starting from P. In each tournament, κ individuals are randomly
selected from P and the individual characterized by the best fitness value is added to P′. The
size of the tournament κ is related to the selection pressure: if κ is large, then the individuals
characterized by worse fitness values have a low probability to be selected, therefore the
variability of P′ might decrease.
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Fig. 6.2 Scheme of the partition of the input matrix: the input matrix M ∈ {0,1,−}m×n is
split into sub-matrices consisting of γ reads, generating Π = ⌊m/γ⌋ sub-problems that are
solved independently by a GA instance. The last sub-matrix could have a number of reads
lower than γ .

Afterwards, the genetic operators (i.e., crossover and mutation) are applied to the in-
dividuals belonging to P′ to obtain the offspring for the next iteration. GenHap exploits
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a single-point crossover with mixing ratio equal to 0.5. It is applied with a given proba-
bility cr and allows for the recombination of two parent individuals Cy,Cz ∈ P′ (for some
y,z ∈ {1, . . . , |P|}), generating two offspring that possibly have better characteristics with
respect to their parents.

In order to increase the variability of the individuals, one or more elements of the offspring
can be modified by applying the mutation operator. GenHap makes use of a classic mutation
in which the elements Cpe (with e ∈ {1, . . . ,m}) of the individual can be flipped (i.e., from 0
to 1 or viceversa) with probability mr. Besides this mutation operator, GenHap implements
an additional bit-flipping mutation in which a random number of consecutive elements of the
individual is mutated according to the probability mr. This operator is applied if the fitness
value of the best individual does not improve for a given number of iterations (2 in our tests).

Finally, to prevent the quality of the best solution from decreasing during the optimization,
GenHap exploits an elitism strategy, so that the best individual from the current population is
copied into the next population without undergoing the genetic operators.

Unlike the work in [457], GenHap solves the wMEC problem instead of the unweighted
MEC formulation, by means of Equation 6.4. Moreover, differently from the other heuristic
strategies, such as ReFHap [121] and ProbHap [239], we did not assume the all-heterozygosity
of the phased positions [81]. Under this assumption, every column corresponds to heterozy-
gous sites, implying that h1 must be the complement of h2. In addition, since the required
execution time as well as the problem difficulty increase with the number of reads and SNPs,
to efficiently solve the wMEC problem we split the fragment matrix M into Π = ⌊m/γ⌋
sub-matrices consisting of γ reads (see Figure 6.2). Following a divide-et-impera approach
[274], the computational complexity can be tackled by partitioning the entire problem into
smaller and manageable sub-problems, each one solved by a GA that converges to a solution
characterized by two sub-haplotypes with the least number of corrections to the SNP values.
The solutions to the sub-problems achieved by the Π GA instances are finally combined.
This approach is feasible thanks to the long reads with higher coverage produced by the
second- and third-generation sequencing technologies. As a matter of fact, highly overlapping
reads allow us to partition the problem into easier sub-problems, avoiding the possibility of
obtaining incorrect reconstructions during the merging phase.

The parameter γ , used for the calculation of Π, depends on the coverage value and on
the nature of the sequencing technology; its value must be correctly set to avoid discrete
haplotype blocks that do not exist in the input matrix M. Generally, the intervals where several
independent historical recombination events occurred separate discrete blocks, revealing
greater haplotype diversity for the regions spanning the blocks [99].
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GenHap firstly detects all the haplotype blocks inside the fragment matrix M and then, in
each block, it automatically sets γ equal to the mean coverage of that block to partition the
reads. Notice that GenHap solves each block sequentially and independently, obtaining a
number of haplotype pairs equal to the number of detected blocks. By so doing, for each block
GenHap proceeds by executing Π different GA optimizations, one for each sub-problem,
calculating 2 ·Π sub-haplotypes. The length of the individuals is equal to γ , except for the
last sub-problem that could have a number of reads smaller than γ (accordingly, the length of
the individuals could be smaller than γ).

Since the problem is divided into Π sub-problems, two sub-problems referring to contigu-
ous parts of the two chromosome copies might contain some overlapped positions that can
be either homozygous or heterozygous. However, the reads covering an overlapped position
might not be entirely included in the same sub-problem. For this reason, during the GA-based
optimizations, all the phased positions are assumed to be heterozygous. If a position j is
homozygous (i.e., all the reads covering this position have the same value, belonging to
{0,−} or {1,−}, in both the sub-partitions and in every read covering it), then only one of
the two sub-haplotypes will have the correct value. This specific value is correctly assigned
to the sub-haplotype covered by the highest number of reads by following a majority rule. As
soon as the two sub-haplotypes are obtained, all the possible uncorrected heterozygous sites
are removed and the correct homozygous values are assigned by checking the columns of the
two sub-partitions. Finally, once all sub-problems in Π are solved, GenHap recombines the
sub-haplotypes to obtain the two entire haplotypes h1 and h2 of the block under analysis.

GenHap is also able to find and mask the ambiguous positions by replacing the 0 or 1
value with a X symbol. We highlight that an ambiguous position is a position covered only
by the reads belonging to one of the two haplotypes.

In order to efficiently solve the wMEC problem and tackle its computational complexity,
GenHap detects the haplotype blocks inside the matrix M and then, for each block, it splits
the portion of M into Π sub-matrices consisting of γ reads. By so doing, the convergence
speed of the GA is increased thanks to the lower number of reads to partition in each sub-
problem with respect to the total number of reads of the whole problem. As shown in Figure
6.3, the Π sub-matrices are processed in parallel by means of a divide-et-impera approach
that exploits a Master-Slave distributed programming paradigm [430] to speed-up the overall
execution of GenHap. This strategy allowed us to distribute the computation in presence of
multiple cores. As a matter of fact, GenHap works by partitioning the initial set of reads
into sub-sets and solving them by executing different GA instances. This strategy can be
exploited in GenHap, as it solves the wMEC problem working on the rows of the fragment
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Fig. 6.3 Scheme of the Master-Slave implementation of GenHap: the Master process orches-
trates all the Σ Slaves sending one or more sub-partitions to each Slave, which then solves
the assigned wMEC sub-task.

matrix M; on the contrary, several state-of-the-art exact methods (e.g., HapCol [342]) work
considering the columns of M, which cannot be independently processed in parallel.

The functioning of our Master-Slave implementation can be summarized as follows:

1. the Master allocates the resources and detects the haplotype blocks inside the fragment
matrix. For each detected block, it partitions the portion of the matrix M into Π sub-
matrices and offloads the data onto the available Σ Slaves (in real scenarios, Σ ≪ Π).
During this phase, each Slave generates the initial population of the GA;

2. the σ -th Slave (with σ ∈ {1, . . . ,Σ}) executes the assigned wMEC sub-task, running
the GA for either θ non-improving iterations or T maximum iterations, independently
of the other Slaves;

3. the process is iterated until all the wMEC sub-tasks are terminated;

4. the Master recombines the sub-solutions received from the Slaves, and returns the
complete wMEC solution for the block under analysis.

GenHap was entirely developed using the C++ programming language, exploiting the Mes-
sage Passing Interface (MPI) specifications to leverage multi-core Central Processing Units
(CPUs).
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6.3 Results

In this section we first describe the synthetic and real datasets used during the tests and
present the results obtained to identify the best GA setting. Then, we discuss the performance
achieved by GenHap with respect to HapCol [342], which was previously shown to be more
efficient than the other existing methods for the Haplotype Assembly problem, both in terms
of memory consumption and execution time. Finally, we show how GenHap performs on
data produced by four different sequencing platforms, namely:

• Illumina NovaSeq (Illumina Inc., San Diego, CA, USA) [350]: the most used and wide-
spread platform belonging to the class of second-generation sequencing technologies,
able to produce a huge number of short and precise reads (up to 150bp);

• Roche/454 (Roche AG, Basel, Switzerland) [270]: a second-generation sequencing
technology able to produce accurate and slightly longer reads than Illumina sequencers
(up to 700bp);

• PacBio RS II (Pacific Biosciences of California Inc., Menlo Park, CA, USA) [358, 363]:
a third-generation sequencing technology able to produce long reads (up to 30000bp);

• Oxford Nanopore Technologies (ONT) MinION (ONT Ltd., Oxford, United Kingdom)
[212, 213, 391]: the latest developed third-generation sequencing technology, able to
produce reads that are tens of kilobases long.

6.3.1 GenHap accuracy

The analyzed datasets

In order to test the performance of GenHap, we generated two synthetic (yet realistic)
datasets, each one consisting of instances obtained from a specific sequencing technology. In
particular, we considered the Roche/454 genome sequencer (Roche AG, Basel, Switzerland),
representing one of the next-generation sequencing (NGS) systems able to produce long
and precise reads, and the PacBio RS II sequencer [363, 66], which is an emerging third-
generation sequencing technology. Note that the reads produced by the Roche/454 sequencer
are approximately 9-times shorter than those generated by the PacBio RS II system.

In order to generate the datasets, we exploited the General Error-Model based SIMulator
(GemSIM) toolbox [281]. GemSIM is a software able to generate in silico realistic sequencing
data. It relies on empirical error models and distributions learned from real NGS data, and
simulates both single- and paired-end reads from a single genome, collection of genomes,
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or set of related haplotypes. GemSIM can in principle simulate data from any sequencing
technology producing output data encoded in the FASTQ format [89], for raw reads, and
Sequence Alignment/Map (SAM), for aligned reads. We exploited the error model for the
Roche/454 sequencer, already available in GemSIM, and defined an additional error model
for the PacBio RS II technology. The synthetic reads were generated from the reference
sequence of the human chromosome 22 (UCSC Genome Browser, GRCh37/hg19 Feb. 2009
assembly [68]), in which random SNPs were inserted.

We exploited the GemHaps tool included in GemSIM [281] to generate a haplotype file
starting from a given genome sequence, and specifying the number as well as the frequency
of SNPs in each haplotype, denoted by #SNPs and fSNPs, respectively. Note that the SNP
positions were randomly determined. Then, the resulting haplotype file was processed by
GemReads, together with an error model file (generated by GemErr or supplied in GemSIM),
a FASTA genome file (or directory), and the selected quality score offset. The resulting
SAM file was converted into the compressed Binary Alignment/Map (BAM) format for a
more efficient manipulation [258]. In order to store the SNPs, we exploited the Variant Call
Format (VCF) [100], which is the most used format that combines DNA polymorphism
data, insertions and deletions, as well as structural variants. Lastly, the BAM and VCF files
were processed to produce a WhatsHap Input Format (WIF) file [333], which is the input of
GenHap.

The two synthetic datasets are characterized by the following features: i) #SNPs ∈
{500,1000,5000,10000,20000} (equally distributed over the two haplotypes); ii) coverage
cov ∈ {∼ 30×, ∼ 60×}; iii) average fSNPs ∈ {100,200}, which means one SNP every
100bp or 200bp [299, 140], varying the portion of genome onto which the reads were
generated. Read lengths were set to 600bp and 5000bp for the Roche/454 and the PacBio RS
II sequencers, respectively. The number of reads was automatically calculated according to
the value of cov and the sequencing technologies, by means of the following relationship:

#reads = cov · len(genome)
len(read)

, (6.6)

where len(genome) represents the length of the considered genome, which starts at a given
position x and ends at position y = x+ fSNPs ·#SNPs.

Afterwards, to assess the performance of GenHap on real sequencing data, we exploited
a WIF input file generated starting from high-quality SNP calls and sequencing data made
publicly available by the Genome in a Bottle (GIAB) Consortium [493]. In particular, this
data is produced with the PacBio technology and is limited to the chromosome 22 of the
individual NA12878 (the real dataset is available in [38]) Moreover, we tested GenHap on
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Fig. 6.4 Comparison of the ABF achieved by GenHap with the best parameterizations found
for each value of |P| tested here. The ABF was computed over the results of the optimization
of instances characterized by #SNPs ∈ {500,1000,5000} and fSNPs = 100.

an additional [329], limiting our analysis to chromosome 22 as in the previous case. The
available BAM file–containing long reads with high-coverage produced with the PacBio RS
II sequencing technology–and the VCF file were processed to obtain a WIF input file as
described above.

GA setting analysis

As a first step, the performance of GenHap was evaluated to determine the best settings for
the Haplotype Assembly problem. We considered different instances for the two sequencing
technologies employed (i.e., Roche/454 and PacBio RS II), and we varied the settings of
GenHap used throughout the optimization process, as follows:

• size of the population |P| ∈ {50,100,150,200};

• crossover rate cr ∈ {0.8,0.85,0.9,0.95};

• mutation rate mr ∈ {0.01,0.05,0.1,0.15}.

In all tests, the size of the tournament is fixed to κ = 0.1 · |P| and the maximum number of
iterations is T = 100. A total of 6 different instances (3 resembling the Roche/454 sequencer
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and 3 the PacBio RS II sequencer) were generated by considering #SNPs∈{500,1000,5000}
and fSNPs = 100.

We varied one setting at a time, leading to 64 different settings tested and a total number
of 64×6 = 384 GenHap executions. These tests highlighted that, for each value of |P|, the
best settings are:

1. |P|= 50, pc = 0.9, pm = 0.05;

2. |P|= 100, pc = 0.9, pm = 0.05;

3. |P|= 150, pc = 0.95, pm = 0.05;

4. |P|= 200, pc = 0.95, pm = 0.05.

Figure 6.4 shows the comparison of the performance achieved by GenHap with the
settings listed above, where the Average Best Fitness (ABF) was computed by taking into
account, at each iteration, the fitness value of the best individuals over the 6 optimization
processes. Even though all settings allowed GenHap to achieve almost the same final ABF
value, we observe that the convergence speed increases with the size of the population. How-
ever, also the running time of GenHap increases with the size of the population. In particular,
the executions lasted on average 1.41 s, 2.33 s, 3.52 s, 4.95 s with |P| ∈ {50,100,150,200},
respectively, running on one node of the Advanced Computing Center for Research and
Education (ACCRE) at Vanderbilt University, Nashville, TN, USA. The node is equipped
with 2 Intel® Xeon® E5-2630 v3 (8 cores at 2.40 GHz) CPUs, 240 GB of RAM and CentOS
7.0 operating system. To perform the tests we exploited all 8 physical cores of a single CPU.

Considering these preliminary results, we selected the parameter settings |P| = 100,
cr = 0.9, mr = 0.05, as the best trade-off between convergence speed (in terms of ABF) and
running time.

Comparison of the performance of GenHap and HapCol

The performance achieved by GenHap was compared with those obtained by HapCol [342],
which was shown to outperform the main available haplotyping approaches. In particular, we
exploited here a more recent version of HapCol capable of dealing with haplotype blocks
[38]. The same computational platform used for the setting analysis of GenHap was used to
execute all the tests on the two synthetic datasets described above.

We stress the fact that GenHap was compared against HapCol only on the instances with
cov ≃ 30×, since HapCol is not capable of solving instances with higher coverage values
(i.e., the algorithm execution halts when a column covered by more than 30 reads is found).
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Table 6.1 Comparison of GenHap and HapCol on Roche/454 dataset with cov ≃ 30×. The
performances were evaluated both in terms of HE and running time. The N/A symbol denotes
that HapCol was not able to complete the execution on all the 15 instances.

GenHap HapCol
fSNPs cov #SNPs Avg HE Std dev

HE
Avg
Running
Time [s]

Avg HE Std dev
HE

Avg
Running
Time [s]

100 ∼ 30×
500 0.04 0.08 0.21 0.00 0.00 0.62
1000 0.09 0.08 0.36 0.00 0.00 1.20
5000 0.18 0.06 3.17 0.01 0.03 5.35
10000 2.50 5.52 10.33 6.55 16.38 10.23

200 ∼ 30×
500 0.09 0.14 0.34 0.00 0.00 0.50
1000 0.09 0.10 0.63 0.01 0.03 0.96
5000 3.61 3.43 6.07 0.38 0.78 4.90
10000 2.15 1.62 17.24 N/A N/A N/A
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Fig. 6.5 Comparison of the average running time required by GenHap (blue bars) and
HapCol (red bars) computed over 15 instances for each value of #SNPs ∈ {500,1000,5000}
obtained with the Roche/454 sequencing technology, cov ≃ 30× and fSNPs = 100 (top) and
fSNPs = 200 (bottom). In the case of fSNPs = 200 and #SNPs = 10000, HapCol was not able
to complete the execution on all the 15 instances.

Considering the two sequencing technologies, we generated 15 different instances for
each value of #SNPs and fSNPs. The performance was then evaluated by computing (i) the
average haplotype error rate (HE), which represents the percentage of SNPs erroneously
assigned with respect to the ground truth [17], and (ii) the average running time.

As shown in Table 6.1, in the instances generated using the Roche/454 sequencing
technology with fSNPs = 100, both GenHap and HapCol reconstructed the two haplotypes,
achieving an average HE lower than 0.2% with a negligible standard deviation in the case
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of #SNPs ∈ {500,1000,5000}. GenHap inferred the haplotypes characterized by 10000
SNPs with an average HE lower than 2.5% and a standard deviation around 5%, while
HapCol obtained an average HE equal to 6.55% with a standard deviation around 16%. For
what concerns the running time, GenHap outperformed HapCol in all tests except in the
case of #SNPs = 10000, as shown in Figure 6.5, being around 4× faster in reconstructing
the haplotypes. In the case of #SNPs = 10000, the running times are comparable, but
GenHap obtains a lower HE than HapCol. In the instances generated using fSNPs = 200
and #SNPs ∈ {500,1000}, both GenHap and HapCol reconstructed the two haplotypes,
achieving an average HE lower than 0.1% with a negligible standard deviation. When
#SNPs ∈ {5000,10000} are taken into account, GenHap inferred the haplotype pairs with an
average HE lower than 3.65% and a standard deviation lower than 3.5%. Notice that HapCol
was not able to complete the execution on all the 15 instances characterized by 10000 SNPs.
As in the case of instances with fSNPs = 100, GenHap is faster than HapCol in all tests,
except in the case of #SNPs = 5000. For what concerns the PacBio RS II sequencing dataset,
since this technology is characterized by a higher error rate with respect to the Roche/454
sequencer, both GenHap and HapCol reconstructed the two haplotypes with higher HE
values (see Table 6.2). Nonetheless, the average HE value is lower than 2.5% with a standard
deviation lower than 1% in all cases. Figure 6.6 shows the running time required by GenHap
and HapCol to reconstruct the haplotypes. As in the case of the Roche/r454 dataset, the
running time increases with #SNPs, but GenHap always outperforms HapCol, achieving up
to 20× speed-up.

Table 6.3 lists the results obtained by GenHap on the instances of the Roche/454 dataset
characterized by cov ≃ 60×, #SNPs ∈ {500,1000,5000,10000} and fSNPs ∈ {100,200}. In
all tests with fSNPs = 100, GenHap was always able to infer the two haplotypes with high
accuracy, indeed the average HE values are always lower than 0.15%. In the instances
generated with fSNPs = 200, GenHap reconstructed the haplotype pairs with an average HE
lower than 0.2%. This interesting result shows that higher coverages can help during the
reconstruction phase, allowing GenHap to infer more precise haplotypes.

Regarding the PacBio RS II dataset, the achieved HE is on average lower than 1.25%
with a standard deviation ≤ 0.4% (see Table 6.4). In particular, the average HE decreases
when the value of #SNPs or the coverage increase, thus suggesting that higher coverages
values can considerably help in achieving a correct reconstruction of the two haplotypes. On
the contrary, the running time increases at most linearly with respect to the coverage (see
Table 6.4).

As a first test on real sequencing data, we exploited a WIF input file codifying the SNPs
of the chromosome 22 generated from high-quality sequencing data made publicly available
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Table 6.2 Comparison of GenHap and HapCol on PacBio RS II dataset with cov ≃ 30×. The
performances were evaluated both in terms of HE and running time.

GenHap HapCol
fSNPs cov #SNPs Avg HE Std dev

HE
Avg
Running
Time [s]

Avg HE Std dev
HE

Avg
Running
Time [s]

100 ∼ 30×

500 2.04 0.59 0.11 2.42 0.78 2.24
1000 1.27 0.51 0.19 1.20 0.61 1.89
5000 1.06 0.19 0.94 0.60 0.17 9.04
10000 0.96 0.19 2.50 0.43 0.11 15.51
20000 1.02 0.14 8.49 0.41 0.11 31.13

200 ∼ 30×

500 2.09 0.52 0.14 1.73 0.42 0.95
1000 1.70 0.24 0.22 1.09 0.41 1.84
5000 1.05 0.18 1.39 0.54 0.11 7.10
10000 1.13 0.18 4.09 0.51 0.17 14.13
20000 1.02 0.13 13.86 0.33 0.05 27.55
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Fig. 6.6 Comparison of the average running time required by GenHap (blue bars) and HapCol
(red bars) computed over 15 instances for each #SNPs ∈ {500,1000,5000,10000,20000}
obtained with the PacBio RS II sequencing technology, cov ≃ 30×, fSNPs = 100 (top) and
fSNPs = 200 (bottom).

by the GIAB Consortium. This instance contains #SNPs ≃ 27000 and #reads ≃ 80000 with
average and maximum coverages equal to 22 and 25, respectively. In [38], in order to down-
sample the instances to the target maximum coverages of 30× allowed by HapCol, the authors
applied a greedy-based pruning strategy. This procedure selects the reads characterized by
high base-calling quality. GenHap detected and inferred the 305 different haplotype blocks in
less than 10 minutes, obtaining approximately an 87% agreement with respect to the HapCol
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Table 6.3 Results obtained by GenHap on Roche/454 dataset with cov ≃ 60×. The perfor-
mances were evaluated both in terms of HE and running time.

GenHap
fSNPs cov #SNPs Avg HE Std dev

HE
Avg
Running
Time [s]

100 ∼ 60×
500 0.00 0.00 0.26
1000 0.05 0.05 0.54
5000 0.10 0.03 6.57
10000 0.15 0.03 21.13

200 ∼ 60×
500 0.00 0.00 0.37
1000 0.07 0.09 0.89
5000 1.13 1.72 11.17
10000 2.00 1.02 53.77

Table 6.4 Results obtained by GenHap on PacBio RS II dataset with cov ≃ 60×. The
performances were evaluated both in terms of HE and running time.

GenHap
fSNPs cov #SNPs Avg HE Std dev

HE
Avg
Running
Time [s]

100 ∼ 60×

500 1.22 0.36 0.17
1000 0.88 0.21 0.33
5000 0.56 0.10 1.81
10000 0.62 0.10 5.34
20000 0.60 0.07 17.14

200 ∼ 60×

500 1.22 0.37 0.22
1000 0.79 0.27 0.36
5000 0.53 0.09 3.26
10000 0.45 0.08 8.01
20000 0.49 0.05 27.15

solution. This agreement was calculated considering every SNP of both haplotypes in each
block.

We tested GenHap also on the chromosome 22 sequenced using the PacBio RS II
technology (publicly available at [329]). This instance contains #SNPs≃ 28000 and #reads≃
140000 with average and maximum coverages equal to 29 and 565, respectively. GenHap
reconstructed the two haplotypes in about 10 minutes, showing its capability of dealing with
instances characterized by high coverages, avoiding pruning pre-processing steps.

6.3.2 Computational performance

In order to assess the computational performance of GenHap, we considered different
sequencing technologies, namely: Illumina NovaSeq, Roche/454, PacBio RS II, and ONT
MinION. For each sequencing technology, we generated a single instance varying the
following parameters:

• #SNPs ∈ {500,1000,5000,10000,20000};



6.3 Results 221

• cov ∈ {∼30×,∼40×,∼50×,∼60×};

• average fSNPs = 200 (i.e., one SNP every 200bp exists [299, 140]).

These instances were used to evaluate the scalability of GenHap by varying the number of
cores, that is, #cores ∈ {2,4,8,16,24,32,40,48,56,64}. All tests were performed on the
MARCONI supercomputer, which is based on Lenovo NeXtScale System® platform (Mor-
risville, NC, USA), provided by the Italian inter-university consortium CINECA (Bologna,
Italy). Three different partitions running on CentOS 7.2 are available on this supercomputer:

A1 Broadwell (BDW) partition consists of 720 compute nodes, each one equipped with 2
Intel® Xeon® E5-2697 v4 (18 cores at 2.30GHz) and 128 GB RAM;

A2 Knights Landing (KNL) partition consists of 3600 compute nodes, each one equipped
with an Intel® Knights Landing (68 cores at 1.40GHz and 16 GB MCDRAM), which is
the next-generation of the Intel® Xeon Phi™ product family of many-core architecture,
and 93 GB RAM;

A3 Skylake (SKL) partition consists of 92 compute nodes, each one equipped with 2 Intel®

Xeon® 8160 CPU (18 cores at 2.10GHz) and 192 GB RAM.

Our analysis was carried out by using the computing nodes of partition A2, which was chosen
due to the availability of a higher number of computing cores.

Figure 6.7 depicts the running times required by GenHap to infer the pairs of haplotypes.
As expected, the processing time generally decreases along with the read length: according
to Equation 1.22, the same coverage can be obtained by means of long reads coupled with
a lower number of reads. This circumstance leads to a lower number of sub-problems to
be solved, reducing the necessary computational effort. Moreover, the lowest running time
is achieved on the instances generated relying on the ONT MinION, which is capable of
producing long reads (up to 6000bp) with accuracy greater than 92%. As a matter of fact,
the amount of SNPs to be corrected decreases when reads characterized by high accuracy
are taken into account, allowing the GA instances to have a fast convergence to the optimal
solutions. The results obtained for each sequencing platform are summarized as follows:

• Illumina NovaSeq: independently from the coverage, the lowest running time is
achieved by exploiting 24 cores to parallelize the GA instances when #SNPs = 10000.
When #SNPs < 10000, 16 or 24 cores require the minimum running time to infer the
haplotype pairs;

• Roche/454: when #SNPs ≥ 5000, the best performance of GenHap is achieved by
exploiting 16 or 24 cores, otherwise the best choice is 24 cores;



222 Computational method based on Genetic Algorithms for Haplotype Assembly

2 4 8 16 24 32 40 48 56 64
0

500

1000

1500

R
un

ni
ng

 ti
m

e 
[s

]

cov 30

2 4 8 16 24 32 40 48 56 64
0

500

1000

1500

cov 40

2 4 8 16 24 32 40 48 56 64
0

500

1000

1500

2000

cov 50

2 4 8 16 24 32 40 48 56 64
0

500

1000

1500

2000

cov 60

2 4 8 16 24 32 40 48 56 64
0

200

400

600

800

R
un

ni
ng

 ti
m

e 
[s

]

2 4 8 16 24 32 40 48 56 64
0

250

500

750

1000

2 4 8 16 24 32 40 48 56 64
0

500

1000

2 4 8 16 24 32 40 48 56 64
0

500

1000

1500

2 4 8 16 24 32 40 48 56 64
0

50

100

150

200

250

R
un

ni
ng

 ti
m

e 
[s

]

2 4 8 16 24 32 40 48 56 64
0

100

200

300

2 4 8 16 24 32 40 48 56 64
0

100

200

300

400

2 4 8 16 24 32 40 48 56 64
0

100

200

300

400

2 4 8 16 24 32 40 48 56 64
Number of cores

0

20

40

60

80

100

R
un

ni
ng

 ti
m

e 
[s

]

2 4 8 16 24 32 40 48 56 64
Number of cores

0

50

100

2 4 8 16 24 32 40 48 56 64
Number of cores

0

50

100

150

2 4 8 16 24 32 40 48 56 64
Number of cores

0

50

100

150

200

Illum
ina N

ovaSeq
R

oche/454
PacB

io R
S II

O
N

T M
inIO

N

500 SNPs 1000 SNPs 2500 SNPs 5000 SNPs 10000 SNPs 20000 SNPs

Fig. 6.7 Comparison of the running time required by GenHap on sequencing data generated by
four sequencing technologies (Illumina NovaSeq, Roche/454, PacBio RS II, ONT MinION)
by varying the coverage values and the number of SNPs. Note that the instances generated
using the Illumina NovaSeq technology and characterized by #SNPs = 20000 required more
RAM than the amount of memory available on the computing nodes used for the tests. The
tests were executed by increasing the number of cores exploited to run GenHap, to evaluate
the scalability of the implementation based on distributed computing.

• PacBio RS II: in every test, the fastest executions are generally obtained by exploiting
24 cores to parallelize the GA instances, except when #SNPs = 500 is taken into
account. In this case, the running time decreases when 16 cores are exploited to
effectively distribute the GA instances on multiple cores. Since the reads generated by
relying on this technology have a low accuracy (approximately 87%), which makes the
problem more difficult to be solved (i.e., the amount of SNPs to be corrected increases),
the scalability of GenHap is emphasized;

• ONT MinION: in all tests, the best choice is 16 cores that allow for efficiently dis-
tributing the computational load.

In all tests, a number of cores greater than 24 does not reduce the running time since the
overhead introduced by MPI is not entirely mitigated by the required computational load.
Furthermore, when the number of sub-problems is lower than the number of available cores,
our Master-Slave approach exploits a number of cores equal to the number of sub-problems.
On the one hand, when technologies producing short reads are considered, the number of
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Table 6.5 Results obtained by GenHap on NovaSeq and MinION datasets, by considering
cov ∈ {∼ 30×,∼ 60×,∼ 90×} and #SNPs ∈ {500,1000,5000}. The performances were
evaluated both in terms of HE and number of detected haplotypes blocks (values expressed as
average ± standard deviation, calculated over the 10 model instances for each configuration).

NovaSeq MinION
cov #SNPs HE Blocks HE Blocks

∼30×
500 5.06 ± 1.070 195 ± 6 0.02 ± 0.066 1 ± 0
1000 4.38 ± 1.219 388 ± 9 0.05 ± 0.070 1 ± 0
5000 4.58 ± 0.515 1940 ± 13 0.15 ± 0.439 1 ± 0

∼60×
500 4.40 ± 1.139 185 ± 6 0.06 ± 0.098 1 ± 0
1000 3.96 ± 1.091 382 ± 12 0.00 ± 0.000 1 ± 0
5000 4.66 ± 0.368 1862 ± 21 0.01 ± 0.010 1 ± 0

∼90×
500 4.72 ± 1.669 187 ± 4 0.00 ± 0.000 1 ± 0
1000 3.93 ± 1.424 370 ± 9 0.00 ± 0.000 1 ± 0
5000 4.92 ± 0.544 1843 ± 28 0.02 ± 0.025 1 ± 0

haplotype blocks increases along with #SNPs. Since these blocks are solved sequentially
and are generally characterized by a number of sub-problems lower than the available cores,
16 or 24 cores allow for balancing the computational load. On the other hand, technologies
producing long reads generate a small number of reads that lead to a low number of sub-
problems to be solved. Notice that exploiting the accuracy of the reads produced using
Illumina NovaSeq, Roche/454 and ONT MinION, the GA instances have a fast convergence
to the optimal solutions requiring only a dozen of generations.

In order to quantitatively evaluate how the read length affects the number of haplotype
blocks, we generated a set of synthetic (yet realistic) instances by using NovaSeq (Illumina
Inc., San Diego, CA, USA) [350] and Oxford Nanopore MinION [212] sequencing platforms.
For both sequencing technologies, we generated different instances to collect statistically
sound results varying the following parameters: (i) #SNPs ∈ {500,1000,5000}; (ii) cov ∈
{∼30×,∼60×,∼90×}; (iii) average fSNPs = 200. To be more precise, 10 different instances
were generated for each combination of cov and #SNPs. The results are evaluated considering
the HE. As shown in Table 6.5, GenHap obtains better results when applied to infer the pair
of haplotypes on the MinION instances, obtaining HE values always lower than 0.2%, with
a neglectable standard deviation (less than 0.5%). Notice that these instances are always
characterized by a single haplotype block. Analyzing the results obtained by running GenHap
on the instances generated by the NovaSeq sequencer, the HE increases, ranging from 3.93%
to 5.06% with a standard deviation up to 1.7%. Due to the short reads characterizing this
sequencing platform (i.e., ∼150bp), a high number of haplotype blocks is produced. This
number increases along with the #SNPs, reaching ∼2000 blocks when #SNPs = 5000 are
analyzed. As shown in Section 6.3.1, the coverage is generally capable of mitigating this
problem: indeed, increasing the coverage allows for decreasing the number of haplotypes
blocks affecting the instances generated by this technology.
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6.4 Conclusions

We presented GenHap, a novel computational method based on GAs to solve the haplotyping
problem, which is one of the hot topics in Computational Biology and Bioinformatics. The
performance of GenHap was evaluated by considering synthetic (yet realistic) read datasets.
The solutions yielded by GenHap are accurate, independently of the number, frequency
and coverage of SNPs in the input instances, and without any a priori hypothesis about
the sequencing error distribution in the reads. Differently from the other state-of-the-art
algorithms, GenHap was designed for taking into account datasets produced by the third-
generation sequencing technologies, characterized by longer reads and higher coverages
with respect to the previous generations. As a matter of fact, the experimental findings show
that GenHap works better with the datasets produced by third-generation sequencers. The
read accuracy achieved by novel sequencing technologies, such as PacBio RS II and Oxford
Nanopore MinION, may be useful for several practical applications. In the case of SNP
detection and haplotype phasing in human samples, besides read accuracy, a high-coverage
is required to reduce possible errors due to few reads that convey conflicting information
[214]. In [398], the authors argued that an average coverage higher than 30× is the de facto
standard. As a matter of fact, the first human genome that was sequenced using Illumina
short-read technology showed that, although almost all homozygous SNPs are detected at a
15× average coverage, an average depth of 33× is required to detect the same proportion of
heterozygous SNPs.

We showed that GenHap is capable of outperforminhg HapCol [342], achieving approx-
imately a 4× speed-up in the case of Roche/454 instances, and up to 20× speed-up in the
case of the PacBio RS II dataset. Notice that in order to keep the running time constant
when the number of SNPs increases, the number of available cores should increase propor-
tionally with #SNPs. Although several approaches have been proposed in literature to solve
the haplotyping problem [333, 342], GenHap can be easily adapted to exploit Hi-C data
characterized by very high-coverages (up to 90×), in combination with other sequencing
methods for long-range haplotype phasing [34]. Moreover, GenHap can be also extended to
compute haplotypes in organisms with different ploidity [5, 39]. Differently from diploid
organisms having two copies of each chromosome set, polyploid organisms have multiple
copies of their chromosome sets. Polyploidy has gained scientific interest in the study of
the ongoing species diversification phenomena [327]. This characteristic is mainly present
in plant genomes, but also in animals (such as salmonid fishes and African clawed frogs)
[364]. In these comparative genomic studies, haplotype-aware assemblies play a crucial
role in elucidating genetic and epigenetic regulatory evolutionary aspects. Unfortunately,
the computational burden of the Haplotype Assembly problem is emphasized in the case
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of polyploid haplotypes with respect to diploids [103]. Therefore, High-Performance Com-
puting represents a key element for efficient, accurate, and scalable methods for Haplotype
Assembly of both diploid and polyploid organisms. Worthy of notice, GenHap could be
easily reformulated to consider a multi-objective fitness function (e.g., by exploiting an
approach similar to NSGA-III [108]). In this context, a possible future extension of GenHap
would consist in introducing other objectives in the fitness function, such as the methylation
patterns of the different chromosomes [174] or the gene proximity in maps achieved through
Chromosome Conformation Capture (3C) experiments [286].





Chapter 7

Evolutionary method for the analysis of
medical images

In this chapter, a novel image enhancement technique based on Genetic Algorithms (GAs)
(see Section 2.2.5), called MedGA [379], is described. MedGA specifically aimed at strength-
ening the sub-distributions in medical images with an underlying bimodal histogram of the
gray level intensities. Among the existing Computational Intelligence methods for global
optimization, GAs represent the most suitable technique because of the discrete structure
of the candidate solutions and the intrinsic combinatorial structure of the problem under
investigation.

It is worth noting that all works mentioned in Section 1.5.1 are focused on consumer
electronics or medical applications, to obtain more “visually pleasant” images by mainly
increasing the contrast of the whole image. On the contrary, the main key novelty of MedGA
consists in better revealing the two underlying sub-distributions occurring in an image
sub-region characterized by a roughly bimodal histogram, overcoming the limitations of
the state-of-the-art contrast enhancement methods, which could produce false edges and
consequently over-segmentation when the input images are affected by noise, as in the case of
Contrast-Enhanced (CE) Magnetic Resonance Imaging (MRI) data [144]. There exist other
algorithms, like Histogram Specification (HS), whose aim is similar to MedGA and consists
in matching the histogram of the gray level intensities of the input MR image with a desired
output histogram [165]. Nevertheless, this approach cannot be applied to process image
datasets characterized by a high variability in gray level distributions, since the histogram
to be matched should be defined either a priori for the whole dataset, or interactively for
each processed image, through a procedure that consists in strengthening and shaping the
two underlying sub-distributions.
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Even though MedGA exploits the same encoding of candidate solutions defined in [188]
and [117], its purpose is very different since it was designed to explicitly strengthen the two
sub-distributions of medical images characterized by an underlying bimodal histogram. To
this aim, we defined a specific fitness function that emphasizes the two Gaussian distributions
composing a bimodal histogram. This achievement plays a fundamental role for threshold-
based segmentation approaches, since they strongly rely on the assumption that the bimodal
histogram under investigation is composed of two nearly Gaussian distributions with almost
equal size and variance [477].

Finally, MedGA also differs from the approaches based on Genetic Programming (GP)
whose generated solutions might have a large size [69], even when the GP model is imple-
mented efficiently, thus representing a limitation that could significantly impair the readability
and interpretability of the final outcome. Moreover, MedGA does not require any user inter-
action step, differently to [343] where the user, being directly involved in the tournament
selection, controls the evolution of simple programs that enhance and integrate multiple
gray-scale images into a single pseudo-color image. Therefore, the selection is based on
the output image (i.e., phenotype) rather than the structure and size of the program (i.e.,
genotype) [343].

We also integrated MedGA as a pre-processing stage into a novel framework for image
enhancement, automatic global thresholding and segmentation, which has been applied
to different clinical scenarios involving bimodal MR image analysis [377]. We remind
that medical image segmentation concerns both detection and delineation of anatomical or
physiological structures from the background, distinguishing among the different components
included in the image [331]. This important task allows for the extraction of clinically useful
information and features in medical image analysis [458, 218]. Accordingly, computer-
assisted approaches enable quantitative imaging [122], whose aim is to derive accurate and
objective measurements from digital images regarding a Region of Interest (ROI) [482, 160].
Indeed, image segmentation is still one of the most compelling research areas, especially
in medical image analysis [122]. Accurately delineating the ROIs is a critical task, since
manual segmentation procedures are time-expensive, error-prone, and operator-dependent
(i.e., they do not guarantee results repeatability).

7.1 Image thresholding

The most straightforward unsupervised Pattern Recognition technique for automatic image
segmentation is global thresholding, which generally consists in classifying pixels according
to fixed criteria, usually specified as ranges of intensities [365]. In particular, binarization is
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a segmentation technique that partitions the input image into two classes by considering a
certain intensity threshold value θ . Despite its simplicity, this strategy provides an efficient
and effective segmentation technique, according to the different intensities in the foreground
and background regions of an image. The threshold value θ must be carefully chosen,
considering the features of the image underlying the pixel intensity values. Consequently,
given an image I consisting of M ×N pixels, θ defines two different classes, by dividing
the histogram of the gray levels H into two parts, namely H1 and H2. The pixels in
the image I are partitioned into the two sub-regions R1 =

{
I(x,y) : I(x,y)> θ

}
and R2 ={

I(x,y) : I(x,y)≤ θ
}

, for every x = 1, . . . ,M and y = 1, . . . ,N.
Several literature methods have been proposed to implement adaptive thresholding meth-

ods, able to automatically select a proper value for each analyzed image. The most widespread
algorithms for dynamic thresholding are: the Iterative Optimal Threshold Selection (IOTS)
[359]; the method proposed by Otsu [326]; the Minimum-Error Thresholding (MET) method
conceived by Kittler and Illingworth [230], later extended by Ye and Danielsson [483]. All
these approaches are closely related and strongly rely on images characterized by bimodal
histograms (see, e.g., [477]). In addition, the two populations (i.e., foreground and back-
ground pixels in the case of two-class image segmentation), assumed to be nearly Gaussian
distributions, should be characterized by approximately equal size and variance [241]. When
these assumptions are not satisfied—i.e., the pixel intensity distribution is not approximately
bimodal—the aforementioned algorithms show some limitations. As a matter of fact, the opti-
mal threshold θopt—especially in the case of Otsu’s method—either over- or under-estimates
the ROI, since the computed threshold tends to split the class with larger size and to bias
towards the class with larger variance. Under these conditions, the IOTS method [359, 445]
could provide better results than Otsu’s method [326] when the sizes of the two classes
are highly different [476]. In addition, Medina-Carnicer et al. in [282] showed that these
algorithms often perform poorly with unimodal distributions of gray levels. Moreover, in the
case of images affected by intensity overlap, the IOTS algorithm is less likely to either over-
or under-estimate the threshold, when compared to other techniques selecting a threshold
between the two peaks of the histogram, even if the histogram is not strongly bimodal [406],
in particular when applied to medical images [242].

7.2 MedGA

MedGA is a global enhancement technique able to improve the details of medical images
characterized by an underlying bimodal histogram. Given a medical image wherein a ROI
needs to be enhanced to achieve further analyses, MedGA aims at improving the ROI quality



230 Evolutionary method for the analysis of medical images

(a) (b)

(c) (d)

Fig. 7.1 Examples of input MR images: (a, b) uterine fibroid inside the uterus region; (c, d)
brain tumor inside a ROI bounding region selected by the healthcare operator. The image
regions including the ROIs, defined by the white contour and zoomed at the bottom right of
each sub-figure, are characterized by nearly bimodal histograms.

to facilitate the classification among different neighboring tissues, in order to support both the
interpretation tasks by experienced radiologists and automated image analysis approaches.

The image enhancement carried out by MedGA focuses on the pixels within a sub-
region of the input MRI, called ROI bounding region, including the ROI itself. To be more
precise, starting from an MR image (Figure 7.1), a bounding region that roughly includes
the actual ROI (e.g., the uterus region including uterine fibroids in Figure 7.1a and 7.1b)
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is identified by using either a manual or a computational method. Afterwards, the entire
original MR image is cropped at the smallest rectangular box including the previously
identified ROI bounding region. The pixels included in the rectangular cropped image,
but external to the ROI bounding region, are set to zero (i.e., the black level). By so
doing, an image characterized by a nearly bimodal histogram is obtained. Then, a linear
contrast stretching is applied to the initial full range of gray levels, that is, the ordered
set Lin = [l(min)

in , l(min)
in + 1, . . . , l(max)

in − 1, l(max)
in ] ⊂ N, where l ̸= l′ for any l, l′ ∈ Lin. The

integers l(min)
in and l(max)

in in Lin denote the minimum and maximum non-zero gray levels
of the analyzed image sub-region, respectively. The linear contrast stretching applied
to Lin exploits the extended range of the non-zero gray levels, that is, the ordered set
L′

in = [1, . . . , l(max)
in ]⊂ N, where typically l(min)

in > 1. Note that the zero-padding pixels (i.e.,
the pixels corresponding to the level 0) are not taken into account, and that any element of
Lin is also an element of L′

in. This normalization operation, which employs only values
of gray levels already representable in the initial dynamic range, does not alter the image
content and allows MedGA to process additional intensity levels with respect to the initial
full range Lin, by considering the intensity variability within the analyzed MRI dataset. It
is worth noting that the pre-processing described hereby does not exploit any method that
could affect the actual pictorial content (e.g., spatial or frequency filtering).

7.2.1 Implementation strategy

MedGA exploits a population P of individuals Ci = [Ci(1),Ci(2), . . . ,Ci(n)] (with i = 1, . . . ,
|P|) defined as circular arrays of integer numbers of size n, where n = |L′

in| corresponds
to the number of different gray levels belonging to L′

in identified in the input MR image
(i.e., the gray levels whose frequency is greater than zero in the input MR image). Each
individual Ci ∈ P is randomly initialized by sampling n integer values from the discrete
uniform distribution in L′

in. The n values are then sorted in ascending order so that the
intensity levels Ci( j) (with j = 1, . . . ,n) codified by the individual can be mapped to the
intensity levels of the input MR image (i.e., the gray level frequencies of the input MR image
are assigned to the corresponding intensity levels of the individual). During the initialization
of the individuals, if an integer value is sampled more than once then the frequency values
of the input MR image, corresponding to these gray level intensities, are summed up and
assigned to the same gray level of the individual.

The rationale of MedGA is to process the ordered set L′
in by modifying its gray levels

using a sequence of genetic operators, to obtain a solution characterized by a stronger bimodal
gray level distribution in an output gray-scale range Lout = [l(min)

out , . . . , l(max)
out ] ⊂ N, where

any element of Lout is also an element of L′
in. In such a way, a direct mapping between
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the gray levels of the original image and the final one is defined, so that each gray level in
the original histogram is replaced with the gray level value contained by the same position
in the final best solution Cbest ∈ P. MedGA realizes this global intensity transformation
by improving the separation between H1,i and H2,i, which represent the dark and bright
sub-regions of the histogram Hi encoded by the individual Ci, respectively. To this aim,
MedGA exploits the optimal threshold θopt,i adaptively selected using the IOTS method
[359, 445]. This procedure yields enhanced medical images that better reveal the bimodal
intensity distribution in computer-assisted ROI extraction tasks.

At each iteration of MedGA, a number of individuals properly selected from the current
population are inserted into intermediate populations, and modified by means of crossover
and mutation operators. Note that, at each iteration, each individual Ci belonging to the
current population codifies for an ordered set Lout,i = [Ci(1), . . . ,Ci(n)] = [l(min)

out,i , . . . , l
(max)
out,i ],

which represents a modified gray level distribution of L′
in. In order to simplify the notation,

in what follows we do not explicitly express that, at each iteration, each individual Ci is
(possibly) represented by a different circular array corresponding to Lout .

For the selection of individuals, MedGA exploits a tournament strategy for three main
reasons: (i) the selection pressure can be controlled by setting the tournament size k (with
k ≪ |P|); (ii) the fitness evaluations are performed only on the k individuals selected for
the tournaments, and not on the whole population; (iii) this technique could be easily
implemented on parallel architectures [293].

As shown in Figure 7.2, a single point crossover operator is applied with a given prob-
ability pc to the individuals selected by the tournament strategy and belonging to the first
intermediate population P′. Namely, given two parent individuals Parent1, Parent2 ∈ P′:

1. a crossover point cp is randomly selected from the ordered set [1,2, . . . ,n];

2. if cp > round(n
2), the first offspring is generated using the genes 1, . . . ,cp −hp −1 and

cp, . . . ,n from Parent1, and the genes cp −hp, . . . ,cp −1 from Parent2. Otherwise, it is
generated using the genes cp, . . . ,cp +hp −1 from Parent1, and the genes 1, . . . ,cp −1
and cp +hp, . . . ,n from Parent2;

3. the second offspring is generated changing the Parent1’s genes with those of Parent2
and viceversa.

The two offspring generated by swapping 50% of the values between the two parents are
then inserted into a second intermediate population P′′.

The mutation operator is applied with probability pm to each element Ci( j) ∈ Ci =

[l(min)
out,i , . . . , l

(max)
out,i ] of each individual belonging to P′′, where l(min)

out,i and l(max)
out,i are the mini-
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Fig. 7.2 Representation of the crossover strategy used for generating the first offspring from
two parents Parent1 and Parent2. The second offspring is generated changing the Parent1’s
genes with those of Parent2 and viceversa.

mum and maximum non-zero gray levels encoded by Ci during the current iteration, respec-
tively. In particular, if the gray level intensity encoded in Ci( j) is smaller than the optimal
threshold θopt,i evaluated by IOTS at that iteration for the individual Ci, then an integer is
randomly sampled from the uniform distribution in [l(min)

out,i , . . . ,θopt,i −1]⊂ N to update the
value Ci( j); otherwise, an integer is randomly sampled from the uniform distribution in
[θopt,i, . . . , l

(max)
out,i ]⊂ N to update the value Ci( j).

Finally, to prevent the quality of the best solution from decreasing during the optimiza-
tion, MedGA also exploits an elitism strategy, so that the best individual from the current
population is copied into the next population without undergoing the genetic operators.

Figure 7.3 illustrates the overall procedure of MedGA, by presenting the initialization
phase as well as the flow diagram of the proposed GA for image enhancement. The final
best solution shows the achieved result on MRI data characterized by a bimodal histogram,
emphasizing the two underlying distributions for the subsequent image thresholding phase,
according to the optimal adaptive threshold θopt , computed on the final best solution Cbest ,
by using the simple IOTS algorithm [359, 445].

To evaluate the quality of the individuals throughout the optimization, the fitness function
has been conceived to obtain a bimodal histogram in the gray levels intensities, therefore
facilitating further automated image processing phases. The fitness function F(·) used by
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Fig. 7.3 Workflow of MedGA: the individuals are initialized according to the characteristics of
the input MR image, and processed by the GA. The final best solution of MedGA strengthens
the two underlying distributions in the gray levels intensity characterized by mean values µ1
and µ2 and standard deviations σ1 and σ2, respectively. The two distributions are highlighted
in the plot with blue and green dashed lines.
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MedGA fosters individuals Ci characterized by a histogram with two well separated normal
distributions, having an equal distance from the optimal threshold θopt,i. To this purpose,
at each iteration MedGA estimates, by using the efficient IOTS algorithm [359, 445], the
mean values µ1,i and µ2,i of the two components H1,i and H2,i of the histogram Hi, encoded
by each individual Ci, according to the current optimal threshold θopt,i. Afterwards, at each
iteration the fitness function of every individual Ci is calculated as follows:

F(Ci) = τ1 + τ2 + τ3, where:

τ1 =
∣∣2 ·θopt,i −µ1,i −µ2,i

∣∣ ,
τ2 =

∣∣ω1,i −3σ1,i
∣∣ ,

τ3 =
∣∣ω2,i −3σ2,i

∣∣ .
(7.1)

The terms ω1,i =
1
2(θopt,i − min

j∈{1,...,n}
{Ci( j)}) and ω2,i =

1
2( max

j∈{1,...,n}
{Ci( j)}−θopt,i) corre-

spond to the half width of H1,i and H2,i, respectively, while σ1,i and σ2,i are the standard
deviations of H1,i and H2,i, respectively. The three terms of the fitness function F(·) coop-
erate together to achieve the desired image enhancement: τ1 aims at maintaining the mean
values µ1,i and µ2,i equidistant from the yielded optimal threshold θopt,i, while τ2 and τ3 are
designed to force the sub-histograms H1,i and H2,i to approximate normal distributions.

We exploit the empirical property of normal distributions related to the coverage proba-
bility with respect to the standard deviation. To be more precise, we consider the so-called
3-σ rule, which states that approximately 99.73% of the values lie within 3σ according to:
Pr(µ −3σ ≤ X ≤ µ +3σ) ≈ 0.9973, where µ , σ and X represent the mean, the standard
deviation and an observation from a normally distributed random variable, respectively.

Two examples of image enhancement results, achieved by MedGA on a uterine fibroid
and on a brain tumor, are shown in Figures 7.4 and 7.5, respectively. In the case of uterine
fibroids, MedGA enhances the input MR image by making fibroid regions more uniform
and with sharper edges in terms of both visual human perception and automated image
segmentation. The histogram in Figure 7.4d points out that the output image is characterized
by a more defined bimodal distribution compared to the initial image (Figure 7.4b), which
presents approximately a trimodal gray level distribution. In the case of brain tumors, MedGA
enhances the underlying bimodal distribution related to contrast-enhancing tumoral tissue
and brain healthy tissues on CE-MR images. This visual achievement is endorsed by the
histogram of the enhanced image (see Figure 7.5d) that shows two more distinct peaks with
respect to the initial gray level distribution (see Figure 7.5b).

It is worth noting that, in the case of further automated analysis, ROI pixel classification
can be carried out by means of a basic threshold-based segmentation approach, since MR
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Fig. 7.4 Enhanced image obtained by MedGA on an example of uterine fibroid (size: 89×70
pixels): (a) normalized input image using linear contrast stretching on the initial full range of
the masked MR image; (c) resulting image after the application of the pre-processing using
MedGA. The histograms corresponding to the sub-images in (a) and (c) are shown in (b) and
(d), respectively. The final histogram emphasizes the two underlying distributions in the gray
levels intensity characterized by mean values µ1 and µ2, and standard deviations σ1 and σ2,
respectively. The two distributions are highlighted with blue and green dashed lines.

images enhanced with MedGA reveal a more precise separation between the two (possibly
overlapping) sub-distributions in the histogram. Accordingly, MedGA allows for dealing
with image histograms that do not meet the assumptions imposed by thresholding techniques,
regarding bimodal histograms composed of two nearly Gaussian distributions with almost
equal size and variance [477]. Indeed, MedGA enhances the image thresholding results on
MRI data, as shown in Figure 7.3, where the final best solution improves the underlying
bimodal nature of the input histogram.

A sequential and a parallel version of MedGA have been implemented. The sequential
version has been entirely developed using the Python programming language (version
2.7.12), while the parallel version is based on a Master-Slave paradigm employing mpi4py,
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Fig. 7.5 Enhanced image obtained by MedGA on an example of brain tumor (size: 21×21
pixels): (a) normalized input image using linear contrast stretching on the initial full range of
the masked MR image; (c) resulting image after the application of the pre-processing using
MedGA. The histograms corresponding to the sub-images in (a) and (c) are shown in (b) and
(d), respectively. The final histogram emphasizes the two underlying distributions in the gray
levels intensity characterized by mean values µ1 and µ2 and standard deviations σ1 and σ2,
respectively. The two distributions are highlighted in the plot with blue and green dashed
lines.

which provides bindings of the Massage Passing Interface (MPI) specifications for Python
to leverage High-Performance Computing (HPC) resources [98].

7.3 Evaluation metrics and data

7.3.1 Image enhancement metrics

In this section, we recall the definition of the metrics typically used to evaluate image
enhancement approaches, which will be exploited to assess the performance of MedGA.
These metrics are essential to quantitatively evaluate the effects of image enhancement
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techniques, since measuring the “quality” of an image might be strongly subjective. In
particular, we benefit here from the metrics considered in [188] to assess the capability of
image enhancement approaches in improving contrast, details and human visual perception.

Let Iorig and Ienh be the original input image and the enhanced image, respectively,
consisting in M rows and N columns. Considering that the range of gray levels of the
output image Lout = [l(min)

out , . . . , l(max)
out ] could be different from the original range Lin =

[l(min)
in , . . . , l(max)

in ], as a first step before computing the metrics we remap the output pixel
intensities (i.e., the gray levels) into the original range, as follows:

Ĩenh(a,b) =
(Ienh(a,b)− l(min)

out ) · (l(max)
in − l(min)

in )

(l(max)
out − l(min)

out )
+ l(min)

in , (7.2)

where a = 1, . . . ,M and b = 1, . . . ,N. Note that we actually consider the extended range L′
in

for Iorig, as explained in Section 7.2.
The Peak Signal-to-Noise Ratio (PSNR) denotes the ratio between the maximum possible

intensity value of a signal and the distortion between the input and output images:

PSNR = 10 · log10

(l(max)
in )2

MSE

= 20 · log10

 l(max)
in√
MSE

 , (7.3)

where MSE = 1
M×N ∑

M
a=1 ∑

N
b=1

∥∥Iorig(a,b)− Ĩenh(a,b)
∥∥2 is the Mean Squared Error (MSE),

which allows us to compare the pixel values of Iorig to those of Ĩenh.
Furthermore, the PSNR is usually expressed in terms of the logarithmic Decibel scale.

With regard to our application, we employ only a limited portion of the full dynamic range of
the 16-bit images (see Section 7.2); we thus use as the largest possible value the maximum
intensity value present in the original image (i.e., l(max)

in = max{Lin}= max{L′
in}) instead

of the maximum representable value in a 16-bit image (i.e., 216 −1 = 65,535).
In [297], the authors stated that good contrast and enhanced images are characterized

by high numbers of edgels (i.e., pixels belonging to an edge), and that an enhanced image
should have a higher intensity of the edges, compared to its non-enhanced counterpart [381].
Therefore, a good enhancement technique should yield satisfactory results in the case of
standard vision processing tasks, such as segmentation or edge detection [411]. Here, to
evaluate image enhancement of MRI data, we employ the method proposed by [63], which is
a highly reliable and mathematically well-defined edge detector. This approach deals with
weak edges and accurately determines edgels, by applying a double threshold (to identify
potential edges) and a hysteresis-based edge tracking. Let MCanny be the edge map yielded
by the Canny’s edge detector, which is a binary image wherein only edgels are set to 1. The
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number of detected edges (#DE) in MCanny is computed as:

#DE =
M

∑
a=1

N

∑
b=1

MCanny(a,b). (7.4)

An additional metrics, called Absolute Mean Brightness Error (AMBE) [80, 20], can be
employed to measure the brightness preservation of the enhanced image:

AMBE =

∣∣E[Iorig]−E[Ĩenh]
∣∣

L
, (7.5)

where E[·] denotes the expected (mean) value of a gray level distribution. AMBE is normalized
in [0,1], divided by L = l(max)

in − l(min)
in , which is the dynamic range of the input gray-scale

(in our case, L′
in). Note that low values of AMBE denote that the mean brightness of the

original image is preserved.
Finally, we consider an alternative quality metrics called Structural Similarity Index

(SSIM) [463], used to assess the image degradation perceived as variations in structural
information [47]. The structural information defines the attributes that represent the structure
of objects in the image, independently of the average luminance and contrast. In particular,
local luminance and contrast are taken into account since overall values of luminance and
contrast can remarkably vary across the whole image. SSIM is based on the degradation of
structural information—assuming that human visual perception is highly adapted for extract-
ing structural information from a scene—and compares local patterns of pixel intensities.
As a matter of fact, natural image signals are highly structured, since pixels are strongly
dependent on each other, especially those close by. These dependencies convey important
information about the structure of the objects in the viewing field. Let X and Y be the Iorig

and Ienh image signals, respectively; SSIM combines three relatively independent terms:

• the luminance comparison l(X,Y) = 2µXµY+κ1
µ2

X+µ2
Y+κ1

;

• the contrast comparison c(X,Y) = 2σXσY+κ2
σ2

X+σ2
Y+κ2

;

• the structural comparison s(X,Y) = σXY+κ3
σXσY+κ3

;

where µX, µY, σX, σY, and σXY are the local means, standard deviations, and cross-
covariance for the images X and Y, while κ1,κ2,κ3 ∈ R+ are regularization constants
for luminance, contrast, and structural terms, respectively, exploited to avoid instability in
the case of image regions characterized by local mean or standard deviation close to zero.
Typically, small non-zero values are employed for these constants; according to [463], an
appropriate setting is κ1 = (0.01 ·L)2, κ2 = (0.03 ·L)2, κ3 = κ2/2, where L is the dynamic
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range of the pixel values in Iorig (represented in L′
in). SSIM is then computed by combining

the components described above:

SSIM = l(X,Y)α · c(X,Y)β · s(X,Y)γ , (7.6)

where α , β , γ > 0 are weighting exponents. As reported in [463], if α = β = γ = 1 and
κ3 = κ2/2, the SSIM becomes:

SSIM =
(2µXµY +κ1)(2σXY +κ2)(

µ2
X +µ2

Y +κ1
)(

σ2
X +σ2

Y +κ2
) . (7.7)

SSIM generalizes the Universal Quality Index (UQI), defined in [462], which is obtained by
setting κ1 = κ2 = 0, and yields unstable results when either

(
µ2

X +µ2
Y

)
or
(

σ2
X +σ2

Y

)
tends

to zero. Notice that the higher the SSIM value, the higher the structural similarity, implying
that the enhanced image Ienh and the original image Iorig are quantitatively similar.

7.3.2 Image segmentation metrics

Hereafter, the used spatial overlap-based and distance-based metrics for medical image
segmentation evaluation are defined, according to the formulations given in [423]. These
evaluation metrics aim at quantifying the accuracy of a computer-assisted segmentation
method against a gold-standard delineation, as described in [490].

Spatial overlap-based metrics

In order to perform a fair comparison with respect to the real measurement and to quantify
the area or the volume of the segmented object in the treatment phase, it is mandatory to
calculate several spatial overlap-based metrics. These metrics are calculated considering the
gold-standard regions obtained in a manual way by an expert (RG), and the automatically
segmented regions (RS) performed by a computational method, in terms of sample sets
composed of pixels (2D) or voxels (3D). Let IMRI be the entire input MR image, including
all possible segmented regions, and considering the confusion matrix, true positive (TP),
false positive (FP), false negative (FN), and true negative (TN) regions are defined as:
RT P = RS ∩RG, RFP = RS −RG, RFN = RG −RS, and RT N = IMRI −RG −RS, respectively.
We used the following spatial overlap-based metrics:

• Dice Similarity Index (or Sørensen-Dice coefficient) is the most significant measure to
estimate the accuracy in medical image segmentation and is highly dependent on the
size of the compared regions (the higher the value, the better the segmentation results)
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[494]:

DSI =
2 ·|RT P|

|RS|+|RG|
·100%; (7.8)

• Sensitivity, as known as True Positive Ratio (TPR), detects the correct detection ratio,
that is, the area of the automatic segmentation that includes the area of the manually
segmented region (high values imply good segmentation results):

SEN = T PR =
|RT P|

|RT P|+|RFN |
·100%; (7.9)

• Specificity quantifies the ability of the automated method to exclude wrong regions
in the segmented ROI. This statistical measure is usually defined as True Negative
Ratio (TNR) in binary classification and indicates the portion of background pixels
correctly identified by the automatic segmentation with respect to the gold-standard
RT , according to (7.10):

T NR =
|RT N |

|RT N |+|RFP|
·100%. (7.10)

However, this formulation is ineffective when unbalanced data (i.e., the ROI is very
small with respect to the whole image) are analyzed. Consequently, we decided to use
the definition given in (7.11):

SPC =

(
1−|RFP|

|RS|

)
·100%, (7.11)

where |RFP|
|RS| is the incorrect fraction of the ROI included by the automatic procedure

(high values of SPC mean good segmentation result).

Spatial distance-based metrics

Generally, the quality of a segmentation method cannot be evaluated by calculating area-
based metrics only. In clinical practice, one of the primary objectives of ROI segmentation
is to achieve a precise boundary tracing. In such a case, the distance between the ROI
boundaries generated by the automatic approach and those manually contoured by an expert
physician (i.e., the gold-standard) must be measured. Accordingly, to take into account
the spatial position of the voxels, distance-based metrics are highly recommended. We
define G = {ga : a = 1,2, . . . ,A} as the set of vertices composing the ground truth, and
S = {sb : b = 1,2, . . . ,B} the set of vertices forming the automatically generated boundaries.
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We calculate the distance between an element of the set S, representing a segmented ROI,
and the set G as follows:

d(sb,G) = min
a∈{1,2,...,A}

∥sb −ga∥, (7.12)

where ∥sb −ga∥ corresponds to the Euclidean distance between two points in a 2D space.
Now, we can define the main three measures based on the distance of points and indepen-

dent of region size:

• Mean Absolute Distance (MAD) measures the average error between the boundaries of
the target ROI and the automatic one in the segmentation process:

MAD =

B
∑

b=1
d(sb,G)

N
; (7.13)

• Maximum absolute Distance (MaxD) represents the maximum difference between the
ROI boundaries of the regions RA and RT :

MaxD = max
b∈{1,2,...,B}

{d(sb,G)}; (7.14)

• Hausdorff Distance (HD) measures the extent between the set of vertices S and G,
corresponding to the boundaries of regions RS and RG, respectively. It is defined as:

HD = max{h(G,S),h(S,G)}, (7.15)

where h(G,S) = max
g∈G

{
min
s∈S

{d(g,s)}
}

, h(S,G) = max
s∈S

{
min
g∈G

{d(s,g)}
}

, and d(g,s) is

the Euclidean distance in an n-dimensional Euclidean space Rn.

In order to make these metrics independent on the spatial resolution of different datasets (i.e.,
pixel spacing), they are expressed in pixels. Accordingly, higher values of such distances
imply a bigger segmentation error, since the distance between boundaries is measured.

7.3.3 MRI data

Uterine fibroids

Eighteen patients affected by symptomatic uterine fibroids who underwent Magnetic Reso-
nance guided Focused Ultrasound Surger (MRgFUS) therapy [362] were considered. The
total number of the examined fibroids was 29, overall represented on 163 MR slices, since
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some patients presented a pathological scenario with multiple fibroids. The analyzed images
were acquired using a Signa HDxt 1.5 T MRI scanner (General Electric Medical Systems,
Milwaukee, WI, USA) at two different institutions. These MRI series were acquired after
the MRgFUS treatment, executed with the ExAblate 2100 (Insightec Ltd., Carmel, Israel)
HIFU equipment. The considered MR slices were scanned using the T1-weighted (T1w)
“Fast Spoiled Gradient Echo + Fat Suppression + Contrast mean” (FSPGR+FS+C) sequence.
This MRI protocol is usually employed for Non-Perfused Volume (NPV) assessment, since
ablated fibroids appear as hypo-intense areas due to low perfusion of the contrast mean [291].
Sagittal MRI sections were processed, in compliance with the current clinical routine for
therapy response assessment [291]. In current clinical practice, the NPV evaluation procedure
is fully manual [375]. Two uterine fibroid MR slices are depicted in Figures 7.1a and 7.1b.

Brain metastatic tumors

Twenty-seven brain metastases treated using a Leksell Gamma Knife (Elekta, Stockholm,
Sweden) stereotactic neuro-radiosurgical device [251] were processed, for a total of 248
MR slices. All the available MRI datasets were acquired on a Gyroscan Intera 1.5 T MR
Scanner (Philips Medical System, Eindhoven, the Netherlands), before treatment, for the
planning phase. In current radiation therapy practice, Gamma Knife treatments are planned
manually by a neurosurgeon on MRI alone, by typically using T1w Fast Field Echo (T1w
FFE) CE-MRI sequences [372, 376]. Thanks to the Gadolinium-based contrast agent, brain
lesions appear as enhanced hyper-intense zones. Sometimes a dark area might be present due
to either edema or necrotic tissues [372, 374]. Two representative instances of brain tumors
are shown in Figures 7.1c and 7.1d.

7.4 Results

This section presents the experimental results achieved by MedGA. We first analyzed the
performance of MedGA by varying the parameter settings of the GA underlying our method-
ology; we then compared it against the most common and popular image enhancement
techniques in the image processing field (see [165] for additional details). Finally, we de-
scribe the integration of MedGA as pre-processing step into a segmentation pipeline and the
achieved results.

The performance of MedGA were compared against the following image enhancement
techniques:
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Fig. 7.6 Plots of the implemented global non-linear intensity transformations for image
enhancement: (a) Gamma Transformation; (b) Sigmoid intensity Transformation. We report
on the x-axis the input intensity range [l(min)

in , . . . , l(max)
in ], and on the y-axis the output intensity

range [l(min)
out , . . . , l(max)

out ].

• Histogram Equalization (HE) [331, 180], which adjusts pixel intensities for contrast
enhancement according to the normalized histogram of the original image Iorig. With
HE, gray levels are more uniformly distributed on the histogram, by spreading the
most frequent intensity values;

• Bi-Histogram Equalization (Bi-HE) [227]—a modification of the traditional HE—that
addresses issues concerning mean brightness preservation;

• Gamma Transformation (GT), which is a non-linear operation using the power-law
relationship s(r) = crγ , where r and s are the input and the output gray-scale values,
respectively, and c is a multiplication constant (c = 1 in the following tests). The
parameter γ is set to values greater than 1 (i.e., decoding gamma) to obtain a gamma
expansion, or to values smaller than 1 (i.e., encoding gamma) to realize a gamma
compression (see Figure 7.6a). In our tests we considered the values γ = 0.4 and
γ = 2.5, as higher (lower) values of γ tend to logarithmic (anti-logarithmic) functions,
resulting in an excessively bright (dark) output image, unsuitable for practical medical
applications [144];



7.4 Results 245

• Sigmoid intensity Transformation (ST) function (Figure 7.6b), also called S-shaped
curve, which is a global non-linear mapping defined as follows:

s(r) =
l(max)
in

1+ exp
(
−λ (r−α)

) , (7.16)

where l(max)
in = max{Lin}= max{L′

in} is the asymptotic maximum value of the func-

tion, α = 1
2

(
l(max)
in − l(min)

in

)
is the midpoint value, and λ defines the function steepness.

This transformation stretches the intensity around the level α , by making the hypo-
intense histogram part darker and the hyper-intense histogram part brighter. Thus,
the difference between the minimum and maximum gray values and the gradient
magnitude of the image are increased, obtaining strong edges [144]. In our tests, we
used sigmoid functions that allow for considering the entire input dynamic range, by
varying the curve slope with the values λ ∈

{
4
α
, 6

α
, 8

α

}
.

7.4.1 GA setting analysis

To analyze the performance of MedGA and identify the best settings for the image en-
hancement problem, we considered a calibration set consisting of 80 medical images
randomly selected from the available fibroid MRI data, and we varied the settings of
MedGA used throughout the optimization process, that is: (i) the size of the population
|P| ∈ {50,100,150,200}; (ii) the crossover probability pc ∈ {0.8,0.85,0.9,0.95,1.0}; (iii)
the mutation probability pm ∈ {0.01,0.05,0.1,0.2}; (iv) the size of the tournament selection
strategy k ∈ {5,10,15,20}. In all tests MedGA was run for T = 100 iterations. Each MedGA
execution was performed by varying one setting at a time, for a total of 320 different settings
tested and a total number of 320×80 = 25600 MedGA executions.

The results of these tests highlighted that, for each value of |P|, the best settings in terms
of fitness values achieved are:

1. |P|= 50, pc = 0.85, pm = 0.01, k = 15;

2. |P|= 100, pc = 0.9, pm = 0.01, k = 20;

3. |P|= 150, pc = 0.85, pm = 0.01, k = 20;

4. |P|= 200, pc = 0.85, pm = 0.01, k = 20.

Figure 7.7 reports the comparison of the performance achieved by MedGA with these settings,
where the Average Best Fitness (ABF) was computed by taking into account, at each iteration
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Fig. 7.7 Comparison of the ABF achieved by MedGA with the best parameterizations
found for each value of |P| tested here. The average was computed over the results of the
optimization of 80 MR images.

of MedGA, the fitness value of the best individuals over the 80 optimization processes. It
is clear from the plot that, despite the final ABF values are comparable in all settings, the
convergence speed increases with the size of the population, as well as the running time
required by MedGA; therefore, to choose the best settings, we analyzed the computational
performance concerning the 4 tests listed above.

Considering that an MRI series related to a single patient contains on average 10 slices
with ROI fibroids, we tested the clinical feasibility of MedGA by calculating the total
execution time for enhancing 10 randomly chosen MR images. For what concerns the tests
1-4 described above, the executions lasted on average 672.12 s, 1290.15 s, 1987.8 s, and
2669.74 s, respectively, for the optimization of the same batch of 10 images running on
a single-core of the Intel® Xeon® E5-2440 CPU with 2.40 GHz clock frequency (16 GB
RAM and CentOS 7 operating system) of one node of the Advanced Computing Center for
Research and Education (ACCRE) at Vanderbilt University, Nashville, TN, USA. On the
other hand, by exploiting the 6 cores of the same CPU to execute the parallel version of
MedGA, we achieved up to 3.6× spped up with respect to the sequential version. The results
achieved using the parallel version of MedGA confirm the importance of HPC solutions
in the field of real healthcare environment to obtain clinically feasible outcomes, that is,
enhancing MR images in reasonable time for medical imaging practice.
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Taking into account both the performance of MedGA in terms of ABF and the running
time required to process 80 images, we selected the parameter settings |P|= 100, pc = 0.9,
pm = 0.01, k = 20 as the best trade-off characterized by a good convergence speed and an
adequate running time (for this specific application), and we exploited this configuration for
all tests reported and discussed in the following sections.

7.4.2 Enhancement results

In order to achieve a comprehensive comparison between MedGA and the other pre-
processing techniques listed above, we exploited the entire set of MRI data consisting
in 18 patients affected by uterine fibroids and 27 brain metastatic cancers.

Tables 7.1 and 7.2 show the enhancement/pre-processing results achieved by each method
on the uterine fibroid and brain tumor MRI datasets, respectively, by using the metrics
reported in Section 7.3.1.

Considering the results in Table 7.1, HE over-enhances the processed uterine fibroid MR
images, as denoted by the highest mean #DE value, while Bi-HE allows for the preservation of
the mean brightness, as also indicated by the lower mean value of AMBE. For what concerns
the other techniques, on the one hand, GT with γ = 0.4 yields better results compared to GT
with γ = 2.5, especially in the case of the SSIM; on the other hand, all metrics related to
the tested ST functions show that their performances decrease as the value of λ increases.
This phenomenon is related to the rapid variation characterizing the highest values of λ ,
which do not allow for taking into consideration the existing dependency among the pixels,
especially those in the neighborhood. As it can be observed in Figures 7.10 and 7.11, MedGA
strengthens the ROI edges by enhancing details and features useful for image binarization;
this result confirms, from a qualitative perspective, the quantitative results presented above.
From an overall view of the metrics values, we can claim that the approaches obtaining the
highest values of the #DE measure (i.e., HE and GT with γ = 2.5) could imply a considerable
over-enhancement of the output image, according to the other image quality metrics.

The results on brain tumor MRI data reported in Table 7.2 show a slightly different trend,
also due to the small size of the pre-processed cropped sub-images. As a first evidence, both
GTs do not preserve the input mean brightness considering the AMBE measure. Interestingly,
GT with γ = 2.5 and γ = 0.4 achieve the highest and the lowest #DE values, respectively.
Bi-HE strongly improves the enhancement metrics obtained by HE, by generally reporting
the best results. Consistently with the metrics calculated on uterine fibroid MRI data, all the
results concerning ST functions get worse when the value of λ increases. The highest SSIM
mean value is achieved by Bi-HE, revealing the best structural information, even though
MedGA obtains the best signal quality in terms of PSNR mean values.
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Table 7.1 Values of the image enhancement evaluation metrics achieved by MedGA and the
other implemented approaches on the uterine fibroid MRI series. The experimental results
are calculated on the MRI dataset with 18 patients affected by uterine fibroids and expressed
as mean and standard deviation values. Numbers in bold indicate the best value for each
measure achieved by the implemented methods.

Method
PSNR #DE AMBE SSIM

Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. Mean Std. Dev.
HE 30.994 1.949 975.465 475.951 0.085 0.029 0.859 0.044

Bi-HE 31.880 2.046 907.177 415.703 0.038 0.020 0.907 0.032
GT γ = 0.4 30.194 2.170 717.555 401.186 0.212 0.019 0.823 0.024
GT γ = 2.5 29.952 2.127 965.012 380.967 0.261 0.012 0.586 0.075
ST λ = 4/α 33.971 1.874 872.594 396.016 0.040 0.014 0.880 0.023
ST λ = 6/α 32.286 1.975 869.032 378.277 0.060 0.021 0.715 0.056
ST λ = 8/α 31.353 2.029 841.420 348.674 0.073 0.025 0.613 0.070

MedGA 37.366 2.347 866.604 409.604 0.033 0.011 0.928 0.025

Table 7.2 Values of the image enhancement evaluation metrics achieved by MedGA and
the other implemented approaches on the brain tumor MRI series. The experimental results
are calculated on the MRI dataset composed of 27 brain tumors and expressed as mean and
standard deviation values. Numbers in bold indicate the best value for each measure achieved
by the implemented methods.

Method
PSNR #DE AMBE SSIM

Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. Mean Std. Dev.
HE 34.215 1.447 38.779 21.287 0.124 0.049 0.756 0.112

Bi-HE 36.758 1.718 44.923 26.252 0.042 0.024 0.932 0.021
GT γ = 0.4 33.193 0.841 21.271 18.467 0.229 0.020 0.713 0.065
GT γ = 2.5 33.520 1.113 45.119 27.444 0.229 0.028 0.457 0.096
ST λ = 4/α 36.812 0.923 43.574 27.307 0.055 0.019 0.848 0.048
ST λ = 6/α 35.270 0.942 43.779 26.492 0.079 0.028 0.645 0.105
ST λ = 8/α 34.435 0.991 44.072 26.508 0.090 0.034 0.543 0.121

MedGA 37.751 1.990 43.534 22.598 0.079 0.039 0.881 0.053

These findings are also corroborated by a visual inspection of Figures 7.10 and 7.11,
where the enhanced images using HE and GT with γ = 2.5 present an inadequate appearance
for image observation and interpretation. Overall, these results highlight that MedGA
significantly outperforms the conventional image enhancement approaches in terms of
signal quality and perceived structural information in the images, while preserving the input
mean brightness. As a matter of fact, in both MR image analysis applications, MedGA
remarkably achieves the highest PSNR mean values with respect to the state-of-the-art
methods, generally involving the highest signal quality. Concerning the other enhancement
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Original HE Bi-HE GT =0.4 GT =2.5 ST =4/ ST =6/ ST =8/ MedGA

(a)

(b)

Fig. 7.8 Examples of enhancement achieved on medical images of uterine fibroids by HE,
Bi-HE, GT (with γ ∈ {0.4,2.5}), ST (with λ ∈

{
4/α,6/α,8/α

}
) and MedGA, compared

with the original input MR image.

techniques, we observe that Bi-HE achieves better performance with respect to HE, while
increasing the values of γ and λ corresponds to a degradation of the performances of GT and
ST, respectively.

7.4.3 Segmentation pipeline

Image enhancement techniques can facilitate the user interpretation of an image as well
as improve the automated image understanding. Considering that achieving an effective
MR image segmentation is an important processing goal [411], the enhanced images after
applying MedGA are here segmented using the IOTS algorithm [359, 445], which is the
simplest automated segmentation approach. To this aim, we developed two slightly different
post-processing pipelines to refine the results achieved by this efficient adaptive thresholding
technique (see Figure 7.9). These post-processing steps, here applied to perform uterine
fibroid and brain tumor segmentation are described in what follows. MedGA is able to
enhance images in segmentation tasks involving both hyper- and hypo-intense ROIs in CE-
MR images, also dealing with data unbalanceness (i.e., the number of foreground pixels is
either much higher or lower than the number of background pixels).

Uterine fibroid segmentation

Firstly, uterus region delineation is required. This task can be accomplished manually by the
user or automatically by means of computational methods to reduce operator-dependency, as
described in [292]. ROIs are represented by tissues with low contrast mean absorption (i.e.,
NPV), thus the pixels with lower values with respect to the achieved threshold are yielded in
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Fig. 7.9 Flow diagram of the proposed pipeline that integrates MedGA as a pre-processing
step for MR image segmentation based on the efficient IOTS algorithm [359, 445]. Note
that two slightly different post-processing pipelines were developed for (a) uterine fibroids
and (b) brain tumors. Gray and black data blocks denote MR gray-scale images and binary
masks, respectively.
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the binarized MR image. However, segmentation approaches have to take into account NPV
inhomogeneities, due to sonication spots during the MRgFUS treatment.

The used post-processing refinement steps are the following (Figure 7.9a):

1. morphological opening with a circular structuring element (2-pixel radius) to separate
possible loosely connected hypo-intense regions;

2. some regions at the boundary of the uterus bounding region mask could present similar
intensity values to gray levels characterizing fibroid regions, so being included in
the thresholding output. To eliminate this ambiguity, it is appropriate to apply a
morphological erosion (with a circular structuring element of 5-pixel radius) to the ROI
binary mask, and then the logical pixel-by-pixel product (i.e., Hadamard multiplication)
with the image resulting from the previous step is performed;

3. a hole filling algorithm is necessary to deal with possible holes in fibroid regions also
due to non-uniform distribution of ablated tissue caused by sonication spots;

4. segmentation is further improved through a connected-component labeling based
operation by removing objects that are smaller than a certain area (i.e., 120 pixels) and
characterized by similar intensity with respect to the fibroids to be treated, because
there may be regions or artifacts caused by very small dark areas;

5. some lengthened connected-component with sufficiently large area could be present
(i.e., due to other anatomical structures or to acquisition artifacts). Fibroids, in fact,
present a spherical or semi-spherical shape [452] that can be denoted by means of
the parameters of the various connected-components. This connected-component
based selection considers the eccentricity (that is, the ratio between the foci distance
related to an ellipse and its own major axis length) and the extent (that is, the ratio
between the pixels belonging to the region and the bounding box pixels) of the detected
regions. Specifically, experimental reference values to discern fibroids from the rest of
connected-components are: 0.3 ≤ extent < 0.8 and 0.0 ≤ eccentricity < 0.8, according
to [292]. Lastly, any connected-component, which has passed the shape-based control
and whose centroid distance is more than a given upper limit (i.e.,

√
M2+N2

3 ) from the
MR image center, is removed.

Brain tumor segmentation

The accurate and reproducible measurement of tumor size and its changes over time is crucial
for diagnosis, treatment planning, as well as monitoring of response to oncologic therapy
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for brain tumors [283]. As a preliminary step, the user has to interactively select a bounding
region that includes the tumor zone (by means of a free-hand “lasso” tool). Since the areas to
segment are enhancement regions, the pixels that have higher intensities than the threshold
are selected during the image binarization phase. Brain metastatic cancers may contain also
necrotic cores, which could affect the achieved enhancement region segmentation. Therefore,
some refinement steps are useful to cope with this situation.

The used post-processing pipeline is described in the following (see Figure 7.9b):

1. hole filling algorithm to consider also necrotic areas;

2. adaptive post-processing steps based on the size of the input image, consisting in small
area removal (considering 4-connectivity) with minimum threshold equal to 30 pixels
on images with size greater than 300 pixels, or 10 pixels otherwise;

3. to allow also for large bounding regions, shape-based selection is applied in the case of
at least two connected-components, according to: extent≥ 0.6 and 0.0≤ eccentricity<
0.8 (see [376]). However, when a single connected-component is present, these controls
are avoided;

4. brain metastases have a pseudo-spherical appearance [14], therefore a convex hull
algorithm is employed to envelope the segmented lesion into the smallest convex
polygon containing this region.

7.4.4 Medical image segmentation results

Figures 7.10 and 7.11 show two examples of uterine fibroid and brain tumor MR images,
respectively, which were pre-processed by means of the comparison methods and segmented
using the processing pipelines described above.

The quantitative segmentation results achieved by using the pipeline in Figure 7.9a,
employing the different pre-processing approaches, on the analyzed MRI dataset composed
of 18 patients affected by uterine fibroids are depicted in the boxplots in Figure 7.12, reporting
both overlap-based and distance-based metrics values. Analogously, the boxplots concerning
the segmentation results, achieved by using the pipeline in Figure 7.9b on the analyzed MRI
dataset consisting in 27 brain metastases, are shown in Figure 7.13.

In the literature, it has been shown that a DSI above 70% is generally regarded as a
satisfactory level of agreement between two segmentations (i.e., manual and automated
delineations) in clinical applications [492]. Since the MR image segmentation methods
obtain a DSI appreciably higher than 70% regardless the pre-processing technique, we can
consider that the processing pipelines in Figures 7.9 are clinically valuable, thus allowing for
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Original HE Bi-HE GT =0.4 GT =2.5 ST =4/ ST =6/ ST =8/ MedGA

(a)

(b)

Fig. 7.10 Segmentation results achieved on the uterine fibroids in Figures 7.1a and 7.1b
by the processing pipeline in Figure 7.9a exploiting the implemented image enhancement
approaches (namely: HE, Bi-HE, GT γ = 2.5, GT γ = 0.4, ST λ = 4/α , ST λ = 8/α and
ST λ = 6/α) and the MedGA.

Original HE Bi-HE GT =0.4 GT =2.5 ST =4/ ST =6/ ST =8/ MedGA

(a)
Original HE Bi-HE GT =0.4 GT =2.5 ST =4/ ST =6/ ST =8/ MedGA

(b)

Fig. 7.11 Segmentation results achieved on the brain tumors in Figures 7.1c and 7.1d by
the processing pipeline in Figure 7.9b by exploiting the implemented image pre-processing
approaches (namely: HE, Bi-HE, GT γ = 2.5, GT γ = 0.4, ST λ = 4/α , ST λ = 8/α and
ST λ = 6/α) and the MedGA.

a fair comparison on segmentation performance among the state-of-the-art pre-processing
algorithms.

In both cases, the segmentation results concerning the images pre-processed using
MedGA achieved the highest mean and median DSI values, with low standard deviation.
GT with γ = 0.4 and Bi-HE obtained the second best performances for uterine fibroid and
brain tumor MR image segmentation, respectively. So, we can claim that MedGA shows the
highest accuracy and reliability in the two considered MRI analysis tasks. This evidence is
also confirmed by the boxplots, where the distributions for MedGA present significantly less
than 10% outliers in all the overlap-based metrics, thus evidencing extremely low statistical
dispersion. As a matter of fact, MedGA is the only technique that significantly supports the
IOTS algorithm in dark (i.e., uterine fibroid NPV) and bright (i.e., brain tumor enhancement
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Fig. 7.12 Boxplots of overlap-based and distance-based metrics (left and right columns,
respectively) obtained on the MRI dataset composed of 18 patients with uterine fibroids
who underwent MRgFUS treatment. The lower and the upper bounds of each box represent
the first and third quartiles of the statistical distribution, respectively. The median (i.e., the
second quartile) and the mean values are represented by a black solid line and a red star,
respectively. Whisker value is 1.5 in all cases and outliers are displayed as black diamonds.

region) ROI extraction. In agreement with the image enhancement results discussed in
Section 7.4.2, GT with γ = 0.4 considerably outperforms GT with γ = 2.5. The decreasing
trend, related to ST when the value of λ increases, is also confirmed. ST with λ = 4/α

achieved good results in both cases. Brain tumor MR images pre-processed by means of HE
achieved low DSI values, but better results are obtained on uterine fibroid MR segmentation
with respect to Bi-HE. Overall, the achieved segmentation performance shows the great
accuracy and reliability of the proposed EC-based computational model. Considering SEN
and SPC, MedGA yielded the best trade-off between these two often conflicting measures
that should be always considered and combined together. These metrics reveal that the other
techniques could involve over- or under-segmentation.

The achieved spatial distance-based indices are consistent with overlap-based metrics,
also observing the corresponding boxplots shown in Figures 7.12 and 7.13. Hence, MedGA
allows also for accurate results in terms of distance between the automated and the manual
boundaries. It is worth noting that, generally, the boxplots pertaining to MedGA results
present the lowest statistical dispersion (in terms of box width and number of outliers), which
implies a lower standard deviation with respect to the conventional techniques. Therefore,
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Fig. 7.13 Boxplots of overlap-based and distance-based metrics (left and right columns,
respectively) obtained on the MRI dataset composed of 27 brain metastatic tumors underwent
stereotactic neuro-radiosurgery. The lower and the upper bounds of each box represent the
first and third quartiles of the statistical distribution, respectively. The median (i.e., the
second quartile) and the mean values are represented by a black solid line and a red star,
respectively. Whisker value is 1.5 in all cases and outliers are displayed as black diamonds.

the use of MedGA as a pre-processing step allows for considerably robust and reliable
segmentation results. These experimental findings are endorsed by the segmentation examples
shown in Figures 7.10 and 7.11.

7.5 Conclusions

In order to overcome the limitations related to the assumptions underlying threshold selection
methods and automatically determine a suitable optimal threshold, MedGA tackles this
complex problem, introducing a fitness function tailored to better separate the two underlying
sub-distributions of the gray level intensities. Unlike the traditional image enhancement
techniques that generally improve the contrast level of the whole image, MedGA focuses on
MR image sub-regions characterized by a roughly bimodal histogram, making it valuable
in clinical contexts, especially involving CE-MRI analysis. As a matter of fact, the Com-
putational Intelligence approaches presented in [117, 188] explicitly consider in the fitness
function both the number of edge pixels and the intensity of these pixels, thus achieving high
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#DE values that would consistently lead to over-enhanced images, possibly yielding also
inaccurate ROI segmentations.

We integrated MedGA as a pre-processing stage in a pipeline for image enhancement,
automatic global thresholding and segmentation, and we tested it on two different clinical
scenarios requiring CE-MR image analysis: (i) uterine fibroid segmentation in MRgFUS
treatments, and (ii) brain metastatic cancer segmentation in neuro-radiosurgery therapy. Over-
all, the MedGA pre-processing outperformed, in terms of image quality and segmentation
accuracy, the conventional image enhancement, namely, HE, Bi-HE, GT, and ST. According
to the achieved experimental results, MedGA was shown to be an appropriate and reliable
solution when employed as a medical image pre-processing method. Even considering the
statistical dispersion of the segmentation evaluation metrics, MedGA achieved the most
robust and repeatable segmentation results.

Considering the achieved results in terms of #DE, the performance of MedGA could be
further improved—in terms of contrast—by integrating a novel component in the fitness
function, which explicitly relies on the number of detected edges. Since this additional
component would have a different purpose and a different magnitude, a multi-objective
optimization method should be taken into account. In particular, MedGA could be extended
by means of an effective Evolutionary Computation approach, such as NSGA-III [108], to
simultaneously optimize both conflicting objectives, which consist in maximizing the number
of edges while minimizing the distance between the optimal threshold and the two normal
distributions.



Conclusions

Objectives of the work
The work discussed in this thesis has been motivated by the need to tackle complex problems
in Life Sciences—especially in the biomedical field—which require novel computational
methods capable of dealing with both the lack of quantitative information and the availability
of huge amounts of data. Indeed, we presented different approaches based on Evolutionary
Computation (EC) and Swarm Intelligence (SI) along with High-Performance Comput-
ing (HPC) solutions to address Systems Biology, Bioinformatics, and Medical Imaging
challenges. In particular, we proposed:

1. two deterministic simulators accelerated on Graphics Processing Units (GPUs) and
a stochastic simulator exploiting the Many Integrated Cores (MIC) coprocessors to
analyze the emergent dynamics of biological systems;

2. different methodologies based on SI to solve the Parameter Estimation (PE) problem
considering both single and multiple targets;

3. a novel computational method relying on Genetic Algorithms (GAs), accelerated by
means of a Master-Slave approach, to solve the Haplotype Assembly problem;

4. a novel approach based on GAs for the enhancement and segmentation of Magnetic
Resonance (MR) images, which are characterized by a bimodal gray level intensity
histogram.

Contribution to Systems Biology
The proposed simulators are valuable tools for in-depth investigations of biochemical systems,
since they strongly reduce the running time required by the computational analyses performed
in Systems Biology, which generally rely on a massive number of simulations (e.g., Parameter
Sweep Analysis [307] and Sensitivity Analysis [70]). This computational demand can
become prohibitive for the analysis of large-scale biological systems, characterized by
hundreds or thousands of reactions and molecular species.
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We first proposed LASSIE (LArge-Scale SImulator), a GPU-powered simulator of large-
scale biochemical systems based on mass-action kinetics. LASSIE is a “black-box” simulator
able to automatically convert Reaction-Based Models (RBMs) of biological systems into
the corresponding system of Ordinary Differential Equations (ODEs). In particular, to solve
systems of ODEs characterized by stiffness, LASSIE automatically switches between the
Runge–Kutta–Fehlberg (RKF) and the Backward Differentiation Formulae (BDF) integration
methods. LASSIE adopts a novel fine-grained parallelization strategy to distribute on the
GPU cores all the calculations required to solve the system of ODEs. By virtue of this
implementation, LASSIE achieves up to 92× speed-up with respect to the Livermore Solver
of Ordinary Differential Equations (LSODA) ODE solver [341], therefore reducing the
running time from approximately 1 month down to 8 hours to simulate models consisting in,
for instance, four thousands of reactions and species. Notably, thanks to its smaller memory
footprint, LASSIE is able to perform fast simulations of even larger models, whereby the
tested CPU-implementation of LSODA failed to reach termination.

Even if LASSIE represents an important achievement in this research field, it performs in
parallel the calculations of a single simulation. To overcome this limitation, we designed
and developed FiCoS (Fine- and Coarse-grained Simulator), a GPU-powered simulator that
exploits both a fine- and a coarse-grained parallelization strategy. With FiCoS, the system
of ODEs is solved by using two Runge-Kutta methods of order 5: the DOPRI5 method
in the absence of stiffness, and the RADAU5 method when the system is stiff. FiCoS can
distribute a massive number of simulations, as well as all the calculations required by each
simulation, over the available GPU cores. This mixed parallelization strategy takes advantage
of the dynamic parallelism provided by the latest Nvidia GPUs and leverages their massive
parallel capabilities, which are essential to obtain a relevant reduction of the computational
costs. Considering the different tests executed to assess the performance of FiCoS, we
observed that it resulted 487× faster in terms of simulation time and 855× faster considering
the integration time with respect to Variable-coefficient ODE solver (VODE) [53]. The
simulation time required by LSODA resulted 366× higher, while the integration time 79×,
compared to those obtained by FiCoS, which performed 760× faster than LASSIE in terms
of integration time and 298× considering the simulation time. Finally, FiCoS was also
capable of outperforming cupSODA [306], obtaining a speed-up up to 17× considering the
integration time and up to 7× in terms of simulation time.

In order to fully exploit the Compute Unified Device Architecture (CUDA), the mem-
ory hierarchy must be exploited as much as possible. Because of the peculiar sequential
structure of both explicit and implicit integration algorithms, LASSIE and FiCoS kernels are
lightweight and rarely reuse any variables. For this reason, the current implementations only
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leverage the global memory (characterized by high latencies) and registers to manipulate
the mutable data. The shared memory has not been exploited in any way, leaving room for
potential future improvements of performance. In a future release, we plan to make use of
these memories, for instance to store the array of the kinetic constants and the structures
containing the offsets used to correctly decode the ODEs. Both LASSIE and FiCoS currently
exploit only a single GPU, even on multi-GPU systems; as a future improvement of these
works, we plan to extend their implementation in order to support multi-GPU systems, to
further increase the size of the models that can be simulated.

In this thesis we also presented a simulator implementing the Stochastic Simulation
Algorithm (SSA), accelerated by means of MIC coprocessors, which exploit a coarse-
grained parallelization. We performed several tests and compared MIC with two alternative
architectures: CPUs and GPUs. According to our results, MICs provide better performance
than CPUs when more than 10 SSA runs are executed, although GPUs outperform both MICs
and CPUs when more than 80 SSA runs are executed. It is worth noting that the running
time on GPUs remains constant until computing resources (i.e., the cores) are available;
in the case of MICs, the performance scale well until the maximum number of supported
threads (i.e., 240) is reached. Moreover, the performance of MICs in native mode are strongly
improved when vector instructions are exploited, especially in the case of larger synthetic
stochastic models. We also tested the offload capability of the Xeon Phi coprocessors, that is,
the possibility of automatically distributing independent calculations over multiple threads.
Our results showed that the offload of the SSA algorithm does not provide a speed-up since
the portions of code that can be offloaded consist in a few instructions only; therefore, the
offload parallelization is affected by overheads and data transfers. The empirical analyses
that we proposed might facilitate the selection of the proper parallel architecture and SSA
implementation when a large number of mutually independent simulations are needed,
as is the case of many computationally expensive tasks typically carried out for in-depth
investigations of biological systems (see, e.g., [11, 44]).

Afterwards, we focused on the role that the kinetic parameters play in driving the
dynamic behavior of biochemical systems. As a matter of fact, a small change of their
values can dramatically lead to completely different outcomes. In order to calibrate the
kinetic parameters characterizing the biochemical systems, we addressed the PE problem by
exploiting different EC and SI approaches. In particular, we presented an in-depth analysis of
the EC and SI methods, comparing the optimization performance of these methods in solving
both classic benchmark functions and the PE problem. In addition, since all the methodologies
employed in this thesis to solve the PE problem are population-based and require a massive
number of simulations for the fitness evaluations, they were coupled with the GPU-powered
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biochemical simulators. The achieved results point out that the performance of the meta-
heuristics can drastically change according to the context of application, highlighting that the
fitness landscape associated with the PE problem is completely different with respect to the
fitness landscapes of the most known benchmark functions. We plan to further investigate this
issue to understand which are the peculiarities that allow for describing and characterizing
the fitness landscape related to the PE, in order to propose a novel population-based approach
tailored to this important problem.

Fuzzy Self-Tuning Particle Swarm Optimazation (FST-PSO) resulted one of the best
strategies to address the PE problem; we coupled it with FiCoS to solve the PE of 78 unknown
kinetic parameters of a large-scale model of the human intracellular metabolic pathway in
a red blood cell. The achieved results showed that FST-PSO was capable of successfully
estimating the missing parameters, allowing for an accurate reproduction of the network
behavior and the execution of predictive in silico experiments. Thanks to FiCoS, the required
running time achieved a 30× reduction with respect to the same methodology exploiting
LSODA as ODE solver running on CPU.

Considering the typical scenario of biological laboratory research in which a set of
discrete-time measurements are obtained under different experimental conditions, we pro-
posed a multi-swarm version of PSO. In order to deal with the computational burden re-
quired by this analysis, we designed an efficient implementation of this methodology, called
MS2PSO, which allows for drastically speeding up the computation by exploiting cupSODA
and the Master-Slave distributed programming paradigm to offload all the required calcula-
tions onto multiple GPUs (when available) and multi-core CPUs. We showed that MS2PSO
is capable of estimating a set of kinetic parameters that correctly reproduces the dynamics
of the systems in all the considered experimental conditions, reducing at the same time the
required running time. As a future extension of this work, the implementation of MS2PSO
will be improved to the aim of fully exploiting the cores of the GPU, thus allowing for a
parallelization of the multi-swarm PSO also on platforms equipped with a single GPU. Since
all these computational methodologies have been provided without a Graphic User Interface
(GUI), we plan to develop a user-friendly toolkit that will hopefully represent a unified
and comprehensive platform for computational biologists to define, simulate and calibrate
mathematical models of biological systems, and execute advanced analyses in a few hours
instead of months.

Contribution to Genome Analysis
To tackle the haplotyping problem, which is a hot topic in Computational Biology and
Bioinformatics, we proposed GenHap.
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GenHap was implemented with a distributed strategy that exploits a Master-Slave com-
puting paradigm in order to speed up the required computations. The solutions yielded by
GenHap are accurate, independently of the number, frequency and coverage of the Single
Nucleotide Polymorphisms (SNPs) in the input instances. In addition, GenHap does not
require any a priori hypothesis about the sequencing error distribution in the reads. GenHap
was designed for taking into account datasets produced by third-generation sequencing tech-
nologies, such as PacBio RS II and Oxford Nanopore MinION, which are characterized by
longer reads and higher coverages with respect to the previous generations. We showed that
GenHap is remarkably faster than HapCol [342], achieving approximately a 4× speed-up
in the case of Roche/454 instances, and up to 20× speed-up in the case of the PacBio RS
II dataset. Even though high-throughput DNA sequencing technologies are paving the way
for valuable advances in clinical practice, analyzing such an amount of data still represents
a challenging task. This applies especially to clinical settings, where accuracy and time
constraints are critical [360]. The third-generation sequencing technologies could therefore
highly benefit from GenHap, thanks to its capability in solving large combinatorial problems.
Along with the Haplotype Assembly issues, novel challenges—e.g., poliploidity, metage-
nomics, analysis of cancer cell heterogeneity, and Chromosome Conformation Capture (3C)
experiments—require sequencing data with a high coverage. An interesting future trend in
Genome Analysis is related to its connection with machine learning. As a matter of fact,
deep learning has been successfully applied in population genetic inference and learning
informative features of data [393]. Combining population genetics inference and Haplotype
Assembly can provide insights on patterns regarding the genetic diversity in DNA polymor-
phism data, especially for rapid adaptation and selection [193]. An additional issue worth of
notice is that, although the integration of various types of information (e.g., electronic health
records and genome sequences) conveys a wealth of information, it is giving rise to unique
challenges in Bioinformatics analysis even in terms of secure genomic information sharing
[48]. With reference to secure Genome-Wide Association Study (GWAS) in distributed com-
puting environments, multi-party computation schemes based on conventional cryptographic
techniques achieves limited performance in practice [83]. Therefore, HPC could become an
enabling factor also in this context.

Contribution to Medical Imaging
A novel image enhancement method based on GAs, specifically tailored for medical images
characterized by a bimodal histogram, was proposed. This computational framework, named
MedGA, exploits a fitness function that better reveals the two underlying sub-distributions of
the gray level intensities, consequently allowing for an improvement in the results achieved
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by threshold-based algorithms. Considering the possible clinical applications, MedGA
was proven to improve the visual perception of a Region Of Interest (ROI) in MRI data.
The solution provided by our intelligent image enhancement system can be beneficial to
visually assist physicians in interactive decision-making tasks, as well as to improve the
final outcome of downstream automated processing pipelines for useful measurements in
the clinical practice [367]. MedGA also deals with the practical problems regarding the
interpretability of the results yielded by advanced Machine Learning and Computational
Intelligence methods in medicine [61]. Indeed, the final best solution found by MedGA (i.e.,
the output gray level histogram) and the corresponding enhanced image are understandable
by physicians. In addition, the efficient encoding of the individuals coupled with effective
HPC solutions allows for a clinically feasible computational framework.

In addition, MedGA can be used as an intelligent pre-processing step, in a pipeline
defined to realize an efficient threshold-based image segmentation with two classes (i.e.,
binarization), applied to MRI data. In Pattern Recognition, among the low-level intensity-
based techniques, the most straightforward unsupervised image segmentation technique is
global thresholding [477]. Image thresholding approaches performed on contrast-enhanced
MR image regions could considerably benefit from input data pre-processed by MedGA.
As a matter of fact, MedGA tackles the limitations related to the assumptions underlying
threshold selection methods, and automatically determine a suitable optimal threshold by
exploiting a fitness function tailored at better separating the two underlying sub-distributions
of the gray level intensities. MedGA has been currently used only for off-line image analysis.
Our Python-coded implementation requires approximately two minutes for each image, using
the selected GA parameters. In the case of tomography image stack analysis, we achieved
a sublinear speed-up with respect to the number of the available cores by developing a
Master-Slave version to distribute on multiple cores the computations pertaining different
slices. An additional speed-up could be definitely obtained by porting the current Python
code into a faster compiled programming language (e.g., C/C++) [32]. Consequently, by
leveraging efficient programming languages and HPC paradigms, MedGA may become
a clinically feasible pre-processing step in real-time radiology applications. As a future
extension of this work, in the case of large size images (e.g., 1000×1000 pixels) we plan
to use GPUs, which represent an enabling technology for real-time radiology applications
[126], since the running time of histograms computation can be considerably reduced by
using a parallel implementation [385]. In the near future, we plan to apply MedGA as an
image pre-processing phase also in other clinical contexts requiring MR image analysis and
segmentation to provide useful insights for differential diagnosis and prognosis, such as in



Conclusions 263

the case of breast cancer [189, 7] and meningiomas [179], also for differentiating tumor
grade.

Final remarks
As a final remark, in Table 7.3 we summarize the best solutions for every problem discussed
throughout this thesis.

Table 7.3 Summary of the best solutions to tackle the discussed problems in Life Sciences.

Problem Input instance Scenario Solution Architecture References

Deterministic simulation
Small-scale model Single simulation LSODA - VODE CPUs [341] - [53]

Multiple simulations cupSODA - FiCoS GPUs [306] - [428]

Large-scale model Single simulation LASSIE - FiCoS GPUs [425] - [428]
Multiple simulations FiCoS GPUs [428]

Stochastic simulation Small-scale model
Single simulation

SSA
CPUs [427]

A few tens of simulations MICs [427]
More than 80 simulations GPUs [427]

Parameter Estimation Small-scale model Single DTTS FST-PSO + cupSODA CPUs + GPUs [311, 432]
Multiple DTTS MS2PSO CPUs + GPUs [430]

Large-scale model Single DTTS FST-PSO + FiCoS CPUs + GPUs [442]

Haplotype Assembly
Short reads Low coverage Exact approaches CPUs [342]

High coverage Probabilistic approches CPUs [124]

Long reads Low coverage Exact approaches - GenHap CPUs [342] - [433, 431]
High coverage Probabilistic approches - GenHap CPUs [124] - [433, 431]

Image enhancement Image with a nearly
bimodal histogram

Single image MedGA (single-core) CPUs [379, 377]
Multiple images MedGA (multi-cores) CPUs [379, 377]

According to the results shown in Chapter 4, in the case of deterministic simulations,
different numerical integration methods can be exploited to solve the system of ODEs
corresponding to the RBM under analysis. When the RBM is characterized by a few dozen
species and reactions (small-scale models) and a single simulation is required, the CPU
versions of LSODA and VODE represent the best choices. If multiple simulations have to
be run, cupSODA should be preferred in order to perform in parallel all the simulations. In
the case of large-scale models, LASSIE and FiCoS are the natural choices, when either a
single or multiple simulations are taken into account, respectively. Concerning stochastic
simulations of small-scale models, SSA can be effectively exploited. Even in this case,
different architectures can be used to parallelize the number of simulations. For a single
simulation, CPUs are capable of outperforming the other architectures; for a few tens of
simulations, MICs achieve the best performance, whereas when more than 80 simulations
are needed, GPUs should be considered.

Concerning the PE problem, as described in Chapter 5, different metaheuristics can
represent effective approaches for its solution. However, when a single Discrete-Time Target
Series (DTTS) is considered, FST-PSO coupled with cupSODA or FiCoS (depending on
the size of the RBMs under analysis) achieves the best results, thus enabling the inference
of the kinetic parameters that generate a simulated dynamics overlapping the DTTS. In the
case of multiple DTTS, the proposed MS2PSO is the natural choice, thanks to its capability
of estimating a set of kinetic parameters that allows for obtaining simulated dynamics
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overlapping all the multiple DTTS. All these methodologies exploit both CPUs and GPUs to
markedly decrease the required running time.

As reported in Chapters 1 and 6, several approaches have been proposed in the literature
to deal with the Haplotype Assembly problem. Most of them have been designed to take
into consideration only short reads and low coverage. In such a case, exact approaches (such
as HapCol) should be used thanks to their ability to infer the correct pair of haplotypes.
When the coverage is greater than 20-30×, these approaches generally fail and probabilistic
approaches (e.g., HapCUT2) are the best choice. GenHap can be effectively exploited
to reconstruct the pair of haplotypes starting from long reads, generated by using third-
generation sequencing technologies. The best performance of GenHap is achieved when
dealing with data characterized by a high coverage, where most of the existing solutions fail
due to the computational burden of this problem.

For what concerns the enhancement of biomedical images characterized by a nearly
bimodal histogram, we proposed MedGA. According to the results shown in Chapter 7,
MedGA is capable of outperforming the classical image enhancement techniques. Since it is
the only method conceived for better emphasizing the two Gaussian distributions composing
a bimodal histogram, it should be used to address this task. When a single image has to be
processed, the single-core version is the correct choice, while in the case of a set of images,
the multi-core version designed by using a Master-Slave approach can be used to reduce the
required running time.
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Appendix A

Reaction-based models

In this appendix, the Reaction-Based Models (RBMs) used in the tests carried out in this
thesis are described. In Section A.1 a theoretical model representing an autocatalytic, named
Brusselator is described; Section A.2 presents the eukaryotic heat shock response model
(HSR); the details about the human intracellular core metabolic pathways in a red blood
cell are provided in Section A.3; Section A.4 is dedicated to the Prokaryotic auto-regulatory
(PGN) gene network; the Ras/cAMP/PKA signaling pathway in Saccharomyces cerevisiae
yeast is described in Section A.5; finally, Section A.6 explains the Schlögl model.

A.1 The Brusselator model

The Brusselator is a theoretical model representing an autocatalytic, oscillating chemical
reaction [447, 22]. In an autocatlytic reaction a species acts to increase its producing
reaction rate. Several autocatlytic systems have been studied to observe complex dynamics,
including multiple steady-states and periodic orbits. Moreover, since the autocatalytic
chemical reaction phenomenon plays a fundamental role in the breakdown of the stability of
the thermodynamical branch, it gained ground during the years.

As shown in Table A.1, the Brusselator model is composed of 4 reactions involving 6
different species. The reactant A is converted in a final product E by means of the 4 reactions
modifying 4 intermediate species (i.e., X , B, Y and D). Reactions R2 and R3 represent
bimolecular and autocatalytic trimolecular reactions, respectively, while R4 generates the
product species E consuming the species X produced in R1 from the species A. The initial
molecular amounts of the species different from 0 are listed in Table A.2. Notice that the
amounts of the species A and B are kept constant during the simulation.
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Table A.1 List of the reactions of the Brusselator model.

No. Reagents Products Constant
R1 A X 1
R2 B + X Y 1
R3 2X + Y 3X 1
R4 X E 1

Table A.2 Initial molecular amounts of the Brusellator model.

Species Initial amount
A 1
B 3
X 1
Y 1

A.2 The eukaryotic Heat Shock Response model

The Heat Shock Response (HSR) is a regulatory mechanism that allows the cell to quickly
react to high temperatures and other forms of physiological and environmental stress [232]. In
HSR, the heat shock protein (hsp) is fundamental to prevent mis-folding, and thus facilitating
protein folding. In the absence of heat stress, the heat shock factor molecules (hsf) are present
as monomers, usually bounded to hsp. On the contrary, in stress conditions, hsf forms first
dimers and then trimers, which are the active components able to bind heat shock elements
(hse) that activates genes encoding hsp. A sufficient concentration of hsp exerts a negative
feedback by unbinding the complexes formed by a trimer of hsf and hse, thus inhibiting their
synthesis. Finally, proteins mis-folding is formalized as a reaction whose rate depends on the
system temperature; hsp binds to a mis-folded protein and helps its refolding.

In this thesis we considered the HSR model presented in [340], consisting of 17 reactions
among 10 species (Table A.3). The initial concentrations of the species different from 0 are
shown in Table A.4.

Table A.3 List of the reactions of the HSR model.

No. Reagents Products Constant
R1 2hsf hsf2 3.49
R2 hsf2 2hsf2 0.19
R3 hsf + hsf2 hsf3 1.07
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R4 hsf3 hsf + hsf2 1 ·10−9

R5 hsf3 + hse hsf3:hse 0.17
R6 hsf3:hse hsf3 + hse 1.21 ·10−6

R7 hsf3:hse hsf3:hse + hsp 8.3 ·10−3

R8 hsp + hsf hsp:hsf 9.74
R9 hsp:hsf hsp + hsf 3.56
R10 hsp + hsf2 hsp:hsf + hsf 2.33
R11 hsp + hsf3 hsp:hsf + 2hsf 4.31 ·10−5

R12 hsp + hsf3:hse hsp:hsf + hse + 2hsf 2.73 ·10−7

R13 hsp /0 3.2 ·10−5

R14 prot mfp T dependent
R15 hsp + mfp hsp:mfp 3.32 ·10−3

R16 hsp:mfp hsp + mfp 4.44
R17 hsp:mfp hsp + prot 13.94

Table A.4 Initial concentrations of the HSR model.

Species Initial amount
hsf 0.67
hsf2 8.7 ·10−4

hsf3 1.2 ·10−4

hse 29.73
hsf3:hse 2.96
hsp 766.88
hsp:hsf 1403.13
mfp 517.352
hs mfp 71.65
prot 1.15 ·108

The kinetic constant value of the reaction R14 depends by the temperature T of the
environment, expressed in Celsius degrees. As shown in [340], its value can be calculated by
modifying the formula proposed in [338] as follows:(

1− 0.4
eT−37

)
·1.4T−37 ·1.45 ·10−5 s−1. (A.1)

According to [252], this equation can be applied with T in the range [37◦C,45◦C].
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A.3 A human intracellular core metabolic pathway in a
red blood cell

In this thesis we consider the model of the red blood cell metabolism presented in [216].
The basic version of the model consists in 92 metabolites and 94 reactions describing the
central pathways for carbohydrate metabolism, namely, glycolysis and pentose phosphate
pathway, in a human red blood cell. Differently from [216], we do not consider the uptake of
extracellular substrates. Instead, we consider the different isoforms of the enzyme hexokinase
(HK), the first enzyme of the glycolythic pathway that converts glucose (GLC) into glucose-
6-phosphate (G6P). By so doing, we extended the model obtaining 226 reactions (see Table
A.5) among 114 species. The initial concentrations of the species along with (50,75,100%)
knock-down interventions on the HK I isoform are shown in Table A.6

Table A.5 List of the reactions of the RBM of the human intracellular core metabolic pathways
in a red blood cell. The estimated values of the kinetic parameters obtained by means of the
PE presented in Section 5.4 are denoted by the asterisk “*”.

No. Reagents Products Constant
R1 hkE_0 + MgATP hkEMgATP_0 3.948 ·1010*
R2 hkE_1 + MgATP hkEMgATP_1 6.858 ·109*
R3 hkE_2 + MgATP hkEMgATP_2 2.030 ·109*
R4 hkEMgATP_0 hkE_0 + MgATP 6.226 ·109*
R5 hkEMgATP_1 hkE_1 + MgATP 1.948 ·109*
R6 hkEMgATP_2 hkE_2 + MgATP 1.418 ·109*
R7 hkEMgATP_0 + GLC hkEMgATPGLC_0 1.925 ·1011*
R8 hkEMgATP_1 + GLC hkEMgATPGLC_1 3.066 ·108*
R9 hkEMgATP_2 + GLC hkEMgATPGLC_2 3.209 ·1010*
R10 hkEMgATPGLC_0 hkEMgATP_0 + GLC 1.021 ·1010*
R11 hkEMgATPGLC_1 hkEMgATP_1 + GLC 2.599 ·1010*
R12 hkEMgATPGLC_2 hkEMgATP_2 + GLC 3.995 ·109*
R13 hkE_0 + GLC hkEGLC_0 6.943 ·1010*
R14 hkE_1 + GLC hkEGLC_1 4.465 ·1010*
R15 hkE_2 + GLC hkEGLC_2 1.358 ·1010*
R16 hkEGLC_0 hkE_0 + GLC 3.498 ·1010*
R17 hkEGLC_1 hkE_1 + GLC 1.157 ·1010*
R18 hkEGLC_2 hkE_2 + GLC 1.180 ·108*
R19 MgATP + hkEGLC_0 hkEMgATPGLC_0 1.048 ·1010*
R20 MgATP + hkEGLC_1 hkEMgATPGLC_1 3.375 ·1010*
R21 MgATP + hkEGLC_2 hkEMgATPGLC_2 9.843 ·109*
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R22 hkEMgATPGLC_0 MgATP + hkEGLC_0 3.307 ·109*
R23 hkEMgATPGLC_1 MgATP + hkEGLC_1 2.257 ·1010*
R24 hkEMgATPGLC_2 MgATP + hkEGLC_2 1.289 ·1010*
R25 hkEMgATPGLC_0 hkEMgADPG6P_0 8.281 ·104*
R26 hkEMgATPGLC_1 hkEMgADPG6P_1 4.610 ·106*
R27 hkEMgATPGLC_2 hkEMgADPG6P_2 6.869 ·105*
R28 hkEMgADPG6P_0 hkEMgATPGLC_0 1.505 ·105*
R29 hkEMgADPG6P_1 hkEMgATPGLC_1 5.613 ·104*
R30 hkEMgADPG6P_2 hkEMgATPGLC_2 1.399 ·105*
R31 hkEMgADPG6P_0 hkEG6P_0 + MgADP 6.013 ·108*
R32 hkEMgADPG6P_1 hkEG6P_1 + MgADP 9.520 ·108*
R33 hkEMgADPG6P_2 hkEG6P_2 + MgADP 4.419 ·109*
R34 hkEG6P_0 + MgADP hkEMgADPG6P_0 1.258 ·1010*
R35 hkEG6P_1 + MgADP hkEMgADPG6P_1 1.196 ·1010*
R36 hkEG6P_2 + MgADP hkEMgADPG6P_2 5.685 ·109*
R37 hkEG6P_0 hkE_0 + G6P 1.232 ·1010*
R38 hkEG6P_1 hkE_1 + G6P 1.518 ·108*
R39 hkEG6P_2 hkE_2 + G6P 7.616 ·108*
R40 hkE_0 + G6P hkEG6P_0 1.896 ·1010*
R41 hkE_1 + G6P hkEG6P_1 7.445 ·1010*
R42 hkE_2 + G6P hkEG6P_2 7.039 ·1010*
R43 hkEMgADPG6P_0 G6P + hkEMgADP_0 1.163 ·109*
R44 hkEMgADPG6P_1 G6P + hkEMgADP_1 2.004 ·109*
R45 hkEMgADPG6P_2 G6P + hkEMgADP_2 1.019 ·1010*
R46 G6P + hkEMgADP_0 hkEMgADPG6P_0 1.004 ·1011*
R47 G6P + hkEMgADP_1 hkEMgADPG6P_1 2.605 ·1010*
R48 G6P + hkEMgADP_2 hkEMgADPG6P_2 7.624 ·109*
R49 hkEMgADP_0 hkE_0 + MgADP 1.225 ·108*
R50 hkEMgADP_1 hkE_1 + MgADP 3.246 ·109*
R51 hkEMgADP_2 hkE_2 + MgADP 1.920 ·109*
R52 hkE_0 + MgADP hkEMgADP_0 1.311 ·109*
R53 hkE_1 + MgADP hkEMgADP_1 7.685 ·109*
R54 hkE_2 + MgADP hkEMgADP_2 2.757 ·1010*
R55 hkEGLC_0 + GSH hkEGLCGSH_0 7.605 ·108*
R56 hkEGLC_1 + GSH hkEGLCGSH_1 3.157 ·108*
R57 hkEGLC_2 + GSH hkEGLCGSH_2 3.176 ·108*
R58 hkEGLCGSH_0 hkEGLC_0 + GSH 5.035 ·108*
R59 hkEGLCGSH_1 hkEGLC_1 + GSH 1.021 ·109*
R60 hkEGLCGSH_2 hkEGLC_2 + GSH 2.304 ·1010*
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R61 hkEGLC_0 + DPG23 hkEGLCDPG23_0 1.770 ·109*
R62 hkEGLC_1 + DPG23 hkEGLCDPG23_1 9.980 ·108*
R63 hkEGLC_2 + DPG23 hkEGLCDPG23_2 6.864 ·108*
R64 hkEGLCDPG23_0 hkEGLC_0 + DPG23 7.162 ·109*
R65 hkEGLCDPG23_1 hkEGLC_1 + DPG23 1.121 ·1010*
R66 hkEGLCDPG23_2 hkEGLC_2 + DPG23 4.799 ·109*
R67 hkE_0 + Phosi hkEPhosi_0 6.966 ·1010*
R68 hkE_1 + Phosi hkEPhosi_1 3.806 ·109*
R69 hkE_2 + Phosi hkEPhosi_2 3.734 ·1010*
R70 hkEPhosi_0 hkE_0 + Phosi 1.724 ·109*
R71 hkEPhosi_1 hkE_1 + Phosi 1.464 ·108*
R72 hkEPhosi_2 hkE_2 + Phosi 4.894 ·107*
R73 hkEGLC_0 + G6P hkEGLCG6P_0 8.938 ·1010*
R74 hkEGLC_1 + G6P hkEGLCG6P_1 2.703 ·1011*
R75 hkEGLC_2 + G6P hkEGLCG6P_2 1.321 ·1011*
R76 hkEGLCG6P_0 hkEGLC_0 + G6P 1.254 ·108*
R77 hkEGLCG6P_1 hkEGLC_1 + G6P 1.028 ·109*
R78 hkEGLCG6P_2 hkEGLC_2 + G6P 8.807 ·108*
R79 G6P F6P 1.151 ·103

R80 F6P G6P 2.676 ·103

R81 MgATP + pfkER pfkERMgATP 1.000 ·109

R82 pfkERMgATP MgATP + pfkER 1.000 ·109

R83 F6P + pfkERMgATP pfkERMgATPF6P 1.000 ·109

R84 pfkERMgATPF6P F6P + pfkERMgATP 1.000 ·109

R85 pfkERMgATPF6P pfkERMgADPFDP 1.000 ·109

R86 pfkERMgADPFDP pfkERMgATPF6P 8.475 ·104

R87 pfkERMgADPFDP FDP + pfkERMgADP 1.000 ·109

R88 FDP + pfkERMgADP pfkERMgADPFDP 1.000 ·109

R89 pfkERMgADP MgADP + pfkER 1.000 ·109

R90 MgADP + pfkER pfkERMgADP 1.000 ·109

R91 pfkER + AMP pfkERAMP 1.000 ·109

R92 pfkERAMP pfkER + AMP 1.000 ·109

R93 AMP + pfkERAMP pfkERAMP2 1.000 ·109

R94 pfkERAMP2 AMP + pfkERAMP 1.000 ·109

R95 AMP + pfkERAMP2 pfkERAMP3 1.000 ·109

R96 pfkERAMP3 AMP + pfkERAMP2 1.000 ·109

R97 AMP + pfkERAMP3 pfkERAMP4 1.000 ·109

R98 pfkERAMP4 AMP + pfkERAMP3 1.000 ·109

R99 F6P + pfkER pfkERF6P 1.000 ·109
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R100 pfkERF6P F6P + pfkER 1.000 ·109

R101 F6P + pfkERF6P pfkERF6P2 1.000 ·109

R102 pfkERF6P2 F6P + pfkERF6P 1.000 ·109

R103 F6P + pfkERF6P2 pfkERF6P3 1.000 ·109

R104 pfkERF6P3 F6P + pfkERF6P2 1.000 ·109

R105 F6P + pfkERF6P3 pfkERF6P4 1.000 ·109

R106 pfkERF6P4 F6P + pfkERF6P3 1.000 ·109

R107 ATP + pfkET pfkETATP 1.000 ·109

R108 pfkETATP ATP + pfkET 1.000 ·109

R109 ATP + pfkETATP pfkETATP2 1.000 ·109

R110 pfkETATP2 ATP + pfkETATP 1.000 ·109

R111 ATP + pfkETATP2 pfkETATP3 1.000 ·109

R112 pfkETATP3 ATP + pfkETATP2 1.000 ·109

R113 ATP + pfkETATP3 pfkETATP4 1.000 ·109

R114 pfkETATP4 ATP + pfkETATP3 1.000 ·109

R115 pfkET + Mg pfkETMg 1.000 ·109

R116 pfkETMg pfkET + Mg 1.000 ·109

R117 Mg + pfkETMg pfkETMg2 1.000 ·109

R118 pfkETMg2 Mg + pfkETMg 1.000 ·109

R119 Mg + pfkETMg2 pfkETMg3 1.000 ·109

R120 pfkETMg3 Mg + pfkETMg2 1.000 ·109

R121 Mg + pfkETMg3 pfkETMg4 1.000 ·109

R122 pfkETMg4 Mg + pfkETMg3 1.000 ·109

R123 FDP DHAP + GAP 1.457 ·102

R124 DHAP + GAP FDP 1.181
R125 DHAP GAP 7.926
R126 GAP DHAP 4.529 ·10−1

R127 Phosi + GAP + NAD DPG13 + NADH 1.425 ·105

R128 DPG13 + NADH Phosi + GAP + NAD 5.280 ·106

R129 DPG13 + ADP ATP + PG3 2.606 ·104

R130 ATP + PG3 DPG13 + ADP 1.448 ·101

R131 DPG13 + dpgmE dpgmEDPG13 2.880 ·108

R132 dpgmEDPG13 DPG13 + dpgmE 1.510 ·106

R133 dpgmEDPG13 dpgmEDPG23 1.000 ·108

R134 dpgmEDPG23 dpgmEDPG13 1.000 ·105

R135 dpgmEDPG23 DPG23 + dpgmE 6.480 ·106

R136 DPG23 + dpgmE dpgmEDPG23 8.800 ·107

R137 dpgmEDPG23 dpgmEPhosiDPG3 1.980 ·103

R138 dpgmEPhosiDPG3 dpgmEDPG23 3.600 ·107
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R139 dpgmEPhosiDPG3 PG3 + dpgmEPhosi 3.600 ·1011

R140 PG3 + dpgmEPhosi dpgmEPhosiDPG3 6.660 ·108

R141 dpgmEPhosi Phosi + dpgmE 6.840 ·102

R142 Phosi + dpgmE dpgmEPhosi 1.000 ·10−20

R143 PG3 PG2 5.383 ·101

R144 PG2 PG3 7.916
R145 PG2 PEP 5.822 ·102

R146 PEP PG2 3.435 ·102

R147 ADP + PEP ATP + PYR 5.169 ·102

R148 ATP + PYR ADP + PEP 5.169 ·10−1

R149 NADH + PYR NAD + LAC 1.045 ·103

R150 NAD + LAC NADH + PYR 2.340
R151 AMP Phosi + ADO 3.278
R152 Phosi + ADO AMP 3.278
R153 ADO INO 7.450 ·102

R154 INO ADO 7.450 ·102

R155 ADO + akE akEADO 1.000 ·107

R156 akEADO ADO + akE 1.000 ·105

R157 MgATP + akEADO akEADOMgATP 2.000 ·105

R158 akEADOMgATP MgATP + akEADO 1.000 ·105

R159 akEADOMgATP akEAMPMgADP 5.000 ·107

R160 akEAMPMgADP akEADOMgATP 1.000 ·105

R161 akEAMPMgADP MgADP + akEAMP 2.493 ·103

R162 MgADP + akEAMP akEAMPMgADP 1.000 ·105

R163 akEAMP AMP + akE 5.230 ·106

R164 AMP + akE akEAMP 1.000 ·105

R165 AMP + akEADO akEAMPADO 6.090 ·104

R166 akEAMPADO AMP + akEADO 1.000 ·105

R167 ADO + akET akETADO 1.841 ·104

R168 akETADO ADO + akET 1.000 ·105

R169 akETADO akEADO 2.050 ·108

R170 akEADO akETADO 1.000 ·105

R171 akET akE 4.000 ·105

R172 akE akET 1.000 ·105

R173 2ADP AMP + ATP 7.820 ·101

R174 AMP + ATP ADP 4.739 ·101

R175 AMP IMP 6.174
R176 IMP AMP 6.174 ·101

R177 ATP Phosi + ADP 9.742 ·10−1
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R178 Phosi + ADP ATP 9.740 ·10−4

R179 PRPP + ADE Phosi + AMP 3.481 ·103

R180 2Phosi + AMP PRPP + ADE 3.481 ·10−2

R181 NADP + g6pdER g6pdERNADP 3.960 ·108

R182 g6pdERNADP NADP + g6pdER 3.130 ·106

R183 G6P + g6pdERNADP g6pdERNADPG6P 9.360 ·107

R184 g6pdERNADPG6P G6P + g6pdERNADP 1.080 ·106

R185 g6pdERNADPG6P g6pdERNADPHGL6P 2.700 ·106

R186 g6pdERNADPHGL6P g6pdERNADPG6P 7.200 ·106

R187 g6pdERNADPHGL6P GL6P + g6pdERNADPH 3.960 ·1012

R188 GL6P + g6pdERNADPH g6pdERNADPHGL6P 7.920 ·105

R189 g6pdERNADPH g6pdER + NADPH 1.400 ·1012

R190 g6pdER + NADPH g6pdERNADPH 3.600 ·104

R191 GL6P GO6P 1.223 ·102

R192 GO6P GL6P 1.223 ·10−1

R193 NADP + GO6P NADPH + RU5P 2.929 ·104

R194 NADPH + RU5P NADP + GO6P 2.929 ·101

R195 NADPH GSH + NADP 6.385
R196 2GSH + NADP NADPH 6.385 ·10−2

R197 GSH 3.111 ·10−1

R198 GSH 1.556 ·10−1

R199 RU5P R5P 1.854 ·103

R200 R5P RU5P 7.212 ·102

R201 RU5P X5P 2.253 ·104

R202 X5P RU5P 7.510 ·103

R203 R5P + X5P GAP + S7P 1.842 ·103

R204 GAP + S7P R5P + X5P 1.535 ·103

R205 X5P + E4P F6P + GAP 1.521 ·103

R206 F6P + GAP X5P + E4P 1.477 ·102

R207 GAP + S7P F6P + E4P 1.179 ·103

R208 F6P + E4P GAP + S7P 1.123 ·103

R209 IMP Phosi + INO 6.661 ·10−2

R210 Phosi + INO IMP 6.700 ·10−5

R211 Phosi + INO HX + R1P 2.044 ·103

R212 HX + R1P Phosi + INO 1.858 ·104

R213 R1P R5P 3.777
R214 R5P R1P 2.840 ·10−1

R215 ATP + R5P AMP + PRPP 7.081
R216 AMP + PRPP ATP + R5P 1.170 ·10−2
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R217 PRPP + HX Phosi + IMP 1.450 ·104

R218 2Phosi + IMP PRPP + HX 1.450
R219 ATP + Mg MgATP 1.000 ·108

R220 MgATP ATP + Mg 1.230 ·109

R221 Mg + ADP MgADP 1.000 ·108

R222 MgADP Mg + ADP 1.230 ·108

R223 AMP + Mg MgAMP 1.000 ·108

R224 MgAMP AMP + Mg 4.500 ·106

R225 DPG23 + Mg MgDPG23 1.000 ·108

R226 MgDPG23 DPG23 + Mg 5.990 ·107

Table A.6 Initial concentrations of the species of the model of human intracellular core
metabolic pathways in a red blood cell.

Species Baseline Knock-down 50 Knock-down 75 Knock-down 100
hkE_0 5.150 ·10−8 5.150 ·10−8 5.150 ·10−8 5.150 ·10−8

hkE_1 1.545 ·10−7 1.545 ·10−7 1.545 ·10−7 1.545 ·10−7

hkE_2 3.090 ·10−7 1.545 ·10−7 7.725 ·10−8 0.000
MgATP 3.167 ·10−2 3.167 ·10−2 3.167 ·10−2 3.167 ·10−2

hkEMgATP_0 1.620 ·10−9 1.620 ·10−9 1.620 ·10−9 1.620 ·10−9

hkEMgATP_1 4.860 ·10−9 4.860 ·10−9 4.860 ·10−9 4.860 ·10−9

hkEMgATP_2 9.720 ·10−9 4.860 ·10−9 2.430 ·10−9 0.000
GLC 5.000 5.000 5.000 5.000
hkEMgATPGLC_0 1.730 ·10−7 1.730 ·10−7 1.730 ·10−7 1.730 ·10−7

hkEMgATPGLC_1 5.190 ·10−7 5.190 ·10−7 5.190 ·10−7 5.190 ·10−7

hkEMgATPGLC_2 1.038 ·10−6 5.190 ·10−7 2.595 ·10−7 0.000
hkEGLC_0 5.490 ·10−6 5.490 ·10−6 5.490 ·10−6 5.490 ·10−6

hkEGLC_1 1.647 ·10−5 1.647 ·10−5 1.647 ·10−5 1.647 ·10−5

hkEGLC_2 3.294 ·10−5 1.647 ·10−5 8.235 ·10−6 0.000
hkEMgADPG6P_0 3.010 ·10−9 3.010 ·10−9 3.010 ·10−9 3.010 ·10−9

hkEMgADPG6P_1 9.030 ·10−9 9.030 ·10−9 9.030 ·10−9 9.030 ·10−9

hkEMgADPG6P_2 1.806 ·10−8 9.030 ·10−9 4.515 ·10−9 0.000
hkEG6P_0 4.240 ·10−8 4.240 ·10−8 4.240 ·10−8 4.240 ·10−8

hkEG6P_1 1.272 ·10−7 1.272 ·10−7 1.272 ·10−7 1.272 ·10−7

hkEG6P_2 2.544 ·10−7 1.272 ·10−7 6.360 ·10−8 0.000
MgADP 5.553 ·10−2 5.553 ·10−2 5.553 ·10−2 5.553 ·10−2

G6P 3.800 ·10−2 3.800 ·10−2 3.800 ·10−2 3.800 ·10−2

hkEMgADP_0 3.240 ·10−9 3.240 ·10−9 3.240 ·10−9 3.240 ·10−9

hkEMgADP_1 9.720 ·10−9 9.720 ·10−9 9.720 ·10−9 9.720 ·10−9
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hkEMgADP_2 1.944 ·10−8 9.720 ·10−9 4.860 ·10−9 0.000
GSH 3.200 3.200 3.200 3.200
hkEGLCGSH_0 5.860 ·10−6 5.860 ·10−6 5.860 ·10−6 5.860 ·10−6

hkEGLCGSH_1 1.758 ·10−5 1.758 ·10−5 1.758 ·10−5 1.758 ·10−5

hkEGLCGSH_2 3.516 ·10−5 1.758 ·10−5 8.790 ·10−6 0.000
DPG23 4.500 4.500 4.500 4.500
hkEGLCDPG23_0 6.180 ·10−6 6.180 ·10−6 6.180 ·10−6 6.180 ·10−6

hkEGLCDPG23_1 1.854 ·10−5 1.854 ·10−5 1.854 ·10−5 1.854 ·10−5

hkEGLCDPG23_2 3.708 ·10−5 1.854 ·10−5 9.270 ·10−6 0.000
Phosi 1.200 1.200 1.200 1.200
hkEPhosi_0 4.390 ·10−6 4.390 ·10−6 4.390 ·10−6 4.390 ·10−6

hkEPhosi_1 1.317 ·10−5 1.317 ·10−5 1.317 ·10−5 1.317 ·10−5

hkEPhosi_2 2.634 ·10−5 1.317 ·10−5 6.585 ·10−6 0.000
hkEGLCG6P_0 6.260 ·10−6 6.260 ·10−6 6.260 ·10−6 6.260 ·10−6

hkEGLCG6P_1 1.878 ·10−5 1.878 ·10−5 1.878 ·10−5 1.878 ·10−5

hkEGLCG6P_2 3.756 ·10−5 1.878 ·10−5 9.390 ·10−6 0.000
F6P 1.600 ·10−2 1.600 ·10−2 1.600 ·10−2 1.600 ·10−2

pfkER 4.400 ·10−6 4.400 ·10−6 4.400 ·10−6 4.400 ·10−6

pfkERMgATP 1.380 ·10−7 1.380 ·10−7 1.380 ·10−7 1.380 ·10−7

pfkERMgATPF6P 1.110 ·10−9 1.110 ·10−9 1.110 ·10−9 1.110 ·10−9

pfkERMgADPFDP 2.970 ·10−9 2.970 ·10−9 2.970 ·10−9 2.970 ·10−9

FDP 7.600 ·10−3 7.600 ·10−3 7.600 ·10−3 7.600 ·10−3

pfkERMgADP 2.460 ·10−7 2.460 ·10−7 2.460 ·10−7 2.460 ·10−7

AMP 8.000 ·10−2 8.000 ·10−2 8.000 ·10−2 8.000 ·10−2

pfkERAMP 3.520 ·10−7 3.520 ·10−7 3.520 ·10−7 3.520 ·10−7

pfkERAMP2 2.820 ·10−8 2.820 ·10−8 2.820 ·10−8 2.820 ·10−8

pfkERAMP3 2.250 ·10−9 2.250 ·10−9 2.250 ·10−9 2.250 ·10−9

pfkERAMP4 1.800 ·10−10 1.800 ·10−10 1.800 ·10−10 1.800 ·10−10

pfkERF6P 7.040 ·10−8 7.040 ·10−8 7.040 ·10−8 7.040 ·10−8

pfkERF6P2 1.130 ·10−9 1.130 ·10−9 1.130 ·10−9 1.130 ·10−9

pfkERF6P3 1.800 ·10−11 1.800 ·10−11 1.800 ·10−11 1.800 ·10−11

pfkERF6P4 2.890 ·10−13 2.890 ·10−13 2.890 ·10−13 2.890 ·10−13

ATP 1.540 1.540 1.540 1.540
pfkET 3.080 ·10−6 3.080 ·10−6 3.080 ·10−6 3.080 ·10−6

pfkETATP 4.740 ·10−6 4.740 ·10−6 4.740 ·10−6 4.740 ·10−6

pfkETATP2 7.310 ·10−6 7.310 ·10−6 7.310 ·10−6 7.310 ·10−6

pfkETATP3 1.130 ·10−5 1.130 ·10−5 1.130 ·10−5 1.130 ·10−5

pfkETATP4 1.730 ·10−5 1.730 ·10−5 1.730 ·10−5 1.730 ·10−5

Mg 2.539 ·10−1 2.539 ·10−1 2.539 ·10−1 2.539 ·10−1
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pfkETMg 7.820 ·10−7 7.820 ·10−7 7.820 ·10−7 7.820 ·10−7

pfkETMg2 1.990 ·10−7 1.990 ·10−7 1.990 ·10−7 1.990 ·10−7

pfkETMg3 5.040 ·10−8 5.040 ·10−8 5.040 ·10−8 5.040 ·10−8

pfkETMg4 1.280 ·10−8 1.280 ·10−8 1.280 ·10−8 1.280 ·10−8

DHAP 1.400 ·10−1 1.400 ·10−1 1.400 ·10−1 1.400 ·10−1

GAP 6.700 ·10−3 6.700 ·10−3 6.700 ·10−3 6.700 ·10−3

NAD 5.840 ·10−2 5.840 ·10−2 5.840 ·10−2 5.840 ·10−2

DPG13 4.000 ·10−4 4.000 ·10−4 4.000 ·10−4 4.000 ·10−4

NADH 3.060 ·10−2 3.060 ·10−2 3.060 ·10−2 3.060 ·10−2

ADP 2.700 ·10−1 2.700 ·10−1 2.700 ·10−1 2.700 ·10−1

PG3 4.500 ·10−2 4.500 ·10−2 4.500 ·10−2 4.500 ·10−2

dpgmE 2.220 ·10−5 2.220 ·10−5 2.220 ·10−5 2.220 ·10−5

dpgmEDPG13 1.360 ·10−6 1.360 ·10−6 1.360 ·10−6 1.360 ·10−6

dpgmEDPG23 1.359 ·10−3 1.359 ·10−3 1.359 ·10−3 1.359 ·10−3

dpgmEPhosiDPG3 6.090 ·10−8 6.090 ·10−8 6.090 ·10−8 6.090 ·10−8

dpgmEPhosi 7.310 ·10−4 7.310 ·10−4 7.310 ·10−4 7.310 ·10−4

PG2 1.400 ·10−2 1.400 ·10−2 1.400 ·10−2 1.400 ·10−2

PEP 1.700 ·10−2 1.700 ·10−2 1.700 ·10−2 1.700 ·10−2

PYR 7.700 ·10−2 7.700 ·10−2 7.700 ·10−2 7.700 ·10−2

LAC 1.100 1.100 1.100 1.100
ADO 1.200 ·10−3 1.200 ·10−3 1.200 ·10−3 1.200 ·10−3

INO 1.000 ·10−3 1.000 ·10−3 1.000 ·10−3 1.000 ·10−3

akE 1.810 ·10−4 1.810 ·10−4 1.810 ·10−4 1.810 ·10−4

akEADO 2.050 ·10−5 2.050 ·10−5 2.050 ·10−5 2.050 ·10−5

akEADOMgATP 1.000 ·10−7 1.000 ·10−7 1.000 ·10−7 1.000 ·10−7

akEAMPMgADP 4.880 ·10−5 4.880 ·10−5 4.880 ·10−5 4.880 ·10−5

akEAMP 3.000 ·10−7 3.000 ·10−7 3.000 ·10−7 3.000 ·10−7

akEAMPADO 1.000 ·10−6 1.000 ·10−6 1.000 ·10−6 1.000 ·10−6

akET 4.530 ·10−5 4.530 ·10−5 4.530 ·10−5 4.530 ·10−5

akETADO 1.000 ·10−8 1.000 ·10−8 1.000 ·10−8 1.000 ·10−8

IMP 1.000 ·10−2 1.000 ·10−2 1.000 ·10−2 1.000 ·10−2

PRPP 5.000 ·10−3 5.000 ·10−3 5.000 ·10−3 5.000 ·10−3

ADE 1.035 ·10−3 1.035 ·10−3 1.035 ·10−3 1.035 ·10−3

NADP 2.000 ·10−4 2.000 ·10−4 2.000 ·10−4 2.000 ·10−4

g6pdER 5.920 ·10−6 5.920 ·10−6 5.920 ·10−6 5.920 ·10−6

g6pdERNADP 8.270 ·10−8 8.270 ·10−8 8.270 ·10−8 8.270 ·10−8

g6pdERNADPG6P 7.780 ·10−8 7.780 ·10−8 7.780 ·10−8 7.780 ·10−8

g6pdERNADPHGL6P 5.300 ·10−14 5.300 ·10−14 5.300 ·10−14 5.300 ·10−14

GL6P 1.754 ·10−3 1.754 ·10−3 1.754 ·10−3 1.754 ·10−3
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g6pdERNADPH 1.600 ·10−13 1.600 ·10−13 1.600 ·10−13 1.600 ·10−13

NADPH 6.580 ·10−2 6.580 ·10−2 6.580 ·10−2 6.580 ·10−2

GO6P 3.748 ·10−2 3.748 ·10−2 3.748 ·10−2 3.748 ·10−2

RU5P 4.937 ·10−3 4.937 ·10−3 4.937 ·10−3 4.937 ·10−3

R5P 1.267 ·10−2 1.267 ·10−2 1.267 ·10−2 1.267 ·10−2

X5P 1.478 ·10−2 1.478 ·10−2 1.478 ·10−2 1.478 ·10−2

S7P 2.399 ·10−2 2.399 ·10−2 2.399 ·10−2 2.399 ·10−2

E4P 5.075 ·10−3 5.075 ·10−3 5.075 ·10−3 5.075 ·10−3

HX 2.000 ·10−3 2.000 ·10−3 2.000 ·10−3 2.000 ·10−3

R1P 6.000 ·10−2 6.000 ·10−2 6.000 ·10−2 6.000 ·10−2

MgAMP 4.509 ·10−1 4.509 ·10−1 4.509 ·10−1 4.509 ·10−1

MgDPG23 1.908 1.908 1.908 1.908

A.4 The Prokaryotic auto-regulatory Gene Network

The Prokaryotes Gene expression Network (PGN) [460] is a simple example of gene regu-
lation mechanism, whereby a gene (DNA) coding for a protein (P) is inhibited by binding
with a dimer of the protein itself (DNA:P2). The reaction-based model of the PGN consists
of 8 reactions among 5 chemical species. Gene expression represents a good example of
the stochastic phenomenon in biological systems, since the transcriptional regulators appear
in few copies, making possible to describe the binding and release of the regulators in
probabilistic terms. Table A.7 describes the reactions composing this simple model. The
initial condition considered in this work corresponds to 500 molecules of the DNA species,
while the amount of all other species is initially equal to zero.

Table A.7 List of the reactions of the PGN model.

No. Reagents Products Constant
R1 DNA + P2 DNA:P2 0.1
R2 DNA:PP2 DNA + P2 0.7
R3 DNA DNA + mRNA 0.35
R4 mRNA /0 0.3
R5 2P P2 0.1
R6 P2 2P 0.9
R7 mRNA mRNA + P 0.2
R8 P /0 0.1
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A.5 The Ras/cAMP/PKA pathway

The Ras/cAMP/PKA signaling pathway in yeast Saccharomyces cerevisiae is fundamental in
regulating cell growth and proliferation in response to nutritional sensing and stress conditions
[383, 486]. In yeast, normal activity of the protein kinase A (PKA) directly affects cellular
growth and cell cycle progression. Indeed, a reduction of PKA activity, related to a decrease
in intracellular cyclic adenine mono-phosphate (cAMP), leads to growth and cell cycle
arrest. cAMP is synthesized by the adenylate cyclase Cyr1 and induces the activation of the
cAMP-dependent PKA protein. The adenylate cyclase activity is controlled by Ras and Gpa2
proteins. Ras proteins cycle between an inactive state and an active state, positively regulated
by Cdc25—a Guanine Nucleotide Exchange Factor (GEF)—and negatively regulated by
Ira1 and Ira2. Finally, two phosphodiesterase (Pde1 and Pde2) constitute the major feedback
mechanisms in the pathway and are able to degrade cAMP.

The list of the reactions that describe the interactions among the species composing the
Ras/cAMP/PKA pathway and the values of the associated constants are depicted in Table
A.8. More details can be found in [44, 75, 339]. In Table A.9 are shown the initial molecular
amounts whose value is different to 0.

Table A.8 List of the reactions included in the RBM of the Ras/cAMP/PKA pathway.

No. Reagents Products Constant
R1 Ras2-GDP + Cdc25 Ras2-GDP-Cdc25 1.0
R2 Ras2-GDP-Cdc25 Ras2-GDP + Cdc25 1.0
R3 Ras2-GDP-Cdc25 Ras2-Cdc25 + GDP 1.5
R4 Ras2-Cdc25 + GDP Ras2-GDP-Cdc25 1.0
R5 Ras2-Cdc25 + GTP Ras2-GTP-Cdc25 1.0
R6 Ras2-GTP-Cdc25 Ras2-Cdc25 + GTP 1.0
R7 Ras2-GTP-Cdc25 Ras2-GTP + Cdc25 1.0
R8 Ras2-GTP + Cdc25 Ras2-GTP-Cdc25 1.0
R9 Ras2-GTP + Ira2 Ras2-GTP-Ira2 0.01
R10 Ras2-GTP-Ira2 Ras2-GDP + Ira2 0.25
R11 Ras2-GTP + Cyr1 Ras2-GTP-Cyr1 1.0 ·10−3

R12 Ras2-GTP-Cyr1 + ATP Ras2-GTP-Cyr1 + cAMP 2.1 ·10−6

R13 Ras2-GTP-Cyr1 + Ira2 Ras2-GDP + Cyr1 + Ira2 1.0 ·10−3

R14 cAMP + PKA cAMP-PKA 1.0 ·10−5

R15 cAMP + cAMP-PKA (2cAMP)-PKA 1.0 ·10−5

R16 cAMP + (2cAMP)-PKA (3cAMP)-PKA 1.0 ·10−5

R17 cAMP + (3cAMP)-PKA (4cAMP)-PKA 1.0 ·10−5

R18 (4cAMP)-PKA cAMP + (3cAMP)-PKA 0.1
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R19 (3cAMP)-PKA cAMP + (2cAMP)-PKA 0.1
R20 (2cAMP)-PKA cAMP + cAMP-PKA 0.1
R21 cAMP-PKA cAMP + PKA 0.1
R22 (4cAMP)-PKA C + C + R-2cAMP + R-2cAMP 1.0
R23 R-2cAMP R + cAMP + cAMP 1.0
R24 R + C R-C 0.75
R25 R-C + R-C PKA 1.0
R26 C + Pde1 C + Pde1p 1.0 ·10−6

R27 cAMP + Pde1p cAMP-Pde1p 0.1
R28 cAMP-Pde1p cAMP + Pde1p 0.1
R29 cAMP-Pde1p AMP + Pde1p 7.5
R30 Pde1p + PPA2 Pde1 + PPA2 1.0 ·10−4

R31 cAMP + Pde2 cAMP-Pde2 1.0 ·10−4

R32 cAMP-Pde2 cAMP + Pde2 1.0
R33 cAMP-Pde2 AMP + Pde2 1.7
R34 C + Cdc25 C + Cdc25p 1.0
R35 Cdc25p + PPA2 Cdc25 + PPA2 0.01
R36 Ira2 + C Ira2p + C 1.0 ·10−3

R37 Ras2-GTP + Ira2p Ras2-GTP-Ira2p 1.25
R38 Ras2-GTP-Ira2p Ras2-GDP + Ira2p 2.5
R39 Ira2p Ira2 10.0

Table A.9 Initial molecular amounts of the RBM of Ras/cAMP/PKA pathway.

Species Initial amount
Cyr1 200
Cdc25 300
Ira2 200
Pde1 1400
PKA 2500
PPA2 4000
Pde2 6500
Ras2-GDP 20000
GDP 1.5 ·106

GTP 5.0 ·106

ATP 2.4 ·107

Notice that the amounts of the species GDP, GTP and ATP are kept constant during the
simulation. According to the data presented in [151] and described in [44, 75], the values of
the molecular amounts of the species are expressed as number of molecules per cell.
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A.6 The Schlögl model

The Schlögl model [451, 465] [342, 354] represents one of the simplest prototypes describing
biochemical systems characterized by bistability. This phenomenon consists in having two
different stable steady states that can be reached in response to some chemical signaling (for
further details, see [94, 345, 464]). As shown in Table A.10, this model is composed of 3
reactions that involves 4 molecular species. The initial molecular concentrations of the 4
species are listed in Table A.11.

Table A.10 List of the reactions of the Schlögl model.

No. Reagents Products Constant
R1 A + 2X 3X 3 ·10−7

R2 3X A + 2X 1 ·10−4

R3 B X 1 ·10−3

R2 X B 3.5

Table A.11 Initial molecular amounts of the Schlögl model.

Species Initial amount
A 1 ·105

B 2 ·105

X 250

Notice that the amounts of the species A and B are kept constant during the simulation.
All the values of the molecular amounts of the species are expressed as number of molecules
per cell.
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