
SCUOLA DI DOTTORATO 

UNIVERSITÀ DEGLI STUDI DI MILANO-BICOCCA 

 
 

 

 

Department of 

Physics  
 

PhD program in  Physics and Astronomy   Cycle XXXI 
 

Curriculum in   Subnuclear Physics and Physics Technologies 
 
 
 
 

Advances in instruments and methods for neutron 

transmission imaging 
 
 
 

 
 

 Surname    Vitucci     Name    Giuseppe                                       

 Registration number    805464     
 
 
 
 
 

Tutor:     Prof. Francesco Terranova     

Co-tutor:    Prof. Giuseppe Gorini   

Supervisor:    Dr. Triestino Minniti   

 
 
 

Coordinator:   Prof. Marta Calvi     
 
 

    ANNO ACCADEMICO / ACADEMIC YEAR    2017-2018  





 

 

 

 

UNIVERSITÀ DEGLI STUDI DI MILANO-BICOCCA 

Department of Physics 

 

Ph.D. Program in Physics and Astronomy – XXXI cycle 

 

 

ADVANCES IN INSTRUMENTS AND METHODS FOR 

NEUTRON TRANSMISSION IMAGING 

 

Ph.D. Thesis of 

GIUSEPPE VITUCCI 

 

 

Tutor:  Prof. Francesco Terranova 

Co-tutor:  Prof. Giuseppe Gorini 

Supervisor: Dr. Triestino Minniti 

 

Coordinator: Prof. Marta Calvi 

 

 

Academic year: 2017 - 2018 



� Puoi compilare questo documento?�
� Quando è la deadline? �

� Era ieri �
"Il Dottorato", Capitolo I.

4



Contents

List of papers 7

Abstract 8

1 Neutron Imaging: a background 10
1.1 Neutron physics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2 Neutron imaging technique . . . . . . . . . . . . . . . . . . . . . . . . 14

1.2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.2.2 Transmission imaging . . . . . . . . . . . . . . . . . . . . . . . 15
1.2.3 Tomographic reconstructions . . . . . . . . . . . . . . . . . . . 17

2 IMAT neutron imaging facility 25
2.1 Beamline design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2 Detectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.2.1 Microchannel Plate (MCP) neutron detector . . . . . . . . . . 26
2.2.2 CMOS camera detector . . . . . . . . . . . . . . . . . . . . . . 29

3 Applications of transmission neutron imaging 30
3.1 Energy resolved analysis . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2 Multiple radiography analysis . . . . . . . . . . . . . . . . . . . . . . 37

4 Improvements of imaging devices 43
4.1 Centroiding algorithm for TIMEPIX readout . . . . . . . . . . . . . . 43
4.2 Misalignment correction for TIMEPIX readout . . . . . . . . . . . . . 46

4.2.1 Software design . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.2.2 Experimental design . . . . . . . . . . . . . . . . . . . . . . . 48

5 Conclusions and outlook 51

Acknowledgements 53

Bibliography 58

List of �gures 60

Synopsis of attached papers 61

5



CONTENTS

Paper I 64

Paper II 87

Paper III 95

Paper IV 110

Paper V 121

6



List of papers

I. W. Kockelmann, T. Minniti, D. E. Pooley, G. Burca, R. Ramadhan, F. A.
Akeroyd, G. D. Howells, C. Moreton-Smith, D. P. Keymer, J. Kelleher, S.
Kabra, T. L. Lee, R. Ziesche, A. Reid, G. Vitucci, G. Gorini, D. Micieli, R.
G. Agostino, V. Formoso, F. Aliotta, R. Ponterio, S. Trusso, G. Salvato, C.
Vasi, F. Grazzi, K. Watanabe, J. W. L. Lee, A. S. Tremsin, J. B. McPhate, D.
Nixon, N. Draper, W. Halcrow and J. Nightingale. "Time-of-Flight Neutron
Imaging on IMAT@ISIS: A New User Facility for Materials Science". Journal
of Imaging 4.3. 2018. p.47.

II. G. Vitucci, T. Minniti, D. Di Martino, M. Musa, L. Gori, D. Micieli, W.
Kockelmann, K. Watanabe, A.S. Tremsin and G. Gorini. "Energy-resolved
neutron tomography of an unconventional cultured pearl at a pulsed spallation
source using a microchannel plate camera". Microchemical Journal 137. 2018.
473-479.

III. G. Vitucci, T. Minniti, G. Angella, G. Croci, A. Muraro, C. Höglund, C. C.
Lai, E. Perelli Cippo, G. Albani, R. Hall-Wilton, Linda Robinson, G. Grosso,
M. Tardocchi and G. Gorini. "Measurement of the thickness of B4C deposits
over 3D grids via multi-angle neutron radiography". Under review. Measure-
ment Science and Technology.

IV. T. Minniti, A.S. Tremsin, G. Vitucci and W. Kockelmann. "Towards high-
resolution neutron imaging on IMAT". Journal of Instrumentation. Vol 13.
1. 2018. © SISSA Medialab Srl. Reproduced with permission. All rights
reserved.

V. G. Vitucci, T. Minniti, A.S. Tremsin, W. Kockelmann and G. Gorini. "In-
vestigation of image distortion due to MCP electronic readout misalignment
and correction via customized GUI application". Journal of Instrumentation.
Vol.13. 4. 2018 © SISSA Medialab Srl. Reproduced with permission. All
rights reserved.

7



Abstract

The work presented in this thesis focuses on the development and improvement of
instrumentation and methods applied to neutron transmission imaging. In partic-
ular, the research activities have been performed at the "Imaging and Materials
Science and Engineering" (IMAT) instrument.
This facility is a part of the ISIS neutron source at the Rutherford Appleton Labo-
ratory, in UK. The neutrons here are produced by spallation reactions of a tungsten
target hit by protons with energy of 800 MeV. The resulting neutrons are then slowed
down by a 18 K hydrogen moderator and convoyed through beam guides towards
the IMAT experimental area. The neutrons spectrum in this case is characterized
by the presence of thermal and cold neutrons with a wavelength in the range of 0.68
- 6.8 Å.
IMAT has been designed to acquire neutron pulses in Time-Of-Flight mode, by
recording the time of arrival of neutrons, related to their energy, with a maximum
of 10 ns timing resolution. This analysis is performed with a new generation detec-
tor, that is a combination of a MicroChannel Plate neutron converter with a quad
Timepix electronic readout. By means of this apparatus, radiographies and tomo-
graphies with a �eld of view of 28 mm2 can be generated with a spatial resolution
of 55 µm and with respect to speci�c neutron energies. Beside this device, a larger
CMOS camera can be used in combination with 6LiF/ZnS based neutron screen
scintillators to acquire images up to 211 × 211 mm2 in white-beam imaging.
Such a con�guration opens several possibilities in di�erent case scenarios. In one
hand, the energy-resolved neutron imaging technique can be used to investigate the
phase fraction composition and texture of the samples via Bragg Edge analysis soft-
ware tools, at the cost of a reduced �eld of view. On the other hand, bigger samples
can be studied with standard CMOS or CCD based white-beam imaging cameras,
but loosing any information about the energy of the incoming neutrons.
In this work, the �rst part is devoted to the description of the IMAT instrumenta-
tion, including the beamline design, the experimental area and the detectors.
The second part is directed to case studies that made use of these novel instru-
mentation and imaging techniques. In particular, the cultural heritage science takes
advantage of such non-destructive methods where small and delicate specimens must
be analysed. In this class of examples, a "sou�è" pearl was considered. The pecu-
liarity of these cultured pearls resides in the fact that they are empty inside. The
inspection of the morphological structure of the inner part, as well as the individ-
uation of the di�erent orientations of the nacres crystallites was conducted with
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Contents

energy-resolved imaging techniques. A second experiment, presented in this thesis,
regards the diagnosis of a batch of metallic grids with a size up to 200 × 10 mm2.
For this case, a fast and non destructive way to verify the thickness of 1 µm boron
carbide layer deposited over their lamellae was successfully implemented, within an
uncertainty of 120 nm.
The third part is directed to show two new methods developed to improve the MCP
detector camera in terms of spatial resolution and reliability. For what concerns
the spatial resolution, a new procedure based on a centroiding algorithm has been
tested. This acquisition method enables the possibility to go over the physical con-
straint given by the dimension of the pixels of the electronic readout and to acquire
images with a resolutions up to four times higher. Furthermore, an improvement to
the resulting images generated by the MCP detector has been developed, based on
a post-processing approach. Actually, one of the weak spots of the quad Timepix
readout installed on the MCP detector is that it is constituted by four matrices of
pixels assembled together. This brings to noticeable artifacts which, in some cases,
may produce issues in the data analysis. A procedure, including a customized soft-
ware, was implemented to �x such a problem.
Finally, the summary of the results brought by the aforementioned works is given,
with a discussion on the future improvements at the IMAT facility.
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1 | Neutron Imaging: a background

1.1 Neutron physics

The neutron is one of the subatomic particles constituting the nucleus of an atom.
Among its most relevant peculiarities, there is the absence of an electric charge,
which makes it capable of penetrating the coulombian barrier of the target atoms
and interacting directly with their nuclei.
Free neutrons can be created naturally, for instance by the interaction of cosmic
radiations with the molecules permeating our atmosphere, or by means of arti�cially
created nuclear reactions, such as the �ssion [1] and spallation reactions [2]. There
are two main kinds of interactions that can have place between free neutrons and
target nuclei [3]:

1. Absorption. The target nucleus captures the incoming neutrons. At this
point, the result may be the �ssion of the target (n,f) or its excitation fol-
lowed by the emission of electromagnetic radiations (n,g), charged particles
(n,p),(n,a) ... or neutrons (n,Nn), where N ∈ N,N ≥ 1 .

2. Scattering. The incoming neutron su�ers from a change in its propagation
after its interaction with the target nucleus. In the case that the neutron
kinetic energy is not transferred to the nucleus, this process is named elastic
scattering. On the other hand, if its energy changes, the process is classi�ed
as inelastic scattering.

Such interactions have a certain probability to happen, related to the kind of target
nucleus and the neutron velocity or, in equivalent way, its energy or wavelength. In
fact from the classical expression for the kinetic energy:

E =
mnv

2

2
=

p2

2mn

(1.1)

with E being the kinetic energy of the neutron, mn its mass, v its velocity and p
the particle momentum, one can use the relation given by the DeBroglie law, which
associates the momentum of a moving particle to the wavelength λ through the
Planck constant h in the following way:

λ =
h

mnv
=
h

p
(1.2)
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1.1. Neutron physics

Energy Wavelength Energy Classi�cation
0 → ∼ 0.025 eV & 1.8 Å cold
∼ 0.025 eV ∼ 1.8 Å thermal

∼ 0.025 eV → ∼100 eV ∼ 1.8 Å→ ∼ 0.028 Å epithermal
∼ 100 eV → ∼ 1MeV 0.028 Å→ ∼ 2.8E-4 Å slow
∼ 1MeV → ∼ 20 MeV 2.8E-4 Å→ ∼ 9.0E-5 Å fast

Table 1.1: Classi�cation of neutrons with respect to their energy (in electronvolts)
and wavelength (in Ångstrom).

Inserting the momentum in the equation 1.1, one �nally gets:

E =
h2

2mnλ2
(1.3)

showing the inverse proportionality between the neutron energy and its wavelength.
Actually, two methods are often use to generate neutrons: �ssion [4] and spal-

lation nuclear reactions[5]. In the �rst case, �ssile atomic nuclei, such as 235U, are
bombarded with neutrons and undergo nuclear �ssion, splitting into two atomic nu-
clei and releasing further free neutrons. In the second case, protons are accelerated
at high energy, usually ∼ 800 MeV, and launched in short pulses towards a heavy-
metal target. When they collide with the target, the latter is fragmented into several
smaller particles, gamma rays and free neutrons.
In both cases, the neutrons coming out from the source after the reaction have,
usually, much more energy than needed for condensed matter physics and must be
slowed down, with a process called moderation. It is common to de�ne several en-
ergy ranges classifying the neutrons with respect to their "temperature" (Tab. 1.1).
The neutrons, when in thermodynamic equilibrium with the moderator medium,
have an energy distribution described by the Maxwell-Boltzmann function [6]:

N(E) =
2πN0

(πkT )3/2
·
√
E · e

−
E

kT (1.4)

with N(E) being the number of neutrons at a particular energy E, k the Boltzmann
constant, N0 the total number of neutrons per unit volume and T the temperature.
From the 1.4, the average energy can be deduced:

Eavg =

∫∞
0
N(E)E dE∫∞

0
N(E) dE

=
3

2
kBT (1.5)

which states the direct proportionality between the neutron energy and the moder-
ator temperature (Fig.1.1).

The neutron absorption probability is, generally, inversely proportional to the neu-
tron velocity, while the scattering probability has a more irregular trend (Fig. 1.2).
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Neutron Imaging: a background

Figure 1.1: Neutron spectra moderated by cold, thermal and hot media at FRM II
reactor, MLZ research centre[7]. The higher the temperature, the more the peaks
of the gaussian neutron energy distributions move towards higher values.

Such interaction probability is called cross-section, and it is measured in barns, de-
�ned as 10−24 cm2. Furthermore, there are two ways to refer to this likelihood of
interaction:

1. the microscopic cross section, usually de�ned with s, which describes the
interaction probability of a neutron with a single nucleus. It can be de�ned
by the following:

σ =
C

∆t
· 1

Φ
· 1

Nt

(1.6)

where C is the number of the events occurred, ∆t the unit of time, Φ the
neutron �ux per unit of time and Nt the number of nuclei in the target. This
value shows the probability of interaction per single target nucleus and has
the dimension of an area;

2. the macroscopic cross section, indicated with S, is de�ned as follows:

Σ = σ ·N (1.7)

with N being the nuclei density in the target and having the dimension of
[cm−3]. Such a value shows the likelihood of the interaction considering all the
nuclei contained in the target.
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1.1. Neutron physics

Figure 1.2: Dependence of the absoprtion and the scattering cross sections with
respect to the neutron wavelength, for the ferrite. The total cross section, given by
their sum, is also shown.

On the other hand, there are further phenomena a�ecting the neutron cross-sections.
For instance, the thermal neutron scattering is in�uenced by the interaction of the
strong forces depending on the detailed structure of the nuclei [8]. Such parameter is
called scattering length and it is generally indicated with b. A �rst order estimate of
it can be done with quantum mechanics arguments, determining a relation between
the scattering length and the radius and the potential well of the target nucleus [9].
It's clear that the scattering cross section thus varies among the isotopes of the same
element.
In the case that no interaction between the free neutrons and the target atoms
occurs, the phenomenon of transmission takes place.
There are di�erent types of experiments exploiting the neutron-nucleus interactions,
ranging from di�ractometry, spectrometry and radiography [10]. In particular, this
work focuses on the imaging technique, where the transmitted neutrons are revealed
and analysed to create two- and three-dimensional representations of the sample
under study.

13



Neutron Imaging: a background

1.2 Neutron imaging technique

1.2.1 Overview

The story of neutron imaging starts about a century ago, when the �rst attempts
to produce neutron radiographies of objects were made, to get an idea of the poten-
tiality that such a new technique could bring to scienti�c research (Fig.1.3). Today,

Figure 1.3: Neutron radiography compared with g-ray radiography [11], 1946.

despite the issues related to the cost and the di�culties of realizing neutron in-
strumentation, especially if compared to X-ray technique, neutron imaging is still a
well-established method with a positive future outlook [12]. Actually, there are nu-
merous remarkable advantages which make this technique attractive: for instance,
the nuclear interaction of the neutron with the target nucleus allows to reveal light
elements, like hydrogen, and also to distinguish between isotopes of the same ele-
ment. Also, heavy materials, like lead or titanium, may be easily penetrated in a
non-destructive way.
The outcome of experimental neutron imaging techniques are images whose contrast
is determined by the level of interaction between the neutrons and the sample under
analysis. The higher the interaction, the higher the contrast obtained in the output
image, the clearer the result.
Di�erent phenomena can be exploited for this purpose [13]. Among the most rele-
vant one can cite:

� the mechanisms of absorption and scattering of neutrons impinging the target
nuclei, described by the related cross sections[14, 15];

� the phase shift of the neutrons intended as de Broglie waves, imposed by the
structure of the sample [16] ;

14



1.2. Neutron imaging technique

� the magnetic polarization of neutrons in�uenced by the sample magnetic �eld
[17]

Each technique is especially e�cient in probing a particular aspect of the sample,
ranging from the morphological structure, the material composition or the crystalline
orientation of its atomic structure.

1.2.2 Transmission imaging

The transmission imaging technique takes into account the di�erent contributions to
the total cross sections over a neutron beam passing through a sample. In fact, the
incident beam will su�er of a loss of intensity which can be mapped by a position
sensitive neutron detector placed behind the specimen. By the mathematical point
of view, this attenuation of the intensity I of the beam can be expressed with a
di�erential equation. In fact, if one wants to calculate the intensity variation su�ered
by the beam passing through the sample of thickness t along the z-direction:

∂I(x, y, z, E)

∂z
= −Nσ(x, y, z, E)I(x, y, z, E) (1.8)

stating that the rate of change of the beam intensity is given by the total microscopic
cross sections of the target nuclei (that are a function of the impinging neutrons
energy E) and N , the number of nuclei per volume. The solution, also known as
Lambert-Beer law, is:

Itr(x, y, E) = I0(x, y, E)e−
∫ t
0 Nσ(x,y,z,E) ∂z = I0(x, y, E)e−

∫ t
0 Σtot(x,y,z,E) ∂z (1.9)

where ∂z is integrated with respect to the path length of the neutrons through the
sample. This gives the value of the transmitted beam Itr as result of the exponential
attenuation of the entering beam I0 related to the total macroscopic cross section
Σ.
A further aspect concurs in the formation of the output image: the beam divergence.
In a typical experimental setup, the main parameters to consider are:

1. the pinhole diameter, that is the aperture size from which the neutrons are
coming out to be directed towards the sample;

2. the distance between such aperture and the detector;

3. the distance between the sample and the detector.

In Fig. 1.4, a sketch about the relation of these parameters is shown. The L/D ratio
has a primary importance, because it de�nes the "geometric blur" of the radiography.
This phenomenon, recognizable as a shadow around the edges of the image, is given
by:

λg =
zD

L− z
≈ zD

L

∣∣∣∣
L�z

(1.10)
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Neutron Imaging: a background

and it can be reduced either by decreasing the size of the pinhole, or increasing the
distance between the pinhole and the detector. In both case, the drawback is the
signi�cant reduction of the �ux directed towards the sample. A third option is to
place the sample as close as possible to the detector, i.e. decreasing the z value.
In this way, λg is again reduced, but the detector is more likely to be exposed to
background noise, such as g-radiations coming from the activation of the sample.
To further push the precision of the acquisition systems, new optical solutions are
under development [18, 19].

Figure 1.4: Image formation by neutron radiography technique [20].

Not only the optics, but also the intrinsic detector resolution plays a role in the
determination of a clear radiography. The resolution can be intended in two ways:
the contrast resolution and the spatial resolution.
In the �rst case, one refers to the gray scale representation given by the imaging
detector. Actually, modern electronic-based detectors digitize the intensity variation
of the signal they record in the form of a shift range from a absolute black (usually
associated to the value of 0) to absolute white (with a value equal to 2n, where n is
the number of the bits of the data register where such value is saved). The higher
the number of the bits available, the wider the gray scale, the lower the measurement
error, as showed by (Fig.1.5).
In the second case, the pixel size de�nes the minimum appreciable feature of the
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1.2. Neutron imaging technique

sample. Generally, the lower this parameter, the higher the resolution. Nonetheless,
when the pixel size gets smaller, the probability of revealing neutrons decreases as
well, since it is proportional to the detecting area of each pixel. This a�ects the
signal to noise ratio (SNR). Therefore, a balance must be reached between these
two aspects.

Figure 1.5: Top: Dependence of the measurement error of the thickness δw of a water
sample normalized to its maximum thickness δc. The descrepancy grows when the
sample becomes thinner and it is reduced when a larger gray scale is used [21].
Bottom: Di�erence between original and acquired shape due to pixel resolution.

1.2.3 Tomographic reconstructions

An important extension to the acquisition of single radiographies can be applied
when the knowledge of the volumetric shape of the sample under analysis is needed.
In fact, the computed tomography technique permits the three-dimensional recon-
struction of the specimen, assuming that at least a minimum number of radiogra-
phies (projections of a three-dimensional sample onto a two-dimensional plane, i.e.

17



Neutron Imaging: a background

the detector) at di�erent angles is acquired. This number is de�ned by the following
equation [22]:

Np = π
Dmin

2
(1.11)

with Np being the required number of projections and Dmin the ratio between the
maximum width of the sample and the pixel size of the electronic readout.

Figure 1.6: Sketch of the multiple radiography acquisition system by sample rotation
available at IMAT .

The theorethical basis of such method was given by Radon in 1917 [23], where he
de�ned a generic line function p(t, θ), or projection function, whose points result
from the linear integration of a function of two variables f(x, y) satisfying suitable
regularity conditions. The coordinate t represents the distance of the projection
lines from the center of the xy plane, while θ is the angle between the projection
lines and the x-axis (Fig.1.7). This relation can be expressed with the following:

p(t, θ) =

∫
L

f(x(s), y(s)) ds (1.12)

with L being the family of the integration lines. This equation is known as Radon
transform.
The line function p(t, θ) is, in other words, a sum of the values of the two-dimensional
function f taken at the angle θ. By the experimental point of view, the integration
lines can be seen as the neutron rays passing through the sample, while the function
f(x, y) describes the spatial distribution of the cross section values in the sample.
Finally, p(t, θ) is the neutron radiography of the sample taken at a particular angle.
In this model, several approximations are made, such as the assumption that all
the beams passing through the sample are parallel and with the same energy. Also,
scattered neutrons are neglected.

18



1.2. Neutron imaging technique

The fastest way to reconstruct the original function f(x, y) is based on the "smear-
ing" of the values of the line functions over the related integration lines (this process
is called back-projection) and the sum of the results for all the projection angles (Fig.
1.8). The higher the number of considered angles, the better the result. Nonetheless,
this technique has an intrinsic problem, since by summing non-negative functions
(the projection functions) each point in the image receives non-negative contribu-
tions from its neighbours [22]. This brings to a "blurring e�ect" onto the resulting
reconstruction, which can be described by the following equation:

g(x, y) = f(x, y)× 1√
x2 + y2

(1.13)

Nevertheless, there are several techniques to solve this problem. Two of the most
di�used ones are called "�ltered back-projections" (in short FBP), based on the
relation between the Radon transform and the Fourier transform, and the "Algebraic
Reconstruction Technique" (or ART), which is based on an iterative scheme of
convergence. [24]

Figure 1.7: Representation of the projection function p(t, θ). The points in this
function are the result of the sum of the values of the (x, y) points of the function
f(x, y) taken along the integration lines.

Filtered Backprojection

The Filtered Backprojection technique is based on the relation between the Radon
transform and the Fourier transform. In fact, it is possible to demonstrate (Central
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Neutron Imaging: a background

Figure 1.8: Image reconstruction through simple back-projection superposition. In
the top left panel the original �gure is shown. In the top right panel, a single back-
projection at the angle θ = 0 is applied. In the bottom left, two back-projections at
θ = 0 and θ = 45. Bottom right: all the integer angles in between 0° and 180° have
been considered. The higher the number of angles considered, the better the result.
Nontheless, the blur is still present.

Slice Theorem) that there is an equivalence between the central section of the two-
dimensional Fourier transform of f(x, y) taken at an angle θ′ and the one-dimensional
Fourier transform of the function projection p(t, θ′) [25]. This can be summerized
by the following equation:

F1{p(t, θ′)} = F2{f(x, y)}|θ=θ′ (1.14)

Therefore one can express the initial function f(x, y) via the inverse Fourier trans-
form:

f(x, y) = F2{F (vx, vy)} =

∫ +∞

−∞
dvx

∫ +∞

−∞
dvyF (vx, vy)e

2πi(vxx+vyy) (1.15)

with vx and vy being the coordinates in the frequency domain. With a change to the
polar coordinates vx = ω cos θ, vy = ω sin θ and dvxdvy = ω dω dθ, Eq.1.15 becomes:
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1.2. Neutron imaging technique

f(x, y) =

∫ 2π

0

dθ

∫ +∞

0

dω ωF (ω cosθ, ω sinθ)e2πiω(x cos θ+y sin θ) (1.16)

Since in the [0, 2π) interval the following relation holds:

F (w, θ + 180◦) = F (−w, θ) (1.17)

changing the integration limits and considering the equivalence de�ned by the Cen-
tral Slice Theorem in 1.14, the Eq.1.16 can be rewritten as:

f(x, y) =

∫ π

0

dθ

∫ +∞

−∞
dω |ω|P (ω, θ)e2πiω(x cos θ+y sin θ) (1.18)

where ω is the ramp �lter operating on the projection function. Eq.1.18 sums up
the routine for the tomography reconstruction via �ltered back-projections:

1. One-dimensional Fourier transform of projections p(t, θ);

2. Multiplication by the �lter ω;

3. One-dimensional inverse transform of this product;

4. Back-projection of the �ltered projection;

5. Sum over all the �ltered back-projections.

Algebraic reconstruction technique

An alternative approach to the image reconstruction can be carried out using the so
called "algebraic reconstruction techniques". These ART methods rely on the fact
that the sample projections are always discretized, due to the inner technical design
of the detectors based on pixel matrices. In fact, the whole image is represented by
a system of linear equations in the form:

a11f1 + a12f2 + . . . a1NfN = p1

a21f1 + a22f2 + . . . a2NfN = p2

...

aM1f1 + aM2f2 + . . . aMNfN = pM

(1.19)

with M and N the total number of projections and detector pixels respectively.
Such equations state that every projection p determined by a single ray passing
through the sample is the sum of the contributions fij given by each pixel in the
image weighted by a parameter aij, which takes into account the e�ective amount
of the contribution given by that single ray in the pixel.
Typically, the most precise method considers the area of the pixel irradiated by
the ray divided by the total pixel area (strip model), but there are other ways to
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Neutron Imaging: a background

Figure 1.9: Example of image analysis through �ltered backprojection algorithm.
In (a), the sample is radiographed at angle θ and the projection function p(t, θ)
is created. This projection is equivalent to the one dimensional Fourier transform
at same angle passing through the origin of the coordinate system in the Fourier
space (b). By collecting all the projections and Fourier transforming them at all the
angles in the [0,p] range, one can get the full two-dimensional Fourier transform of
the original image (c). The less computationally expensive way to reconstruct the
image is the one-dimensional inverse Fourier transform (d) of the slice in (b) and
summing for all the angles.

quantify such weighting parameters, such as the line length method or the Joseph's
method [26]. Eq. 1.19 can be presented as a M ×N matrix multiplied by a vector,
in the form:

p = Af (1.20)

with p being the vector of the projection values, A the matrix of the weighting
factors and f the attenuation values expressed by the pixels forming the image. In
such equation A is interpreted as the Radon transform operator.
The most direct way to obtain the vector of the attenuation values is the calculation
of the matrix A−1. This cannot be done because the matrix is often not square
and it is computationally arduous to �nd. One way to overcome the problem is the
implementation of an iterative algorithm. The generic procedure is [22]:

1. determination of an initial arbitrary image with same size of the image to be
reconstructed. At the begin of the routine, the image is generally set to 0 for
every pixel, so f = (0, 0 . . . 0);

2. calculation of the new projections;
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1.2. Neutron imaging technique

3. determination of the di�erence between the projections of the last (n-th) esti-
mation and the projections of the previous (n − 1) estimation. The vector f
is updated with these results;

4. iteration from step 2 until the convergence criteria previously set is obtained.

The basic sequential ART algorithm [27] can be expressed in the form:

fk+1 = fk + (ai)
T · (pi − aTi fk)

aTi ai
(1.21)

with j being the index of the j-th column of the matrixA. In this case, the algorithm
considers the interceptions between one single ray and the pixels and then updates
the value in order to �nd an equivalence between the ray sum and the projections.
Despite being very fast, this algorithm also generates artifacts, since every pixel in
the image is intercepted by more than one ray. This brought to the elaborations
of further algorithms, such as the simultaneous iterative reconstruction technique
(SIRT) or the simultaneous algebraic reconstruction technique (SART) where each
pixel value is updated only when all the equations related to every ray have been
considered [28].
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Neutron Imaging: a background

Figure 1.10: Sketch of the discretization operated by the algebraic reconstruction
algorithm on a sample image. The image is subdivided in pixels, each pixel expresses
a value (f) which is related to the attenuation coe�cient of the sample material.
The blue arrows represent the neutron rays going through the sample. They can
perfectly �t the pixel row (for instance in case of projection p9) or they can cross
adjacent pixels (as marked in yellow in projection p4). The weighting factors aij
take into account such cases.
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2 | IMAT neutron imaging facility

2.1 Beamline design

The IMAT neutron imaging facility is located at the ISIS neutron spallation source,
which is a part of the Rutherford Appleton Laboratory (RAL), located in the South
Oxfordshire, UK.
The neutron beam is generated 10 times per second by a spallation process of 800
MeV protons directed towards a tungsten target. After the reaction, the neutrons
are slowed down by a 18 K hydrogen moderator to make them usable for imaging
experiments, providing a cold-thermal spectra of neutron with wavelength in the
range of 0.68 - 6.8 Å. Such spectrum is de�ned by means of a couple of mechanical
disk choppers made of an aluminium alloy and covered by a 10 mm layer of B4C.
They are positioned at 12 m and 20 m from the moderator, while a third chopper is
located at 12.8 m from the moderator and serves as fast neutrons and gamma �lter.
The neutron beam is then transported to the entrance of the IMAT instrument with
a supermirror neutron guide with a multilayer re�ective coating whose m-parameter
is equal to 3. Such parameter determine the maximum critical angle at which the
neutron can enter the guide without being loss. The higher the m-parameter, the
higher the maximum critical angle, but as a drawback the loss along the path become
more important.
In order to collimate and shape the beam, �ve sets of mechanical jaws made of 10
mm thick B4C blades are integrated in the �ight path.
At the end of the guide the pinhole selector is located. There are �ve di�erent
pinholes with aperture diameter in the range between 5 and 80 mm, corresponding
to L/D ratio between 2000 and 125.
Finally, at a distance of 56 meters from the source, an heavy-duty 7-axis Sample
Positioning System (SPS) is located in the central part of the experimental area.
The rotational stage permit the acquisition of radiographies at di�erent angles, thus
enabling the possibility to make a tomographic reconstruction of the specimen. In
front of the sample positioner, the detector camera is held by a 7-axis robotic camera
positioning system. Either the CMOS camera or the MCP detector can be connected
here. In the left part of the blockhouse, two 90 deg di�raction banks prototypes with
200-element neutron scintillators are located.
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IMAT neutron imaging facility

Figure 2.1: a) Sketch of the IMAT beamline from the spallation source to the ex-
perimental area. b) Termination of the neutron guide: the red arrow shows the
direction where the neutrons go after leaving the guide. c) Top view of the exper-
imental hall: the di�raction detector (bottom left) is visible, as well as the robotic
positiong arm (central left). The tomography camera (central upper) where either
the CMOS detector or the MCP detector can be positioned to acquire images at
di�erent angles. This is possible thanks to the rotation stage placed in the centre of
the room. [29]

2.2 Detectors

Two detectors are now implemented in the IMAT instrument. Each one with its
own peculiarities.

2.2.1 Microchannel Plate (MCP) neutron detector

The MCP neutron counting detector is a combination of a solid neutron converter
with a electronic readout. The layout of the solid converter is the result of the
evolution of the conventional photomultiplier tubes invented in the early 1930s [30],
which were not usable in di�cult environments, such as in space applications. The
overall layout of the MCP device is a glass disk with a diameter of tens of mm
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2.2. Detectors

and thickness of ∼ 1 mm, with pores (the channels) of ∼ 10 µm in diameter. The
main idea relies on the fact that when electrons are expulsed from their atoms in
the glass bulk, due to an external impinging radiation, they bump on the channels
internal walls, causing the expulsion of secondary electrons. These are accelerated
by the voltage applied all over the channels (usually ∼ 2 kV) and create an internal
electron avalanche. There is also the possibility to assemble a stack of MCPs in
order to reduce the ion-feedback e�ect and to improve the measurement [31].
The traditional MCP is an assemble of thousands of �bers with a borosilicate layer
and a proprietary etchable glass core. These �bers are drawn and fuse together to
form a unique billet, which is later sliced and polished to obtain single MCP wafers.
These are later chemically processed in a bath of acid which is able to etch out the
�bers cores only, leaving the cladding material intact. In this way the empty chan-
nels are made. The �nal part of the process is the formation of the electric contacts
through metal evaporation [32]. Recently, new methods have been developed for
the fabrication, including micromachining techniques on silicon, largely performed
in the microelectronics industry and then well established and reliable [33]. The
advantages are numerous, from the full integration directly into ASICs chips to the
full customization of their shape and length.
The potentialities of such device can be extended to the world of the neutrons by
including an element with high absorption cross-section into the bulk structure, as
�rstly introduced by [34]. Currently, the most common dopant is the boron with
its enriched 10B isotope, which shows to thermal neutrons a cross section of 3800
barns, through which the neutron-induced nuclear reaction 10B(n,a)7Li brings to the
formation of a-particles and 7Li nuclei. Such reaction can have two outcomes: it
can brings, in 94% of the cases, to the formation of an excited 7Li* nucleus, which
shortly decades to its stable form, having a kinetic energy of 838 keV and releasing
a g-radiation of 478 keV, or in the remaining 6% of the cases, to the emission of a
a-particle at 1777 keV and a 7Li nucleus at 1014 keV. These particles are emitted
in opposite directions, after the nuclear reaction, and struck the inside walls of the
channels, thus triggering the electron avalanche (Fig.2.2). Once generated, the out-
put charge cloud must be collected by a readout. The electronic chip implemented in
the MCP neutron counting detector camera used at IMAT is based on the Timepix
detector [36].
The Timepix is an ASIC chip developed at CERN, with a matrix of 256 × 256
pixels, each one with a size of 55 µm, and a total active area of 14 × 14 mm2. Being
the area of a single Timepix chip very small, the readout implemented at IMAT
was chosen to be an evolution of the Timepix. It is the quad Timepix, developed
by Tremsin et al. [37], that is a set of 2 × 2 single Timepix chips forming a bigger
sensitive matrix with a size of 28 × 28 mm2, and with a new parallel electronic
readout. By means of this setup, the acquisition of all the events registered in the
14 bit shift register of each pixel, in one time frame (the acquisition time set by the
user), takes ∼ 320 µs, during which an electronic shutter is raised, preventing the
recording of further events. A maximum amount of 1200 frames per second can be
acquired.
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IMAT neutron imaging facility

Figure 2.2: Top: Sketch of the MCP device and schematic of induced nuclear reac-
tion. Courtesy of NOVA Scienti�c, Inc. Bottom: quad Timepix electronic readout
[35].

The quad Timepix obviously inherits all the peculiarities of the Timepix chip, in-
cluding the three di�erent modes of operation:

1. event counting mode: the chip counts the number of events above a set thresh-
old. Up to 11000 events can be registered by each pixel in a single time frame;

2. time over threshold mode (ToT): the chip records the time in which the col-
lected charge is over a threshold, with a time resolution de�ned by a reference
clock up to 10 ns and a timing range of 11000 time bins;

3. time of arrival mode (ToA): the chip records the time of the event arrival,
with same ToT timing features.

The third mode is extremely useful, since the time resolving capability enables the
possibility to conduct studies on a wide range of applications, including stress and
phase mapping via Bragg Edge analysis, when a pulsed neutron source is used for
the experiment.
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2.2. Detectors

2.2.2 CMOS camera detector

The CMOS camera is the neutron detector developed at the italian CNR labora-
tories [38] with the largest �eld of view (FOV) at the IMAT instrument, allowing
acquisitions up to 211 × 211 mm2. The CMOS chip integrated in such a detector
is the "Zyla 4.2 sCMOS" produced by ANDOR, which is 13.3 × 13.3 mm2 large,
with a matrix of 2048 × 2048 pixels of 6.5 µm in size. The sensor is Peltier-cooled
to reduce the dark current down to 0 °C. The converters in this case are 6LiF/ZnS
based neutron screen scintillators with a thickness in the range of 50 - 450 µm. They
convert the incoming neutrons in visible light in the 450 - 520 nm range, which is re-
�ected by an internal mirror at 45° and directed towards the optical lens. The latter
can be changed depending on the resolution and contrast needed for the analysis,
as well as the focal length, which can selected in a range from 50 mm to 135 mm
with f -number from 1.2 to 2.0. The autofocus system is based on the projection
of a matrix of 13 × 13 dots by a 3 mW laser diode at 635 nm onto the scintillator
plane. A contrast-based algorithm analyses such dots in both horizontal and vertical
direction and �nd the optimum, that is the best distance between the scintillator
and the optical lens, the latter moved by a motorized linear stage, at which the
degree of spreading of the dots is minimum. The whole system is inserted in a black
anodized aluminium box, to prevent noise coming from external light sources.

Figure 2.3: Detail of the CMOS camera hold by the robotic arm. The exit of the
neutron guide is visible in the back.
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3 | Applications of transmission neu-
tron imaging

3.1 Energy resolved analysis

One of the main peculiarities of the IMAT facility is the possibility to conduct stud-
ies on samples in energy-resolved mode.
In fact, on a pulsed source, energy-resolved imaging is enabled by a time of �ight
(TOF) analysis of the neutrons transmitted or scattered by the sample. This mode
requires synchronization of the beamline components with respect to the pulse gen-
eration, thus including choppers, monitors and cameras. The correct timing is guar-
anteed by an external trigger signal which is provided by the source, marking the
generation of neutrons in the target. For each pixel of a neutron camera, the time
of the neutron arrival related to this trigger is measured. The wavelengths of the
detected neutrons are then calculated from their time of �ight by the following
equation:

λ =
h(T + ∆T0)

mL
= 3957× (T + ∆T0)

L
(3.1)

where λ is the neutron wavelength (in Ångstrom), h the Planck's constant, T the
neutron time of �ight (in seconds), ∆T0 is the time o�set of the source trigger re-
ceived by the data processing electronics (in seconds), m is the neutron mass, and
L is the �ight path from source to camera (in meters).
Such technique can be thoroughly exploited to study the crystalline state of the
specimen under investigation. Polycrystalline materials are constituted by a large
number of tiny crystals, whose atoms are arranged in an ordered and periodical
lattice. The latter is characterized by a primitive cell, which can assumes several
shapes, like a cube (the simplest one, formed by eight atoms), an hexagon, a paral-
lelogram and so on. Such cells are periodically repeated to form the whole atomic
lattice. The orientation of the planes formed by this arrangement is indicated by
means of the Miller indices: these are integer numbers representing the reciprocal
of the intercept of the plane along the crystallographic axes [39]. They are usually
labelled in the following ways, depending on which property one wants to specify:

� (h,k,l): this represents a single plane in the atomic lattice;

� {h,k,l}: this represents a family of planes, i.e. all the planes which are equiva-
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3.1. Energy resolved analysis

lent to the one speci�ed by the Miller because of the symmetry of the lattice;

� [h,k,l]: this represents a direction de�ned by the vectors associated to the
Miller indices;

� <h,k,l>: this represents the set of all the directions equivalent to [h,k,l] by
symmetry.

These concepts come useful when dealing with energy-resolved transmission pattern
analysis, that takes fully advantage of the wide neutron energy spectrum available
at IMAT. Such technique relies on the Bragg equation, which describes the way
in which radiations impinging on a periodical atomic lattice are di�racted. This
equation is still valid for the neutrons, since they can be seen as waves with a
wavelength l, as already stated by De Broglie in Eq.1.2:

nλ = 2 · dhkl · sinθhkl (3.2)

where n is an integer representing the order of di�raction, λ is the wavelength of the
impinging neutrons, dhkl is the distance between the (hkl) lattice planes, θhkl is the
di�raction angle between the impinging neutrons and the (hkl) planes.
According to such equation, as long as the incoming radiation wavelength λ is less
than 2dhklsinθ, the di�raction takes place at the angle ful�lling such relation. In the
particular case where λ = 2dhkl · sin 90°= 2dhkl, there is backscattering of the neu-
trons, which are di�racted in the opposite direction from where they were coming.
If λ has a value greater than that, no scattering takes place. The transmission then
abruptly increases because the neutrons can now pass towards the atomic lattice
producing a Bragg edge in the transmitted intensity as a function of the wavelength.
The advantages of such a technique are many: it is possible, for instance, to individ-
uate the residual stress causing a deformation in the atomic lattice of the sample.
Furthermore, one can recognize di�erent materials inside one specimen, since the
crystallographic structure changes according to the kind of elements constituting it.
Finally, crystallographic phases of the same material can be distinguished as well,
making possible the individuation of di�erent polimorphs in the same specimen.
This property can be exploited in the analysis of biological samples, since their for-
mation is often subject to a plethora of di�erent ambient conditions, ranging from
high pressure due to strati�cation of rock layers to changes in temperature.
In particular, the analysis performed at IMAT through Bragg edge transmission

imaging focused on a so-called sou�è pearl. This is a kind of cultured pearl where an
hydrophilic bead is injected in the pearl nucleus and put into water, where it starts
to expand. At the end of the whole process, when the pearl nacre is formed, the
bead degrades leaving an empty space in the inner part. According to the literature,
the main material of the pearl bulk is the calcium carbonate, present in two phases,
calcite and aragonite, the second organized in a typical "tablets" microstructure.
This property was con�rmed in a non-destructive way by making a comparison be-
tween the spectrum of the aragonite related to its crystallographic d-spacing and
transmission spectrum acquired in the experiment. The latter can be analysed and
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Applications of transmission neutron imaging

Figure 3.1: Cultured sou�è pearl.

plotted with the public domain Java image processing program called ImageJ [40].
A clear advantage of this software is the possibility to easily integrate plugins de-
veloped by users according to their needs. In fact, a plugin was created for IMAT
users to accelerate the creation of transmission images trough the normalization of
the sample radiographies with respect to the open beam.
Furthermore, the plugin permits the correction of the transmission spectrum a�ected
by the problem of the "overlap e�ect" [41], when the MCP detector camera is used
(Fig. 3.2). This problem comes from a limitation of the Timepix readout, since
the 14 bit register associated to each pixel in the matrix can store only one event
per time frame. This means that, until all the data are transfered to the memory
and a new time frame is initialized, not more then a single event is registered per
pixel, so a loss of information happens. This problem can be overcome in data post-
processing when the neutron �ux has a periodic structure. The solution proposed
by [41] relies on the calculation of the probability P (ti) that a pixel at the time bin
ti has already registered an event and therefore cannot reveal anything more until
the next time frame of acquisition starts. In fact, considering that the neutron pulse
repetition rate at IMAT is 10 Hz, all the equal pulses can be acquired in m time
frames, where the duration of a single time frame is not greater than the duration
of a whole neutron pulse , one can write:

Pocc(ti) =

∑i
j=0 N(tj)

Sm
(3.3)

where N(tj) is the number of events detected at the j-th time bin and Sm is the
repetitions number of the m-th time frame (or simply the total number of neutron
pulses). Knowing the probability of occupation, one can calculate the number of
events in an alternative way:

N(ti) = N ′(ti) · Pfree(ti) = N ′(ti) · (1− Pocc(ti)) (3.4)
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3.1. Energy resolved analysis

Figure 3.2: Sketch of an event acquisition for every pixel in the Timepix readout.
In the example, the neutron pulse is acquired in two distinct time frames. In each
frame, there are n time bins. In the �rst frame, an event occurs at t12. This event
is saved in the pixel 14 bit register. Later, further events happens at t22 and t30,
but they are not recorded, because of the overlap issue. The pixel register will be
locked until the data transfer will take place. After this point, the pixel register will
be clean and ready to acquire again.

which means that the number of events counted in one pixel at the i-th time bin
is equal to the number of all the events N ′(ti) times the probability that the pixel
is free. N ′(ti) is the value we need, because it represents the real neutron count
without overlap. Rewriting the equation:

N ′(ti) =
N(ti)

1− Pocc(ti)
= f ·N(ti) (3.5)

with f being the overlap correction factor. The improvement brought by this algo-
rithm are clearly noticeable. In fact, the corrections were applied to the transmission
spectrum extracted during the analysis of the sou�è pearl (Fig. 3.3).
Despite the fact that applying this correction is relatively easy, the time needed can
grow noticeably when a large collection of data needs to be �xed. Therefore, this
issue will be de�nitely resolved via hardware with the implementation of the new
version of the Timepix, the Timepix3. This chip will include a sparci�ed readout to
eliminate the dead time problem and overcome the overlap e�ect [42].
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Applications of transmission neutron imaging

Figure 3.3: Bragg edge transmission spectrum of the pearl nacre before (left) and
after (right) overlap correction.

Miller index d-value [Å] Intensity [a.u.]
201 2.7004 1000
210 2.4845 503.5
122 1.9769 459.7
121 2.1894 294.0
211 2.3718 268.2

Table 3.1: Table of Bragg edge intensities related to the main crystalline orientations
of the aragonite.

Once the overlap correction was applied, the presence of the aragonite phase was
revealed by considering the transmittance variation of the neutrons in the sample
with respect to di�erent wavelengths (Fig.3.4). The positions of the Bragg edges
were compared with the ones tabulated in Tab.3.1 and the (201) plane orientation
resulted to be the most present. Moreover, a novel software tool developed by Min-
niti [43] was able to elaborate a two-dimensional colored map of the distribution of
the main crystalline orientation of the aragonite all over the specimen.
Finally, the stack of 450 projections collected within the [0° - 180°] angular range
with steps of 0.4° permitted the tomographic reconstruction of the sample by means
of the Simultaneous Iterative Reconstruction Technique, with a resolution of 60 µm
(Fig.3.5). The peculiarities of the nacre are visible, from the morphological and
compositional point of view. Firstly, one may appreciate the inner bilobated nature
of the pearl due to its particular culture technique; secondly the study of the gray
map indicates speci�c characteristic of the biomineralic sample: for instance the
white parts indicate a high interaction of the pearl with the neutron beam, showing
the presence of organic compounds.
Such experimental results, described with more details in PAPER II, demonstrated
the e�ciency of the neutron Bragg-edge imaging, showing that the �eld of the cul-
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3.1. Energy resolved analysis

Figure 3.4: Pearl transmittance vs neutron wavelength of its shell (blue) and core
(orange). The Bragg edges related to the aragonite presence in the sample are
visible. Figure from PAPER II.

tural heritage science may largely bene�ts from this non-destructive energy resolved
imaging technique.
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Figure 3.5: Top: virtual slice reconstruction of the central part of the pearl under
analysis, obtained with SIRT technique. Bottom: three-dimensional reconstruction
of the whole pearl volume by stacking the virtual sections with a cut in the central
part, to emphasize the inner morphology of the specimen.
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3.2. Multiple radiography analysis

3.2 Multiple radiography analysis

Despite the advantages o�ered by the neutron transmission analysis, in terms of
sensitivity to hydrogen-based compounds or heavy elements to name a few, there
are still limitations for what concerns the maximum image resolution available in
the sample analysis. While such a demand of high precision images in the last years
pushed the maximum resolution up to ∼ 5 µm [44], the target of 1 µm and below,
which is already feasible in the X-ray imaging [45], is still out of reach.
By contrast, a di�erent approach can be used to get information at micrometer
level from the sample under analysis, by interpolating the data extracted by im-
ages acquired at di�erent angles. This method has been implemented for the non-
destructive diagnosis of a new neutron detector: the BAND-GEM (Boron Array
Neutron Detector with Gas Electron Multiplier).
This is a new detector based on two principal components: a three-dimensional
neutron converter, consisting of a stack of aluminium grids covered with 1 µm thick
layer of 10B4C and immersed in a argon-carbon dioxide gas mixture, and by a triple
GEM [46], used for charge signal ampli�cation. The conversion exploits the following
reaction:

n0 + 10B → 7Li+ 4He (3.6)

where the alpha particles and the lithium particles ionize the gas mixture, creating
a cloud of free electrons which are drained towards the gas multiplier by the ap-
plied voltage between the anode and the cathode and �nally transformed into an
electric signal (Fig.3.6). The 10B4C layer thickness has a fundamental importance
in this case, since it determines the actual amount of total interactions of the neu-
trons passing through the lamellae. It must not vary along the grids, because such
a di�erence would bring to a position-dependent measurement of the neutron �ux
impinging the detector. Therefore, every grid must be checked to be sure that the
boron distribution is uniform and close to the theoretical parameter decided in the
design phase.
The multiple radiography approach relies on the basic relation between the thick-
ness of the boron converter and the angle of the impinging beam. In fact, in terms
of transmitted neutrons and macroscopic cross section, the following equation holds:

I = I0 · e−Σ·teff ⇒ −
ln
I

I0

Σ
= teff = treal ·

1

cosθ
(3.7)

with I the transmitted neutrons, I0 the incoming neutrons, Σ the macroscopic cross
section, teff the e�ective thickness and treal the real thickness, as represented in
Fig.3.7.
Being the grids of a size in the range of tens of centimeters, the experiment carried
out at IMAT involved the use of the CMOS camera coupled with a neutron sensitive
scintillator screen, whose �eld of view was of 211 x 211 mm2. The focal length of
the optical lens was of 50 mm, giving a �nal resolution of 103 µm. The radiography
generated by its electronic readout is characterized by a gray scale level of 16 bit
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Figure 3.6: Sideview of the BAND-GEM detector. The blue lines in each row
represent the lamellae forming one single grid. Several grids are stacked one over
the other, thus covering a cubic volume. The incoming neutrons (red arrow) are
converted by the boron layer covering the lamellae, generating alpha and lithium
particles. Such particles ionize the surrounding volume of gas (light yellow), creat-
ing free electrons (purple lines) which are drained towards the GEM (orange) and
ampli�ed before reaching the electronic readout (dark yellow).

per pixel, which gives an evaluation of the neutron �ux I hitting the area covered
by each pixel. The darker the radiography, the higher the absorbance, the thicker
the layer. In this way, by calculating the gray level average of a small area covering
one segment of a lamella and by repeating this calculation for all the angles, it is
possible to make a linear interpolation of the e�ective thickness and to extract the
real thickness value from the slope of the line.
In order to get the teff value, according to Eq.3.7, two quantities must be computed.
The ratio between the neutron �ux before and after the sample is given by the
normalization of the radiography with respect to the open beam, which is acquired
by the detector camera when no sample is present. Also, the signal generated by the
dark current of the detector camera must be taken into consideration and subtracted
from both the sample image and the open beam image, so that the �nal transmission
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3.2. Multiple radiography analysis

Figure 3.7: Sketch of one of the several lamellae forming a single grid. The real
thickness of the layers is detected when the lamella is perpendicular to the neutron
beam. By tilting the lamella, the neutron goes through an apparent thicker layer,
whose thickness is proportional to the cosine of the tilting angle. Figure taken from
PAPER III.

image is given by:

T =
I − Idark
IOB − Idark

(3.8)

The value of Σ, by contrast, must be calculated taking into account several aspects.
The predominant element in the conversion process is the 10B. Its microscopic cross
section is tabulated and has been extracted from the NEA database [47]. It presents
a strong dependence with respect to the energy of the impinging neutrons. Such
aspect was considered during the analysis, since the contribution to the asborbance
given by the 10B macroscopic cross section was weighted with respect to the energy-
dependent neutron �ux in the IMAT beamline (Fig.3.9). At the same time, although
much less signi�cant, the weighted cross sections of the carbon and the aluminium
were considered as well.
In order to build a map of the layer thickness over the grids, the algorithm subdi-
vides each radiography into a matrix of sectors, each one containing 5 × 40 pixels
(1 × 8 mm in the real space) thus covering a fraction of a single lamella, to have
a su�cient statistics for the thickness estimation. The enormous amount of radio-
graphies to process and analyse forced the implementation of an automatic routine
able to follow the shift of the lamellae due to the rotation of the grids (Fig.3.10) and
to assign the right transmission value to the same sector at di�erent angles.
At the end, a three-dimensional matrix is created by the analysis code, two dimen-
sions locating the sector in the grid and the third storing the averaged gray value
at every angle. After the �tting, a color map is displayed for a rapid view of the
thickness distribution (Fig.3.11).

39



Applications of transmission neutron imaging

Figure 3.8: One aluminium grid. The 20 lamellae visible in the photo are covered
on both sides with a 1 µm thick layer of 10B4C.

The 10B thickness distribution across the aluminium grid was compared with further
analysis of the lamellae performed with the Scanning Electron Microscope (SEM).
The analysis revealed an average boron thickness of 800 nm. Some lamellae located
close to the edge of the grids were found to be prone to failure, revealing layers whose
thickness was less than 500 nm. The SEM study resulted compatible with the out-
come of this non-destructive analysis technique, considering the inner uncertainty
brought by several elements: in fact, taking into account the uncertainty due to the
precision of the angle of the rotation stage, the neutron �ux measured at IMAT and
the exact amount of the 10B, carbon and aluminium over the lamellae, an overall
uncertainty of 120 nm was estimated, which was still acceptable considering that
thickness variations in this range would barely a�ect the overall detector e�ciency.
This multiple radiography technique, as described in PAPER III, can be imple-

mented in all the scienti�c cases where a non-destructive and extensive investigation
of the thickness of neutron sensitive material is requested.
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Figure 3.9: Microscopic cross section of the 10B and IMAT neutron �ux vs neutron
energy.

Figure 3.10: Example of one grid radiographed at three di�erent angles. The per-
spective change in�uences the position of the lamella in the image and the spacing
between them. A Fourier transform based routine included in the analysis algorithm
is able to overcome this issue.
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Figure 3.11: Thickness map of one grid. Each colored rectangle represents a sector.
The color of the sector is determined by the slope extrapolated by the �tting of the
values of the same sector at di�erent angles.
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4 | Improvements of imaging devices

4.1 Centroiding algorithm for TIMEPIX readout

In the �eld of imaging, the resolution plays a key role in the analysis of the exper-
imental results. In the case of the MCP neutron detector camera, the resolution is
limited by two main factors: the �rst is the diameter of the pores inside the borated
MCP converter, which are currently limited at 4 - 10 µm; the second is the pixel size
of the Timepix readout, which is of 55 µm. The latter, being the coarsest, de�nes
the �nal resolution of the whole device.
Despite this, a higher resolution can still be obtained by means of an interpolation
algorithm capable to reconstruct images from the event-mode collected datasets with
a resolution up to ∼ 10 µm. Nonetheless, such a technique a�ects the maximum
count rate of the detector, since the real-time data processing requires time to be
performed, from ∼ 25 MHz to ∼ 3 MHz.
The algorithm used is based on a center of gravity centroiding routine, whose im-
plementation can be done in several ways ([48, 49]) according to the needs in terms
of elaboration speed and precision.
In the case of the MCP detector camera, some preparation must be done before
starting the acquisition. The �rst step is the threshold equalization for each pixel in
the matrix. Despite the fact that a global threshold can be set at once for the whole
Timepix chip, small pixel-to-pixel variations are still present and must be checked
and corrected with an automatized procedure, to achieve a totally �at and uniform
response to the incoming radiations. The best threshold value must be choice with
care, since setting a high value improves the signal to noise ratio (SNR), but at the
expenses of some weak event which will not be detected at all.
A second step is focused on the equalization of the pre-ampli�ers related to each
pixel, since the signal ampli�cation must be equal in every sector of the matrix as
well. Even in this case, the right choice of the ampli�cation parameter is crucial for
the good outcome of the experiment.
The third step is related to the adjustment of the voltage in the space between the
exit of the channels and the Timepix chip. Such voltage must be tuned in order to
have a dispersion of the electron cloud generated by a single event over at least a
cluster of 3 × 3 pixels, in order to be able to interpolate the charge values recorded
in time over threshold mode (Fig.4.1). On the other hand, an extreme spreading of
the electron cloud over multiple pixels can bring to an insu�cient SNR and, as a
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consequence, a blurring e�ect on the image.
Once the setup is completed, the detector can be used for the whole duration of
the experiment with minimal or no adjustment. The core of the centroiding algo-

Figure 4.1: Sketch of the centroiding calculation, in one dimension. The electron
cloud, here represented with a pseudo-gaussian distribution, created by one event is
spread over four neighbour pixels, in di�erent quantities. The algorithm individuates
the centroid of the cluster and extimates its position, which, in this example, is
located in some part inside the pixel number '3' (hence the de�nition of "sub-pixel
resolution").

rithm implemented in the MCP detector camera relies on the individuation of the
coordinates xc and yc of the event center of gravity [24], as described by Eq. 4.1:

xc =

[
ic + Fx ·

(∑ic+
i=ic−

∑jc+
j=jc−

(i− ic) Qij ·Gij∑ic+
i=ic−

·
∑jc+

j=jc−

)]
· 55µm,

yc =

[
jc + Fy ·

(∑jc+
j=jc−

∑ic+
i=ic−

(j − jc) Qij ·Gij∑jc+
j=jc−

·
∑ic+

i=ic−

)]
· 55µm

(4.1)

where ic and jc are the coordinates of the pixel where the maximum charge value
in the cluster created by the event is located. In this way each value is weighted
by the distance i − ic from the event peak. Qij is the measured charge for every
pixel, Gij is the calibrated gain value, ic± = ic ± Npix is the interval between the
peak of the event and the half width of the charge cloud Npix (analog to jc±), Fx,y
is a correction function. These functions depend on he particular con�guration of
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the MCP detector camera, for what concerns the voltage applied to the MCPs and
the threshold level on the Timepix. Also, there is a angular bias given by the tilt
angle of the MCP with respect to the incoming neutron beam, which is in between
3 and 12 degrees. This permits to reduce the presence of fake signals due to the ions
generated in the conversion process.
Once both the MCP detector and the sample were set for the measurement, the �rst
attempt to reproduce a high resolution centroided radiography of a Siemens star
was carried on at IMAT and published in PAPER IV. The results were analsyed
with the calculation of the Modulation Transfer Function ([50]): while the standard
radiography generated by the MCP detector camera shows a spatial frequency of 9
line pairs/mm at the 10% contrast cuto�, which, in terms of spatial resolution, is
equivalent to the 55 µm of the pixels size in the electronic readout, the centroided
image shows a higher spatial frequency of 28 line pairs/mm, which is equivalent to
18 µm (Fig.4.2). Such a results could be further improved by increasing the L/D
ratio, thus reducing the blur due to optical reasons. An other issue is related to
the long time of acquisition, since much more statistics must be collected by each
pixel in order to calculate the center of gravity of the electron cloud generated by
the neutrons. This problem is easily mitigated in facilities where the neutron �ux is
higher: for instance, the imaging facility at the future European Spallation Source
will have, according to the preliminary simulations, a �ux on the sample up to 30
times higher than IMAT [51].

Figure 4.2: Modulation transfer function comparison between the standard radiog-
raphy (left) and the high resolution centroided radiography (right) generated by the
MCP detector camera.
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4.2 Misalignment correction for TIMEPIX readout

4.2.1 Software design

The output of the quad Timepix readout is an image created by four Timepix
devices arranged one next to the other to form a 2 × 2 sensitive detector. The
clear advantage of such a setup is the increased �eld of view up to 28 × 28 mm2,
which extends the use scenarios of the neutron counting detector when the analysis
of bigger samples is requested. By contrast, there are several drawbacks which a�ect
the measurements as well. For instance, the increased sensitive area takes more time
to be read, a�ecting the maximum frequency at which the detector can operate, even
though such problem can be mitigated with the adoption of a parallel readout [35].
Another important issue comes from the way these pixel matrices are assembled
together. In fact, the 2 × 2 chip con�guration is problematic as each matrix of
pixels should be ideally perfectly aligned to the neighbours to generate a perfect
image. This was not possible so far, because of several constraints in the fabrication
process and assembly. The result is that the images generated by the quad Timepix
have systematic artifacts in the middle, where the gap between the chips is located.
Since, as already discussed, such issue cannot be physically solved, a new method
had to be implemented, thoroughly described in PAPER V.
This novel technique includes several steps. The initial one consists of �nding a
reference sample whose shape could be known with a precision higher than the
uncertainty brought by the digital discretization of the pixels, which are, in the
case of the TIMEPIX, 55 µm wide. The choice fell on a precision sphere, whose
diameter was known with a precision higher than 1 µm. This geometrical shape is
convenient for a fundamental reason: in fact there is an equation de�ning the degree
of distortion of a circle (intended as the two-dimensional projection of the sphere
onto a plane), known as circularity factor :

fc =
4 · π · A
P 2

(4.2)

with A being the area of the circle and P its perimeter. This value varies in the
range between 0 (not a circle) and 1 (perfect circle) and is a powerful tool to under-
stand the degree of deformation induced by the chip misalignment.
In fact, a set of transformations can be applied to each quarter of the image (created
by each of the four chips) in order to obtain a circularity factor as close as possible to
the value of 1. These operations include geometrical transformations on the vertical
and horizontal axes and rotation clockwise and counter clockwise (Fig.4.3). Once
found, this set of correction parameters is valid for every radiography recorded by
that particular quad Timepix detector. Hence it can be used for other experiments,
improving the precision of the analysis of single two-dimensional images and, in case
of a tomography, the accuracy of a three-dimensional reconstruction of the sample.
The development of the algorithm to perform the full task was done with MATLAB
by Mathworks [52], which provides a suite of comprehensive functions and classes
needed for images elaboration [53].
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Figure 4.3: Graphical representation of the algorithm. The precision sphere (green
circle) is placed in front of the quad Timepix (blue squares) and the radiography
(yellow circle) is acquired. Because of the misalignment between the four matrices,
the radiography presents artifacts in its shape, which are classi�ed by the circularity
factor. In the next steps, geometrical transformation are applied to radiography in
order to maximize the circularity factor. When all the sets of transformations have
been applied, the one genereting the best circularity factor is selected. Figure taken
from PAPER V .

In order to facilitate the calculation of the optimum set of parameters, some op-
eration must be executed before. The �rst step is the loading of the radiography
followed by the image segmentation by thresholding, which is the conversion of a
gray scale image into a simple black and white binary image, according to a certain
value called threshold value. Such step is useful to isolate the relevant information
inside the image, which is the circle in this case.
The second step of the algorithm is the computation of the perimeter length via
polygonal approximation of a closed contour [54] and the area calculation, by sum-
ming all the pixels included in such perimeter.
Once both the perimeter and the area have been found, it is possible to classify
the circle according to Eq.4.2, and to store this value in a dynamic vector. The
program then apply the rototranslation transformations to each of the four sectors
according to a new set of parameters, generating a new circle with slightly di�erent
perimeter and area. The routine starts again from the �rst step, accumulating time
by time new values of the circularity factor. When all the set of parameters have
been tested and all the circularity factors generated, a search for the highest value
(the closest to 1) is done. This will univocally determine the best correction set and,
as a consequence, an evaluation of how much the pixel matrices of the entire sensor
were misaligned with respect to the ideal position.
Being the number of combinations exponentially dependent to the number of the po-
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Figure 4.4: a) Left: radiography of the precision sphere without normalization. Four
distinct regions, related to the pixel matrices, are clearly visible. The misalignment
of the chips brings to a deformation of the circle. b) Right: same radiography after
binarization.

tential transformations, a parallel-computation algorithm was implemented, able to
route part of the elaboration processes to all the cores available in the the multi-core
computer processor. The �nal step is the application of the calculated corrections
on the original collected radiographies. In order to simplify and speed up this proce-
dure, a graphical user interface was implemented. In this way, it is possible to select
the folder where all the radiographies are saved and to apply such corrections with
an automatized routine. This can be especially useful in the case where a volumetric
reconstruction of the sample is needed, since these corrections must be applied to
the entire stack of projections taken at several angles.
Despite the improvement brought by the alignment, the output generated by this
software still shows some artifact (Fig.4.6), localized at the boundaries of the image.
This is due to the lack of data in the region where the physical gap is located. In
the current version of the correction algorithm, the missing portion of the image
between two adjacent matrices of the quad Timepix sensor is reconstructed by a
bilinear interpolation of the four nearest neighbour pixels [55]. Future development
of the algorithm will include more sophisticated reconstruction methods.

4.2.2 Experimental design

The experiment was designed in order to comply the constraints of the high precision
measurement. Four spheres of di�erent materials (brass, te�on, stainless steel and
brass) were tested on the neutron beam (Fig.4.5), to verify with an empirical pro-
cedure which of these was the most suitable for the test. After a comparison of the
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contrast di�erence at the border of the circle generated by the electronic readout,
the te�on and the chrome spheres resulted as the ones producing the image with the
most de�ned contours, which was a fundamental prerequisite for the success of the
experiment. The next step was the de�nition of the pinhole aperture. Taking into

Figure 4.5: Four precision spheres of di�erent material placed in front of the MCP
detector camera.

account the blurring e�ect and the distance of the sample from the virtual neutron
source, a pinhole size of 20 mm (L/D = 500) was chosen, to get a maximum blur
width of 50 µm, below the size of one single pixel of the Timepix, which is 55 µm. In
this way, the uncertainty of the measurement was reduced to the one related to the
discretization of the image by the pixels, at the cost of a longer time of acquisition
for the radiography.

49



Improvements of imaging devices

Figure 4.6: Left: detail of the Siemens star radiography used for image calibration
before the correction with the algorithm. The artifact is visible at the edge between
the two adjacent chips. Right: detail of the Siemens star radiography after the
automatic correction. The misaglinement is reduced.
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In this thesis, the work carried out at the new cold neutron imaging and di�rac-
tion instrument IMAT (Imaging and Materials Science & Engineering) has been
described. Due to its speci�cations, extensively described in PAPER I, IMAT is
a world class beamline, capable to deal with a wide range of experimental studies.
The combination of a pulsed spallation source and the suitable beamline design per-
mits the time-of-�ight analysis of samples in the wavelength range of 0.68 - 6.8 Å
and a timing resolution up to 10 ns guaranteed by the Microchannel Plate neutron
counting detector camera.
Such a detector enables the Bragg edge transmission imaging technique, providing
a tool for the investigation of several case studies, including the crystallographic
phase mapping of the specimens. This has been demonstrated in the experiment
described in PAPER II , where the energy-dispersive analysis of a biological sample
has been successfully carried out.
The e�ectiveness of the IMAT instrument was demonstrated in the non-destructive
diagnosis of mechanical equipment as well. In fact, in the experiment described in
PAPER III the possibility of revealing layers of neutron sensitive material whose
thickness was below the pixel size of the detector camera was shown. This was done
by exploiting a multiple radiography acquisition to achieve up to ∼ 1 µm resolution.
Moreover, a new technique has been implemented to exploit the hardware and
software �exibility of the detector, called "centroiding mode", to achieve image
resolutions up to ∼ 20 µm. Despite the improvements brought by a higher spa-
tial resolution, this operation mode can hardly be exploited in the experiments at
IMAT facility. In fact, considering an integral neutron �ux on sample of ∼ 2× 107

[n/cm2/sec] and the statistics needed to make the centroiding algorithm working,
the number of neutrons collected by each pixel in the Timepix readout is relatively
low to permit a reasonable time of measurement of sample besides a white beam
radiography. Anyway, the feasibility of the technique at IMAT instrument has been
demonstrated in PAPER IV and can be considered in neutron research facilities
characterized by a higher neutron �ux. An example could be the future European
Spallation Source (ESS) in Lund, Sweden, where the expected neutron �ux is going
to be ∼ 30 times stronger.
A further aspect of the quad Timepix detector concerns the presence of artifacts in
the radiographies, due to the misalignment of the four Timepix chips forming the
electronic readout. In fact, although the assembly of four Timepix chips quadruples
the �eld of view of the detector, the imperfect alignment among them causes the
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formation of artifacts in the generated radiographies. This issue would be ideally
resolved by the adoption of a single matrix of pixels with equivalent size with re-
spect to the quad Timepix chip, but such solution has not been developed yet. By
contrast, it is possible to correct the artifact with post-processing operations, like
the one shown in this thesis, with acceptable results, as shown in PAPER V.
The work done so far paved the way for a strong innovation in the rising �eld of
neutron imaging. The new IMAT facility will permit a wide variety of scienti�c
studies, ranging from earth science to soft matter. Nonetheless, its �exible design
enables the possibility of adding more features, one of the most interesting being
the implementation of the new Timepix3 chip for TOF analyses without issues given
by limited electronic readout capabilities. Such a feature could be exploited in the
real time analysis of other biological samples with a particular inner morphology,
as this aspect has been demonstrated to be e�ective in this thesis. Moreover, new
experiments could be carried out to optimize the time needed for the creation of
high resolution images by centroiding algorithm, acting on both the optics and the
settings of the MCP detector, in view of the more powerful neutron beam which
will be provided by the ESS in the next decades. Such high resolution radiogra-
phies would be nonetheless useful to improve the correction algorithm for the quad
Timepix chip misalignment, for instance in the pixel interpolation methods at the
image borders. This would substantially improve the �nal experimental outcomes,
in terms of robustness and reliability in real case scenarios.
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Synopsis of attached papers

The abstracts of the papers presented in this thesis are listed here.

I. Time-of-Flight Neutron Imaging on IMAT@ISIS: A New User Facil-
ity for Materials Science.
The cold neutron imaging and di�raction instrument IMAT at the second tar-
get station of the pulsed neutron source ISIS is currently being commissioned
and prepared for user operation. IMAT will enable white-beam neutron radiog-
raphy and tomography. One of the bene�ts of operating on a pulsed source is to
determine the neutron energy via a time of �ight measurement, thus enabling
energy-selective and energy-dispersive neutron imaging, for maximizing image
contrasts between given materials and for mapping structure and microstruc-
ture properties. We survey the hardware and software components for data
collection and image analysis on IMAT, and provide a step-by-step procedure
for operating the instrument for energy-dispersive imaging using a two-phase
metal test object as an example.

II. Energy-resolved neutron tomography of an unconventional cultured
pearl at a pulsed spallation source using a microchannel plate cam-
era.
A non-destructive neutron analysis technique performed at the IMAT beamline
of the STFC (Science and Technology Facility Council), UK, is presented. In
this experiment, neutrons of di�erent energy have been exploited to obtain a to-
mographic reconstruction of a biomineralic sample, more speci�cally a cultured
pearl, by using a time-resolving pixel camera, the MicroChannel Plate (MCP)
detector, utilizing an array of 2 × 2 Timepix readout chips. The MCP camera
is capable of energy-resolved two-dimensional mapping of neutron transmis-
sion with a spatial resolution of 55 µm. By using a Simultaneous Iterative
Reconstruction Technique (SIRT), virtual sections of the internal part of the
sample have been created, thus revealing several features inside its bulk. The
crystallographic phase map via Bragg edge analysis, showing a phase fraction
distribution on the entire specimen, has been generated as well. Finally, 3D
volume rendering of the pearl is presented.

III. Measurement of the thickness of B4C deposits over 3D grids via
multi-angle neutron radiography.
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At the present time, di�erent kinds of thermal neutron detectors are under de-
velopment at the European Spallation Source research facility, in order to over-
come the well-known problem of the 3He shortage. One of these new systems
relies on the use of a three-dimensional neutron converter cathode that consists
of a stack of aluminum grids, covered by a 0.9 µm 10B enriched boron carbide
layer (10B4C). As the conversion e�ciency is a function of the boron thickness
and the mean free path of the charged particles produced in the neutron in-
duced reaction, the characterization of the boron carbide layer uniformity over
the grids becomes crucial. In this work, a non-destructive method to map the
thickness distribution of the converter layer over the grids is shown. The mea-
surements exploit the white-beam neutron radiography technique where the
specimen is irradiated at di�erent angles. This experiment has been performed
at the IMAT beamline operating at the ISIS spallation neutron source (UK).
The results con�rm that this non-destructive, wide-ranging technique allows
a reliable and fast sample characterization and that it may be exploited in
similar analyses where equivalent requirements are requested.

IV. Towards high-resolution neutron imaging on IMAT.
IMAT is a new cold-neutron imaging facility at the neutron spallation source
ISIS at the Rutherford Appleton Laboratory, U.K.. The ISIS pulsed source
enables energy-selective and energy-resolved neutron imaging via time-of-�ight
(TOF) techniques, which are available in addition to the white-beam neutron
radiography and tomography options. A spatial resolution of about 50 µm
for white-beam neutron radiography was achieved early in the IMAT commis-
sioning phase. In this work we have made the �rst steps towards achieving
higher spatial resolution. A white-beam radiography with 18 µm spatial reso-
lution was achieved in this experiment. This result was possible by using the
event counting neutron pixel detector based on micro-channel plates (MCP)
coupled with a Timepix readout chip with 55 µm sized pixels, and by employ-
ing an event centroiding technique. The prospects for energy-selective neutron
radiography for this centroiding mode are discussed.

V. Investigation of image distortion due to MCP electronic readout mis-
alignment and correction via customized GUI application.
The MCP-based neutron counting detector is a novel device that allows high
spatial resolution and time-resolved neutron radiography and tomography with
epithermal, thermal and cold neutrons. Time resolution is possible by the high
readout speeds of ∼ 1200 frames/sec, allowing high resolution event counting
with relatively high rates without spatial resolution degradation due to event
overlaps. The electronic readout is based on a Timepix sensor, a CMOS pixel
readout chip developed at CERN. Currently, a geometry of a quad Timepix de-
tector is used with an active format of 28 × 2 28 mm2 limited by the size of the
Timepix quad (2 × 2 chips) readout. Measurements of a set of high-precision
micrometers test samples have been performed at the Imaging and Materials
Science & Engineering (IMAT) beamline operating at the ISIS spallation neu-
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tron source (U.K.). The aim of these experiments was the full characterization
of the chip misalignment and of the gaps between each pad in the quad Timepix
sensor. Such misalignment causes distortions of the recorded shape of the sam-
ple analyzed. We present in this work a post-processing image procedure that
considers and corrects these e�ects. Results of the correction will be discussed
and the e�cacy of this method evaluated.
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Anon-destructive neutron analysis techniqueperformedat the IMATbeamlineof the STFC (Science andTechnology
Facility Council), UK, is presented. In this experiment, neutrons of different energy have been exploited to obtain a
tomographic reconstruction of a biomineralic sample, more specifically a cultured pearl, by using a time-resolving
pixel camera, the MicroChannel Plate (MCP) detector, utilizing an array of 2 × 2 Timepix readout chips. The MCP
camera is capable of energy-resolved two-dimensional mapping of neutron transmission with a spatial resolution
of ~55 μm.By using a Simultaneous Iterative Reconstruction Technique (SIRT), virtual sections of the internal part of
the sample have been created, thus revealing several features inside its bulk. The crystallographic phase map via
Bragg edge analysis, showing a phase fraction distribution on the entire specimen, has been generated as well.
Finally, 3D volume rendering of the pearl is presented.
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1. Introduction

Neutron-based tomography is a non-destructive analysis technique
with several advantages, such as the ability to distinguish isotopes
of the same element, the high sensitivity to hydrogen and the pene-
tration capability towards bulky materials.

The experiment described in this paper has been performed
at the Imaging and Materials Science & Engineering (IMAT)
beamline operating at the ISIS spallation neutron source (UK).
This instrument is able to operate energy-selective neutron imag-
ing, exploiting the time-of-flight (TOF) analysis technique enabled
by the accelerator-based pulsed neutron source located in the
research center [1]. The device used for the energy-dispersive
neutron imaging setup was a MicroChannel Plate (MCP) neutron
counting detector.

The MCP detector developed at the University of California at
Berkeley in collaboration with Nova Scientific [2] is a novel

neutron camera capable to perform energy-dispersive neutron
radiographies and tomographies. The neutron conversion into
electrons in the detector is performed by an MCP doped with 10B
atoms (8 μm pores on 11 μm centers). The charged particles
produced in the MCP induce an electronic avalanche resulting in
104–105 electrons which are collected by the Timepix array, a
pixel readout chip developed at CERN [3]. The crucial feature of
this chip is the possibility to operate in “event timing” mode, en-
abling time-tagging each detected neutron and thus determining
its energy by the time of flight technique at a pulsed neutron
source. At present, the detector has a 28 × 28 mm2 active area,
with 55 μm pixel size [4].

Several experiments have been carried out in the past years on
inorganic samples [5–6], demonstrating the advantages of the TOF
transmission imaging technique. In this paper we show how the
field of cultural heritage can take a huge advantage from this kind
of non-destructive (ND) analysis, because of the rarity and non-
repeatability of the specimens studied, as well as their complex
bulk microstructure.

This paper focuses on the analysis of an organic sample, more specif-
ically on a cultured pearl, by means of time-resolved neutron
tomography.
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2. Material and methods

2.1. Pearl description

During their evolution, molluscs have developed an external
calcified structure, the shell, to support and protect their soft bodies. In
the natural environment pearls are generated by accidental events, in-
volving the activation of the same biogenic mechanisms responsible
for the shell creation, but inside the living molluscs tissues. For this
reason, natural pearls are rare objects, characterized by very complex
biogenic structures in which the inorganic component, calcium carbon-
ate, accounts for about 95%–99% of weight and the remaining 1% to 5%
represent an organic matrix [7].

The beauty of pearls is correlated to surface features, for example the
color, the luster, or the overtone; all these properties are due to the
biomineralic structure of pearls. In natural pearl the calcium carbonate,
constituting the inorganic component, presents two different poly-
morphs: a calcite phase with prismatic habitus in the inner part of the
pearl, while the external area, called nacre, is made by an aragonite
phase crystallized in flat tablets arranged in a “brick-wall” structures
[8], able to interact with the light and determine the iridescent aspect
of the pearl surface. It must be highlighted that all the mineral charac-
teristics of inorganic component, like the phase, the shape, the dimen-
sion and the orientation of crystals, are self-assembled and strongly
controlled by the proteins constituting the biological matrix. The nacre-
ous aragonite tablets in fact are all iso-orientated and isometric crystals,
with parallel c-axis [9].

Pearls are very important for the jewelry industry and, whereas the
natural ones are rare, since the beginnings of 1900s the pearls availabil-
ity started to grow by means of a culturing process which allowed the
marketing of large quantities of pearls at a lower cost.

Today the culturing techniques are very sophisticated, therefore it
has become difficult to distinguish between cultured and natural pearls,
even though it is an essential requirement for the market [10]. In this
frame, we proposed the study and characterization of pearls of different
size and shapeswith a novel approach, that is a non-destructive neutron
analysis technique. Among the set of samples studied, in this paper we
present the results obtained with an atypical-bead cultured pearl
(Fig. 1). The main gemological properties of the pearl are reported in
Table 1. This particular type of pearl, commercially named “soufflé”, rep-
resents one of the strange types of culturing experiments, consequently
of the innovative material used as nucleus. In recent years in fact, there
have been many attempts to use alternative pearls and shell materials
as nuclei. This includes different types of shells, bironite, laminated/
powdered shell, freshwater cultured pearls and even natural pearls
[11–13].

The peculiarmethod used to produce soufflé pearls, was intended as
an intermediary step to growing large round bead cultured pearls, but
the outcome resulted in very large baroque cultured pearls. The innova-
tion consists in the use of a hydrophilic and expansible material as nu-
cleus, from cheaper dried mud ball to more complex organic nuclei
which have similar properties to super absorbent polymer spheres [13].

In this process, after a smaller cultured pearl is harvested, the hydro-
philic bead is inserted into the now vacant pearl sac. Placed back in the
water the bead begins to grow. As the nucleus absorbs water it expands
the pearl sac in the process, determining the size and the shape of pearl
[12].

At the endof pearl generationprocess the nucleus could bedegraded
or not. In the first case the pearl drilling allows the water and organic
residue to come out. In the case of more complex bead, the observation
of some residue inside the pearl could be possible bymeans of X-ray im-
aging, also after drilling [12]. Normally a part of the decomposed bead
sediments in layers on the first nacre structure. The pearl for this
study-case is not drilled.

In order to have a basis for comparison,we first acquired an X-ray 2D
image of the pearl (Fig. 1, right), with a classical gemological instru-
ment. The analysis revealed a large vacuum core and highly irregular
morphology, while further details were not easily recognizable. We
then proceeded with the neutron tomography.

2.2. Neutron imaging setup

TheMCPdetector is capable to detect the transmitted neutron inten-
sity behind the specimen as a function of neutron time-of-flight (TOF)
or energy, since the flight path is a known parameter. The resulting
pattern, normalized for the incident neutron intensity, maps the wave-
length dependence of thematerial attenuation coefficient, which can be
used to recover important information about the constituents of the
sample.

Fig. 1. Left: image of the study-case pearl. Right: X-ray radiography of the pearl.

Table 1
Gemological properties of the pearl.

Species and variety Souffle-bead cultured pearl

Environmental Freshwater
Shape Baroque
Measurements 16.20 × 20.45 × 11.05 mm
Weight 22.58 ct
Drilling None
Body color Orange
Overtone Rosee
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The electronic readout of the Timepix, is constituted by a matrix of
pixels, each of which has a 14 bit register able to store time of event
arrival relative to the external trigger (timing of the neutron pulse in
our experiments), when operating in “event timing”mode. The data ac-
quisition time, or shutter period, can be arbitrarily set inside the time
frame of a single neutron pulse generated by the source operating at
10 Hz frequency. At the end of each shutter period, data must be trans-
ferred from the Timepix to the data processing unit, based on a field-
programmable gate array (FPGA). This process requires 320 μs to be
completed and during this dead time, no further data can be acquired.
Only one event per pixel per shutter is allowed for that generation of
electronics. Therefore, these shutter periods must be carefully arranged
in case of relatively high neutron flux to avoid event overlaps. That is the
case for the IMAT instrument, where neutron flux is higher than 107

neutrons/cm2/s. In the case of a high number of incoming neutron
events, the events arriving later in the acquisition shutter period have
lower probability to be detected as some pixels are already occupied
by previous events. This phenomenon has been defined as “overlap ef-
fect” and described by Tremsin et al. in [14]. Such effect can bemitigated
by decreasing the acquisition time, in other words the occupation prob-
ability per pixel per period. In this case, a greater number of shutter pe-
riods must be set in order to cover the whole pulse time frame, thus
introducing remarkable gaps into the spectrum. A compromise must
be taken between the number and the duration of the shutter periods.

Since the principal element of the sample was known to be arago-
nite, as shown in [7], the start and the end times of each shutter period
were chosen in order to avoid the main Bragg edges of aragonite coin-
ciding with the readout gaps. The information about the Bragg edges
of aragonite was taken from the ICSD (the Inorganic Crystal Structure
Database [15]), in which the crystallographic d-spacings of aragonite
are reported. Taking into account the wavelength of the incoming radi-
ation and the total flight path at IMAT, the most intense Bragg edges
were expected to be generated by neutrons with TOF in between
55 ms and 80 ms. More details about the chosen shutter periods are
shown in Table 2.

In [14], a procedure has been demonstrated to correct for the
“overlap effect”, with an important constraint. In fact, such a method
can only be used when transmission data has been generated by
neutron pulses with periodical and constant shape. Being this the case
of IMAT beamline, the procedure has been successfully applied during
post-processing operation via software to all the collected data sets.

2.3. Experimental setup

The sample was wrapped in an aluminum foil of 11 μm thickness to
permit an easy manipulation of the specimen and allowing at the same
time the radiography with neutrons, as aluminum is nearly transparent
for neutrons (N99.9% transmission for such thin foil).

After that, the pearl was placed on a rotation stage (Fig. 2). The spec-
imen to camera distancewas 15mm.With a beam collimation ratio L/D
of 250 the geometric unsharpness was 60 μmwith an effective neutron
flux of about 5.9 × 106 n/cm2/s. A set of 450 projections in the angular
range 0°–180°, to fulfill the Nyquist-Shannon sampling theorem, were
acquired within 315 s as exposition time. Moreover, a stack of six flat
field images (three before and three after the tomography scan) with
the same acquisition time were collected for normalization purposes.

With these settings, a total amount of about 36 h was required for the
collection of an energy-dispersive tomography.

2.4. Tomographic reconstruction

The 450 projections have been corrected after the acquisition for the
overlap effect.

We took into account the projections given by the complete spec-
trum of the transmitted neutrons in order to increase the statistics
and obtain the neatest image reconstruction possible. To do this, we
summed the projections with different energies for each angle-view.
The flat-field correction was performed on the resulting dataset by sim-
ply dividing each projection by the average of the open beam images.
Dead-pixels and gamma spots were removed from the normalized pro-
jections by using a median filter. The misalignment of the rotation axis
with respect to the vertical detector axis and the defective pixels in
the detector lead to reconstruction artifacts that appear in the recon-
structed images as concentric rings and small circles, respectively.
In order to avoid the artifacts, we applied to the dataset a ring removal
filter based on combined wavelet and Fourier analysis [16], and
determined the center of rotation. Both steps were performed in the
MATLAB [17] framework. The tomographic reconstruction was finally
performed by means of the Simultaneous Iterative Reconstruction
Technique (SIRT) [18] implemented in the ASTRA TOOLBOX [19], an
open source MATLAB and Python toolbox for 2D and 3D tomographic
reconstruction.

3. Results and discussions

3.1. Virtual sections

In Fig. 3, we report a selection of six different virtual sections out of
about 200 images obtained by the tomographic reconstruction. In
these virtual sections the brightest regions represent the ones with
higher neutron absorption and the darkest regions relate to voids or
zones with lower neutron absorption. In our case, due to the biological
nature of the sample, the brightest parts could be reliably associated

Table 2
Shutter periods of the TIMEPIX. Start and end points are intended with respect to the ex-
ternal trigger of the neutron source. The IMAT beamline is located at ISIS Target Station 2
(TS2), where pulse repetition rate is 10 Hz.

Shutter period # Start [ms] End [ms]

1 10.00 24.68
2 25.00 47.68
3 48.00 95.00

Fig. 2. Experiment setup. The pearl is placed on the rotating platform, in front of the MCP
detector window.
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with organic components of the pearl (maybe conchiolin fibres, a pro-
tein belonging to the group of keratins, tissue residues or other hydro-
gen containing compounds). As a general note, we noticed a recurrent
artifact in our images, a pattern of concentric rings, that was supposed
to be totally removed after the application of the ring removalfilter dur-
ing the tomographic reconstruction process. These structures were ob-
viously not related to any real feature and have not been considered.
The virtual sections, like any tomographic reconstruction, are taken at
different positions or “height” of the sample. Our sequence from a) to
f) follows a side of the pearl starting from the external part, towards
the inner part.

In Fig. 3a) a section with a smaller area is visible, due to the external
region investigated. Since our pearl has a very irregular morphology, in
fact it has baroque shape, this virtual section reflects a sort of intersec-
tion of a bilobated structure. The area seems to be surrounded by a
brighter part, probably anorganic layer,which is visible in all the images
a)–f) (marked by blue arrows). The area is not homogeneous, as evident
in some parts highlighted by green arrows.

Fig. 3b) displays a virtual section towards the inner part of the pearl.
Two voids are evident, again related to the bilobated nature of the sam-
ple. The voids contour is not regular nor clear.With light blue arrowswe
pointed out a sort of bright organic-rich rim, probably related to organic
layers (either the ones from which the biogenetic mechanism of pearl
production starts and/or the tissues deriving from the host mollusc).

Moreover, some blurred parts (see red arrows) are organic-rich regions
andmay be related to remnants of a “soufflè” bead after degradation, or
to the inhomogeneity in the first organic layer followed by aragonite
platelets in a brick-like arrangement. Interestingly, we marked by yel-
low arrows some organic layers related to the pearl-formation process
(concentric but not regular), mainly in the external part. The same is
true also for the following virtual sections (again highlighted by yellow
arrows). Finally, a fissure like structure is identified by an orange arrow.

Fig. 3c) exhibits a large central void, since we are approaching
the central part of the pearl. Yet, a tomographic reconstruction pro-
vides a real size of the structure: we thus could derive a minimum
nacre thickness of about 1.43 mm. Again, a red arrow indicates a
very irregular contour zone, while an orange arrow identifies a
fissure like structure.

Fig. 3d) has themost regular inner central void, with a rim (see light
blue arrow). However, some irregular structures appear in the nacre
(see green arrow) and organic-rich layers due to the pearl-formation
process are still visible (see yellow lines).

Fig. 3e) displays a very inhomogeneous inner part: the central void is
again displaying features of the very complex structure of this pearl, and
of the bilobated nature (one central void, and other smaller voids too, or
fissures – see orange arrow). Ring-like structures (yellow arrows), in-
ternal rim (light blue arrow), organic rich parts and bumps (red and
green arrows) are evident.

Fig. 3. a)–f) COLOR. Selection of six different virtual sections within the tomographic reconstruction. Many details of the pearl structures are evident. A full description is provided in the
text.
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Finally, Fig. 3f) exhibits again organic layering (see yellow arrows),
an inner rim (light blue arrow), some bumps (see green arrow) and a
fissure-like structure (see orange arrow). No rigid and regular bead
was visible in any of the virtual sections, the core presenting mainly
voids. Yet, we cannot exclude the presence of any compound in the
inner regions, since it is reported that liquid/gaseous compounds can
exit a soufflé pearl when drilled [12]. The neutron tomography has
thus revealed a considerable amount of details of this baroque shaped
pearl, very useful for the gemologists in the study of this kind of pearls.
One third of the virtual slices obtained after the tomographic
reconstruction was used to produce a movie, in order to clearly return
the images of the whole pearl, section by section (see supplementary
materials).

3.2. Energy-selective analysis

The characterization of the neutron transmission pattern versus the
neutron wavelength has been performed on a separate set of radiogra-
phies collected for 4 h of radiation exposure on the specimen, in order to
obtain good neutron statistics. Further, 4 h have been spent for the flat
field radiography, for normalization purposes, which removes the fea-
tures related to the beam spectrum and detector non-uniformities.

In Fig. 4 the Region Of Interest (ROI) related to both the center of the
pearl and its external part is shown.When the central part is considered,
the neutron beam is mostly perpendicular to the pearl organic layers.

The transmission pattern of the pearl core shows that the Bragg
edges of aragonite, the most predominant phase of the nacre (over
95% by volume as told in (7)), related to the (201) plane (wavelength
λ = 5.40 Å) is clearly visible, together with the one related to the
(210) (λ = 4.96 Å).

By contrast,when the external ROI is considered, an increment of the
intensity of a Bragg edge at different wavelengths is noticeable. A clear
example is the increase of the mean transmittance at λ = 3.95 Å
(122) and λ = 2.34 Å (0 2 6) with respect to the previous curve.

In the outer shell, the strong Bragg edge is smeared out. Instead of
well-defined Bragg edges there is a broad hump in the transmission
spectrum between 4.50 Å and 6.50 Å. This may be explained by the

fact that scattering is redistributed, which indicates the presence of a
preferred isoorientation of the crystallites. This is determined by the
nacre platelets, confirming the aragonitic “brick-wall” structure of the
nacres textures, as presented by Chateigner et al. [8].

The interpretation is related only to the ROI selected in the lower
part of Fig. 4. On the other hand, the transmission patterns shown in
the upper part of the same figure are detected in each pixel of the neu-
tron counting detector. This enables the evaluation of the main Bragg
edge intensity at 5.40 Å across the entire specimen with a spatial reso-
lution of about the pixel size, i.e. 55 μm. Furthermore, such BE intensity
is proportional to the aragonite phase amount across the sample.

A dedicated C++ program was developed in the data analysis
framework ROOT [20], to take account of the spectral analysis of a
large number of 512 × 512 pixels. Such framework is designed for
storing and analyzing petabytes of data in an efficient way and

Fig. 5. Example of a Bragg edge fit for the main aragonite Bragg edge at 5.40 Å.

Fig. 4. COLOR. TOP: Neutron transmission spectra containing Bragg edges for both internal
and external ROI of the pearl. BOTTOM: Internal and external ROI, corresponding to the
core and the shell of the pearl.

Fig. 6. COLOR. 2Dmap for themain aragonite Bragg edge intensities at 5.40 Å. Suchmap is
proportional to the aragonite phase amount across the specimen.
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therefore suitable for such type of data analysis. For each pixel, a
Bragg edge was fitted using the three-step procedure reported in
[21]. An example of the fitting quality for a pixel within the specimen
is reported in Fig. 5.

The intensity of the Bragg edgewas extracted by thedifference in the
transmission values after and before the edge. The recursive application
of the same fitting procedure, for all pixels, enables the generation of a
2D map of the Bragg edge amplitude reported in Fig. 6 and therefore
provides further information about the aragonite phase distribution
within the specimen [22]. In this figure, we followed for x and y axis
the conventional direction used for the sample positioner system
(SPS) available on the IMAT instrument. In fact, the beam direction, ac-
cording to this convention, is along the x-axis. The color scale of the fig-
ure reflects the amplitude of the analyzed Bragg edge, showing that the
family of planes related to the Bragg Edge at 5.40 Å of the aragonite
phase is more concentrated in the central ROI, while it is less present
in the outer ROI. This confirms the observations obtained with the 1D
data analysis of Fig. 4.

3.3. 3D volume reconstruction

For visualization and analysis purposes, the reconstructed slices
were loaded into the Amira-Avizo 3D software [23]. The volume
rendering of the pearl is shown in Fig. 7. The vertical cut shown in
the right panel of the same figure clearly shows that the core is either
empty or filled with a material different to the one constituting the
pearl nacre. This volume rendering confirms the “soufflé” structure
of the pearl.

4. Conclusions

In this work, we explored the inner morphology of a baroque-
shaped soufflé pearl. This very complex sample was very suitable to
demonstrate the potential of energy-selective neutron imaging on
biological samples. The tomographic reconstruction of a pearl showed
numerous features of the pearl inside its bulk and allowed the 3D
volume rendering, exhibiting an empty core, characteristic of the
“soufflé” pearls. Many other details could be used by gemologists to
infer the pearl-growing process for this pearl, in a completely non-
destructive way. Moreover, the phase mapping of aragonite permitted
the visualization of its crystallographic orientation inside the specimen
and the study of its microstructural properties. Yet, only an energy-
selective technique could discriminate between the presence of differ-
ent phases and localize them in the inner part of this kind of specimen.
Further studies, including phase mapping related to other phases (such
as calcite) constituting the pearl and the reconstruction at different
energies will be conducted in the future to obtain a more complete
and global description of such a biological specimen.

Supplementary data to this article can be found online at https://doi.
org/10.1016/j.microc.2017.12.002.
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Abstract. At the present time, different kinds of thermal neutron detectors are under 
development at the European Spallation Source research facility, in order to overcome the 
well-known problem of the 3He shortage. One of these new systems relies on the use of a 
three-dimensional neutron converter cathode that consists of a stack of aluminum grids, 
covered by a 0.9 µm 10B enriched boron carbide layer (10B4C). As the conversion efficiency 
is a function of the boron thickness and the mean free path of the charged particles produced 
in the neutron induced reaction, the characterization of the boron carbide layer uniformity 
over the grids becomes crucial. In this work, a non-destructive method to map the thickness 
distribution of the converter layer over the grids is shown. The measurements exploit the 
white-beam neutron radiography technique where the specimen is irradiated at different 
angles. This experiment has been performed at the IMAT beamline operating at the ISIS 
spallation neutron source (UK). The results confirm that this non-destructive, wide-ranging 
technique allows a reliable and fast sample characterization and that it may be exploited in 
similar analyses where equivalent requirements are requested.  

 

 

1. Introduction 

 
1.1 New generation detectors at ESS 

The upcoming European Spallation Source research facility [1] has pushed the development of new types of 
detectors capable to sustain high neutron counting rates, brought by the bright neutron flux of ESS [2], [3],[4], 
and large area coverage 2). In fact the problem of the 3He shortage [5] reduces 
the possibility to employ it as a converter in neutron detectors for research.  One possibility of overcoming 
such issue is represented by the BAND-GEM (Boron Array Neutron Detector GEM) neutron detector [6]. It 
consists of a triple-Gas Electron Multiplier (GEM) coupled with a three-dimensional (3D) converter. The latter 



consists of a stack of aluminum grid planes covered by a layer of boron carbide[7] [9], where the incoming 
neutrons are converted predominantly in alpha and lithium particles [10] and ionize the surrounding Ar/CO2 
gas. The electron cloud is then drifted by an electric field towards a triple GEM and converted into an electrical 
signal. Such a detector is expected to provide an efficiency > 30% [6] in the wavelength range from 2 Å to 12 
Å of interest for the future Small Angle Neutron Scattering (SANS) instrument at ESS, like the LoKI beamline 
currently under construction [11].  Being the stack of many grids (24 at the present stage), a fast and non-
destructive way to map the thickness all over these components is needed. In this work, a novel method based 
on white-beam neutron radiography is presented. It allows the extrapolation of the effective boron thickness 
deposited on the samples by interpolating the different gray level values of the radiographies taken at different 
angles with respect to the incident neutron beam.   

1.2 Design of the 3D converter system for the BAND-GEM detector for LOKI 

The design and the production of the BAND-GEM full module is driven by the LoKI beamline requirements 
[11]. This detector has a trapezoidal design that optimizes the momentum resolution needed in a SANS 
experiment. Since the external dimension of the LoKI detector is 428 mm x 526 mm, a grid plane of the 3D 
converter system is composed of multiple grids with smaller dimensions, with lengths of the longest side and 
distance between the two parallel sides in between 6 × 11 cm ( ) and 11 × 23 cm ( Grid 3 ). Figure 1 
shows a grid plane assembly.  

  

Figure 1: Assembly of the grid plane. Each grid is labeled from 1 to 5 for easy reference in the text. 

Each grid is 3 mm thick and it is constituted by 20 lamellae each 200 µm thick. The distance between each 
lamella is equal to 4 mm. The design of the 3D converter system of the detector was limited by several 
technical constraints, the most demanding of which were the maximum dimensions of the grids and the 
thickness and uniformity of the deposited 10B4C along the lamellae. Several Monte-Carlo and FEM analysis 
of the entire BAND-GEM detector showed that the optimum in neutron detection efficiency is reached when 
the 10B4C layer as a thickness in the range of 0.6  1.0 µm (Figure 2a). The industrial coating unit (CC800/9, 
CemeCon AG, Germany) at the ESS detector coating facility in Linköping was used to deposit the neutron 



active layer of the BAND-GEM grids. The thickness variation of 10B4C films is less than 10 % for samples 
shorter than 28 cm, as shown in Figure 2b, and therefore fulfills the thickness uniformity requirements. 

 

 

 

a)   

b)   

Figure 2 : a) Plot of the neutron detection efficiency versus the thickness of the 10B4C layer deposited on the lamellae. The dotted line 

shows the expected efficiency as a function of the 10B4C neutron absorption probability and the geometrical parameters of the 3D 

converter of the BAND-GEM detector, while the continuous line includes also the escape probability of the ionizing particles from 

the 10B4C layer. b) Normalized thickness of 10B4C films plotted against the vertical distance from the center of the sputtering targets. 

The data was collected from many deposition runs in the industrial coating unit at ESS in Linköping, using 2-fold substrate rotation. 



 

After the deposition process, a check of the actual 10B4C layer thickness present over the lamellae was 
needed, since this factor strongly affects the final detection efficiency of the BAND-GEM detector. Such a 
test must be non-destructive, since the samples have to be used for the assembly of the 3D converter, and 
must be effective in finding the 10B4C layer thickness with an accuracy of hundreds of nanometers. To do so, 
a novel procedure able to comply with these constraints was developed. It mainly consists of two parts: 
firstly, the acquisition of several neutron radiographies of the specimens exposed to the neutron beam at 
different angles; secondly, an accurate data analysis to extract the useful information and give an easy 
graphical representation of the results.  

2. Methods 

 
2.1 Theoretical description 

The main idea behind this method relies on the Beer-Lambert equation describing the general principle that 
radiation is attenuated on passing through matter: 

  (1)   

where  and  are the incident and attenuated radiation intensities, respectively,  is the linear attenuation 
coefficient of the material (combining the interaction cross-section and nuclear) and s is the path length 
through the sample. For the depicted sample geometry of Figure 3, as in the case of the specimens analyzed 
in this work, the previous equation can be simplified as follows: 

   (2)   

eff is the effective thickness. The latter is 
equal to the real -1

radiation and the segment defining the real thickness of the target. In the specific case, the real thickness is 
the sum of the thickness bulk of the strip, made of aluminum, and two boron layers lying on both sides; thus, 
the macroscopic cross sections of both materials must be considered. 

 

 

Figure 3: Effective thickness of the sample (lamella) when it is orthogonal (left) and inclined (right) with respect to the incident 
radiation. In the second case, the effective thickness as seen by the radiation is wider. 



Equation (2) can be rearranged to have a direct dependence between the ratio of the transmitted and 
incoming radiation and the effective thickness. In facts: 

      (3) 

Since I and I0 can be extracted from is controlled during the 
measurement, treal   can be calculated by fitting the data given by each radiography collected at different 
angular steps. 

2.2 Experimental setup 

The experiment has been performed at the Imaging and Materials Science & Engineering (IMAT) beamline 
operating at the ISIS spallation neutron source (UK) [12], [13].  High resolution neutron radiography (NR) are 
performed at IMAT with a neutron beam size of about 200x200 mm2 and parallel-beam geometry with a 
pinhole geometry of 4 cm in diameter and with a source-to-sample distance of 10 m that define a collimation 
ratio L/D of 250. The pixel size of the present measurements is 0.103 mm. The neutron flux as a function of 
the neutron wavelength available with these instrument settings is shown in Figure 4 [14]. 

 

 

Figure 4: Neutron beam flux values as a function of neutron wavelength for the neutron beam divergence L/D of 250 used in the 

experiment at the IMAT beamline. 

Radiographies were collected using a neutron tomography camera, i.e. a CMOS (2048 x 2048 pixels and field 
of view (FOV) of 211.5x211.5 mm2) coupled to a neutron-sensitive scintillator screen (Figure 5). The latter 
consists of a -LiF/ZnS:Cu screen used to convert neutrons into visible light; the CMOS device 
takes images of the emitted light through an objective lens system positioned at 90° respect to the neutron 
beam. For each NR measurement taken at a given angle between the sample surface and the incoming neutron 
beam, multiple radiographies were acquired along with periodic dark and flat field images with an integration 
time of 30 s each. The dark ( ) and flat field ( ) images were used for normalization purpose to represent 
the attenuation of the beam instead of an intensity reading. For each data types (sample, flat and dark fields) 
an average of 3, 30 and 30 different NRs respectively was required to improve neutron statistic and noise 
reduction. The normalized image ( ) was computed using 



         (4)                                                          

where ( ) takes into account the electronic camera noise. 

 

Figure 5: Setup of the neutron radiography with the aluminum grid installed on the rotation stage.  

2.3 Data analysis 

The data analysis was carried out with the MATLAB [15] programming language. The median of the 
different image types (sample, flat and dark fields) was extracted and the final normalized NR calculated. A 
line profile along the orthogonal direction of the specimen was performed considering the region of interest 
(ROI) depicted in Figure 6a. Each point in the profile is averaged with the values of five neighbor pixels in 
the direction parallel to the lamellae. This means that every point in the 2D plot (Figure 6b) corresponds to 
0.103 × 5 mm on the lamellae (the width of the red rectangle of Figure 6a). A periodical behavior is 
noticeable, where the minima represent the pixels covered by the strips of the grid, while the maxima 
correspond to the fully irradiated pixels in the space between the strips. As a consequence, a Fast Fourier 
Transform algorithm was implemented in the code to determine the length of such period for each 
radiography at a selected angle (Figure 6b, 6c).  



a)  

b)  



c)  

Figure 6: a): Image of the aluminum grid at 22 degrees with respect to the beam and ROI considered in the analysis. Grids lamellae 

are labeled starting from the shortest to the longest one in ascending order. b): profile plot of the portion of the image marked on 

(6a). The period of the function was automatically found by use of Fourier transform. The minima represent the point where lamellae 

were located (absorption took place) while the maxima are the points were the full neutron beam was converted by the detector.  c) 

Periodogram obtained by Fourier analysis. The maximum of such function reveals the distance (in pixels) between each lamella. 

The apparent distance between the lamellae varied at every rotation step, because of the shift in perspective. 
Despite this, such a method was capable to automatically find the period length in each image. The 
periodogram returned by the algorithm was then used for the calculation of the transmission values over the 
grid, following the algorithm in Figure 7. The minimum average is calculated in every period in order to avoid 
that dark pixels or other artifacts may confuse the identification of the real transmission value. Furthermore, 
the value of the macroscopic cross section of the 10B4C plus the aluminum substrate  was calculated by 
convoluting the total nuclear reaction cross sections of the relevant elements (nuclear database accessible 
through the NEA website [16]) with the incident neutron spectrum of IMAT (Figure 4). In this way, each 
lamella of the grid gets a value directly related to the boron layer thickness on its length, with an uncertainty 
on the position given by the discretization of the thickness map in small elementary regions (sectors) of 5 × 40 
pixels. This algorithm is then iterated all over the grid and for all the considered angles, until the slope is 
obtained. 

 



.  

Figure 7: Flow chart of the algorithm coded in MATLAB. This routine is executed for all the sectors inside one single transmission 

image and for all the transmission images collected at different angles during the experiment. 

3. Results and discussions 

 
An example of the graphical output displayed by the program is shown in Figure 8a
considered. The thickness evaluation for every sector (colored rectangle) comes from the computation of the 
slope of the line visible in Figure 8b, divided by a factor of two, in order to take into account only one side of 
the covered lamellae. Such line represents the function described in Equation (3). In the x-axis, the inverse of 
the cosine of the angle at which the grid was exposed with respect to the radiation is indicated, while in the 
y-axis the effective thickness is calculated. The x error bars represent the uncertainties on the position of the 
sample with respect to the direction of the neutron beam, estimated to be of 0.25 degrees, while the y error 
bars were calculated with the standard error propagation operated on the equation (3), considering the 16 bit 
resolution of the acquired radiographies and the uncertainty on the neutron beam flux as shown in Figure 4 . 
Thus, the uncertainty of the boron layer thickness calculated for any sector of the grid is below 120 nm. 



 

Figure 8:  Colored map (a) of the boron layer thickness over the grid. Each value is extrapolated by the slope of the interpolation 

line of the effective thicknesses of the lamellae at different angles (b). 



The rest of the analyzed grids (grid #3 and #5) showed the same layer thickness distributions. Most 
of the sectors are included in the 0.6 -1.0 µm thickness range ( a), which is acceptable for 
this setup. Nonetheless, there are several lamellae where the estimated layer thickness decreases 
significantly, localized either close to the edges of the grid (lamella # 1, #20) or next to the middle 
support frame (lamella # 9) as seen in b. During deposition, all grids had an extra frame 
mounted, which provided more rigidity of the setup but with the drawback of causing shadowing of 
the sputtered particle flux towards the nearest lamellae. The thinner boron coating next to the frame 
was further investigated and confirmed by scanning electron microscopy (SEM) as shown in 

. In facts, pieces of aluminum lamellae from selected positions in the grid driven by this non-
destructive neutron testing were cut out and incorporated in bakelite. After being grounded with 
silicon paper and mechanically polished with diamond, a SEM SU70 by Hitachi was used to study 
the cross sections of the lamellae pieces and to measure the boron layer thickness.  shows 
that the boron is more present on the lamellae furthest away from the supporting frame (lamella 
#15), as shown in (a), compared to a lamella that was next to the frame (lamella #20), as shown in 
(b). c shows the variation of the thickness along the short (#5), medium (#3) and long (#1) 
grids, with every data point obtained from the average of 10 lamellae and with a pixel width of 
0.515 mm along each lamella. In the figure, each grid is positioned centred on sector #250, which 
approximately corresponds to the centre of the grid mounting in the deposition chamber during the 
coating phase. A uniform thickness distribution is found along the two short grids (#1 and #5) and 
over 2/3 of the longest grid (#3). The significant increase for parts of grid 3, the overall longest grid, 
is explained by the higher flux of sputtered particles outside the height where the other grids were 
mounted. This shows the accuracy and usefulness of the applied measurement technique, but also 
the importance of a controlled grid mounting during the deposition process. The lower converter 
deposit observed in some lamellae (for instance lamella #9 in Figure 8a) is caused by their twisting 
due to a mechanical failure at the junctions with the aluminium frame support. Therefore,  only 
selected grids with well straightened lamellae will be employed for the final assembly of the 3D 
neutron converter.  

 

a)  



b)  

c)  

 



a)  

b)   

: SEM photos of lamella # 15 (a) and # 20 (b) of grid #3. Case a) is the most frequent, while case b) may occur at the 

extremities of the grids, where the boron covering is obstructed by the presence of the supporting frame. 

 

4. Conclusions 
 
In this work a fast, non-destructive method to characterize the thickness of the boron layer 
deposited on the aluminum grids that will constitute the core of the BAND-GEM full module has 
been presented. The results showed a reliable measurement of the neutron converter 10B4C layer 

thickness with an uncertainty of 120 nm, which is sufficient for the diagnosis purposes of the 
detector presented. Nonetheless, this technique may be easily adapted and implemented in any 
experiment where the extrapolation of the layer thickness of a certain material has to be performed 
with a fast and non-destructive procedure. 
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Abstract: IMAT is a new cold-neutron imaging facility at the neutron spallation source ISIS

at the Rutherford Appleton Laboratory, U.K.. The ISIS pulsed source enables energy-selective

and energy-resolved neutron imaging via time-of-flight (TOF) techniques, which are available in

addition to the white-beam neutron radiography and tomography options. A spatial resolution of

about 50 µm for white-beam neutron radiography was achieved early in the IMAT commissioning

phase. In this work we have made the first steps towards achieving higher spatial resolution. A

white-beam radiography with 18 µm spatial resolution was achieved in this experiment. This result

was possible by using the event counting neutron pixel detector based on micro-channel plates

(MCP) coupled with a Timepix readout chip with 55 µm sized pixels, and by employing an event

centroiding technique. The prospects for energy-selective neutron radiography for this centroiding

mode are discussed.
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1 Introduction

In the last two decades neutron imaging has proven itself as a fast growing materials analysis
technique. Nowadays it has becomes an essential tool for materials science and engineering studies
in any modern large-scale neutron facility [1–9]. The fast development of this research field was
driven, on the one hand, by the need of modern industries for advanced materials research that has
increased the demand of complex and new imaging techniques [10, 11] and, on the other hand, by
the advances in detection systems [12–15].

A new cold-neutron imaging facility IMAT installed at the accelerator-based pulsed neutron
source ISIS at the Rutherford Appleton Laboratory in U.K. enables new neutron imaging meth-
ods [10, 11], such as energy-selective and energy-dispersive neutron imaging via time-of-flight
(TOF) techniques. These techniques are available in addition to the white-beam neutron radiog-
raphy and tomography options where no energy or wavelength information of the neutron probe
is required. In general, white-beam neutron imaging integrates the attenuation coefficients of the
specimen materials over all energies in the neutron spectrum, and therefore it is mostly probing
the energy-averaged neutron absorption and scattering terms of the total neutron cross section. As
a consequence, the energy dependent features are mostly lost in the averaged data. Conversely,
energy-dispersive neutron imaging is capable to map the parameters of the drastic steps in the
total neutron cross section of crystalline materials related to Bragg edges, originating from elastic
coherent scattering. It has been demonstrated that the spectral resolution of each pixel can be used
for determinations of Bragg edge positions [16], lattice parameter and strains [16], for a quantitative
phase analysis [17] as well as for texture analysis [18]. Recursive data analysis for all the detector
pixels is producing bi-dimensional and high spatial resolution maps of the microstructure and tex-
ture properties for the analysed specimen. Therefore high event neutron counting pixel detectors,
further discussed in section 2.1, with high spatial and high timing resolution, are essential equipment
on a pulsed-source instrument like IMAT. Besides the energy-resolving properties, these camera
systems may be setup to improve the white beam options with a resolution beyond the detector pixel
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size limit by event centroiding data analysis algorithms, as discussed in section 2.2. In this work, a
feasibility study was aimed at pushing the spatial resolution of neutron imaging on IMAT via event
centroiding methods. Moreover, the tests were performed during IMAT commissioning in order to
evaluate the stability of the IMAT environment for high resolution analysis.

2 Experimental setup

IMAT [1, 2] is a new cold-neutron imaging facility installed on the ISIS second target station TS2, a
low-power 10 Hz pulsed source of about 50 kW. Neutrons at ISIS are produced by nuclear spallation
reactions induced by a high-energy proton burst impinging on a tungsten target. IMAT is situated
in direct line of sight of the cold, coupled 18K hydrogen moderator. From the shutter, a straight
supermirror guide consisting of m=3 Ni/Ti multi-layers coated onto float glass of 95 × 95 mm2

aperture transports the beam to a pinhole selector at 46 m from the source. Three larger breaks in
the neutron guide are required for accommodating a 20 Hz T0 chopper as fast neutron and gamma
filter and two 10 Hz double-disk choppers used to define wider (e.g. 6 Å) or narrower (e.g. 1 Å)
wavelength bands but also to prevent frame-overlap of neutrons between successive time frames.
The pinhole collimates the beam and defines its divergence (or L/D) value, where D is the diameter
of the aperture and L is the distance to the neutron camera. The rotating capabilities for a pinhole
selector device offer a choice of five circular apertures for the imaging mode, to define different L/D
ratios, and also contains one large square aperture of 100 × 100 mm2. Finally from the pinhole the
neutrons travel through approximately 9 m of vacuum tubes before reaching the sample position at
10 m from the selector wheel. The IMAT sample position system with its reference at 56 m from
the source is used for sample alignment and rotation. A detailed description of the instrument and
its measured performance has been given recently [19].

2.1 Detector and readout electronics

The detector used in present experiments was built by the University of California in collaboration
with Nova Scientific [20]. It uses a stack of neutron-sensitive MCPs to convert incoming neutrons
into an electron cloud (∼ 104–105 electrons per each registered neutron). These electrons are
subsequently registered by a pixelated readout consisting of a quad assembly of Timepix chips [21]
developed by the Medipix collaboration. The Timepix chip has a matrix of 256 × 256 pixels (55
× 55 mm2 each) capable of measuring the number of incoming electrons. Thus the active area
of the detector is 28 × 28 mm2 and multiple simultaneous events can be detected, providing their
charge footprints on the readout do not overlap. The flexibility of the readout allows operation in
either very high counting rate mode with 55 µm pixel resolution (exceeding 108 neutrons/s) or high
spatial resolution mode of ∼12 µm with count rate limited to ∼ 5 · 106 neutrons/s. It is the latter
mode, which is referred to as centroiding mode, which is the neutron event counting mode used in
this work.

2.2 Localization of neutron event through event centroiding

To achieve the highest spatial resolution, where neutrons are registered with spatial accuracy better
than a pixel size, we utilize event centroiding [22, 23]. In that mode the charge cloud produced by
the MCP stack is spread over several pixels. The center of that charge cloud is preserved with an
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accuracy of pore-to-pore distance, currently ∼ 11 µm, as event amplification happens within the
singe pore of the first plate, followed by few adjacent pores on the second MCP. Thus the majority of
detected neutrons have a cluster of pixels on the Timepix readout (there are still some events which
strike only few pixels and those are excluded from the subsequent analysis). The center of each
cluster is then calculated from the measured charge values in each pixel. It is that cluster analysis
which allows high resolution neutron imaging with sub-pixel accuracy. One of the limitations of
this mode is the need to avoid event overlaps with a single readout frame: encoding of two events
which have overlapping footprints cannot be done correctly unless these events are detected with
two separate frames. With an optimized event area of ∼ 10 pixels there are ∼ 2500 events which
can be detected per single readout frame with 10% overlap probability. Our current generation
of Timepix readout is capable of ∼ 1200 frames/s, with ∼ 320 µs readout time (deadtime of the
detector). Depending on the flux of incoming neutrons, the width of acquisition shutter is optimized
to reduce the probability of event overlaps and to minimize the deadtime of the detector. The event
centroiding is currently performed in real time in the data processing computer, where multiple
cores of the processor are used to keep up with the speed of incoming data.

2.3 Experimental details

For the experiment IMAT was operated in single-frame mode providing a wavelength band of (1–7
Å) corresponding to a neutron TOF selection between 10 ms and 100 ms, obtained by use of the
double-disk choppers. The incident neutron spectrum is shown in figure 1. The MCP camera was
setup for collection in centroiding mode.
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Figure 1. Incident neutron spectrum as a function of the neutron wavelength.
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The beam size at the camera position was set to 35 × 35 mm2 in order to irradiate the specimen
and the entire detector active area but minimizing at the same time unnecessary air scattering.
A neutron absorbing Gd-sputtered “Siemens Star” test pattern, shown in figure 2, was placed in
close-contact to the neutron counting detector window. Constructively in the current detector the
distance between the 10B loaded neutron MCP converter and the detector window is around 12 mm.
With a pinhole diameter selection D of 20 mm and a source (pinhole itself) to camera distance L
of 10400 mm the resulting beam collimation ratio L/D was 520. From geometrical considerations
the expected unsharpness in the radiography is of the order of ∼ 20 µm. The data from a plant
leaf in front of the camera, as shown in figure 2, were not further analysed as it had shrunk during
acquisition.

Figure 2. Neutron absorbing “Siemens Star” test pattern placed in close contact to the neutron counting
detector window.

Such a configuration was selected as best compromise between spatial resolution and Signal-
to-Noise Ratio (SNR). The MCP camera used a 10 Hz external trigger from the neutron source,
and a number of 45 acquisition shutters for each ISIS pulse to minimize event overlap. The TOF
and neutron wavelength ranges of these shutters used during the experiment are provided in table 1.
This setup, in principal, allows energy-selection, although it was not used in this experiment.

For each interval registered neutron events are read-out, and used to determine the centroiding
positions and to fill a 4k × 4k matrix. At this point the timing information is lost. The resulting
white beam radiography is obtained by accumulating all detected neutron events within the provided
ranges in table 1. The 4k × 4k radiography is thus generated with sub-pixel spatial resolution by
means of event centroiding as described in section 2.2. We remark here that the overall process is
currently performed in real time and only the final radiographies stored on the work station. Finally,
the exposition time for the neutron radiography was of about 580 minutes.
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Table 1. Minimum and maximum TOF and neutron wavelength λ interval ranges used during the
measurement.

TOFmin(s) TOFmax(s) λmin(Å) λmin(Å)

0.0224 0.0240 1.5726 1.6849
0.0244 0.0260 1.7130 1.8253
0.0264 0.0280 1.8534 1.9657
0.0284 0.0288 1.9938 2.0219
0.0292 0.0296 2.0500 2.0780
0.0300 0.0304 2.1061 2.1342
0.0308 0.0312 2.1623 2.1904
0.0316 0.0320 2.2184 2.2465
0.0324 0.0328 2.2746 2.3027
0.0332 0.0336 2.3308 2.3589
0.0340 0.0344 2.3869 2.4150
0.0348 0.0352 2.4431 2.4712
0.0356 0.0360 2.4993 2.5273
0.0364 0.0368 2.5554 2.5835
0.0372 0.0376 2.6116 2.6397
0.0380 0.0384 2.6678 2.6958
0.0388 0.0392 2.7239 2.7520
0.0396 0.0400 2.7801 2.8082
0.0404 0.0408 2.8362 2.8643
0.0412 0.0416 2.8924 2.9205
0.0420 0.0424 2.9486 2.9767
0.0428 0.0432 3.0047 3.0328
0.0436 0.0440 3.0609 3.0890

TOFmin(s) TOFmax(s) λmin(Å) λmin(Å)

0.0444 0.0448 3.1171 3.1451
0.0452 0.0456 3.1732 3.2013
0.0460 0.0466 3.2294 3.2715
0.0470 0.0476 3.2996 3.3417
0.0480 0.0486 3.3698 3.4119
0.0490 0.0496 3.4400 3.4821
0.0500 0.0506 3.5102 3.5523
0.0510 0.0516 3.5804 3.6225
0.0520 0.0526 3.6506 3.6927
0.0530 0.0536 3.7208 3.7629
0.0540 0.0546 3.7910 3.8331
0.0550 0.0556 3.8612 3.9033
0.0560 0.0566 3.9314 3.9736
0.0570 0.0581 4.0016 4.0789
0.0585 0.0596 4.1069 4.1842
0.0600 0.0611 4.2122 4.2895
0.0615 0.0626 4.3176 4.3948
0.0630 0.0641 4.4229 4.5001
0.0645 0.0656 4.5282 4.6054
0.0660 0.0676 4.6335 4.7458
0.0680 0.0696 4.7739 4.8862
0.0700 0.0716 4.9143 5.0266

3 Results

The neutron radiography of the Siemens star is shown in figure 3. It is a quite common process
to investigate the edge spread behaviour of sharply contrasting materials like the Gd sputtered
neutron absorbing “Siemens Star” test pattern displayed in the 4096 × 4096 sub-pixel neutron
radiography. With eight times larger number of pixel compared with the 512 × 512 matrix of
the Timepix chip, the expected pixel size is of the order of 6.875 µm. The edge-spread function
(ESF) was determined using a selected edge in the test pattern specimen with high precision
by averaging over approximately 250 pixels as shown in figure 4. Via the line-spread function
(LSF), as the derivative of the ESF, the modulation transfer function (MTF) is derived by Fourier
transformation. A 10% contrast cutoff was applied to the MTF shown in figure 5 to define the highest
resolvable spatial frequency, and the inverse was calculated to determine the maximum achievable
spatial resolution of the experimental setup. A value of 28 line-pairs per millimetres (lp/mm) was
observed, corresponding to a spatial resolution of 18 µm. It is worth to notice that this value is very
close to the expected blurring of ∼ 20 µm due to the beam divergence. Further improvements can
be achieved by increasing the L/D ratio, for minimizing the impact of geometrical blurring.
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Figure 3. Siemens Star test pattern neutron radiography with sub-pixel spatial resolution (left panel) and
zoom view of the inner pattern (right panel).

Figure 4. Area selected for the MTF evaluation.

4 Conclusions and outlook

High resolution neutron imaging has been flagged up as one of the key demands by the neutron
imaging user community for the future development in the field. A further improvement of the
IMAT spatial resolution towards and below 20 micron would benefit many IMAT projects, ranging
from studies on electrochemical cells, batteries, materials for nuclear safety, soft matter, and soil
physics. By employing the centroiding mode of the MCP camera a spatial resolution of 18 µm
could be achieved. It is worth to notice that a comparable and even better spatial resolution neutron
radiography and tomography with shorter acquisition times has recently been performed at other
neutron imaging facilities [23–25]. The spatial resolution that IMAT can achieve eventually is
limited by the available neutron flux on target station 2 and the efficiency of the beam transport.
Consequently, the counting time of several hours for obtaining the radiography was particularly long
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Figure 5. MTF derived from the selected region from figure 4. The curve crosses the 10% contrast cutoff at
28 line pairs per mm, which corresponds to a spatial resolution of 18 µm.

which precludes the mode for standard experiments of the IMAT user programme, certainly for
tomography applications. The tests showed, however, that (1) the MCP cameras works as expected
in centroiding mode on the beamline; (2) there are no beamline conditions that would make it
impossible to achieve high spatial resolution on IMAT. This result is in particular important in view
of a planned design and construction of a new optical camera system for spatial resolutions down
to 20 µm. The tests performed on IMAT aimed at providing a white-beam image. In principle, the
centroiding mode can be used for energy-selective imaging, by restricting the TOF range defined by
the shutter ranges in table 1. This will, of course, extend the collection times even further. Hence this
mode will be out of reach for IMAT but may be applicable at high intensity pulsed neutron sources,
and on beamlines with an ever “colder” neutron spectrum than that of IMAT, to take advantage of
higher neutron to electron conversion probabilities. In parallel, the detection efficiency could be
further improved by (1) running the camera in event mode and by post-processing of the neutron
data, in order to minimised the number of rejected neutrons; (2) by increasing the efficiency of
present generation of neutron sensitive microchannel plates. The ongoing development of new
MCP technology can increase the probability the neutrons are converted into charge especially for
the thermal part of neutron spectrum. The distance to the detector active area can also be reduced
allowing experiments with lower L/D values and thus higher neutron fluxes.
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Abstract: The MCP-based neutron counting detector is a novel device that allows high spatial

resolution and time-resolved neutron radiography and tomography with epithermal, thermal and

cold neutrons. Time resolution is possible by the high readout speeds of∼ 1200 frames/sec, allowing

high resolution event counting with relatively high rates without spatial resolution degradation due

to event overlaps. The electronic readout is based on a Timepix sensor, a CMOS pixel readout chip

developed at CERN. Currently, a geometry of a quad Timepix detector is used with an active format

of 28 × 28 mm2 limited by the size of the Timepix quad (2 × 2 chips) readout. Measurements of a

set of high-precision micrometers test samples have been performed at the Imaging and Materials

Science & Engineering (IMAT) beamline operating at the ISIS spallation neutron source (U.K.).

The aim of these experiments was the full characterization of the chip misalignment and of the

gaps between each pad in the quad Timepix sensor. Such misalignment causes distortions of the

recorded shape of the sample analyzed. We present in this work a post-processing image procedure

that considers and corrects these effects. Results of the correction will be discussed and the efficacy

of this method evaluated.

Keywords: Pattern recognition, cluster finding, calibration and fitting methods; Data processing
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1 Introduction

The development of neutron imaging technology becomes more and more important driven by
numerous advantages of neutron radiography and tomography, such as the possibility to penetrate
and analyse specimens made of large-Z and dense materials or the high sensitivity to biological
samples due to the exquisite sensitivity of neutrons to hydrogen.

There is a range of neutron imaging instruments available at large-scale facilities where such
kind of analyses can be carried out. In this paper, we describe experiments performed at the
Imaging and Materials Science & Engineering (IMAT) [1] beamline operating at the ISIS spallation
neutron source (U.K.). On this instrument, different imaging cameras are available: a cooled CCD
camera and a CMOS camera for white-beam neutron imaging, a gated CCD camera for energy-
selective neutron imaging and two time-of-flight capable high-resolution pixel detectors based on
MicroChannel Plate (MCP) [3] and CMOS sensors (GP2 detector [4]) for energy-dispersive neutron
imaging. In this work, we will focus our attention on the MCP based neutron counting detector used
on IMAT. The latter has useful peculiarities, among which one may list the high pixel resolution
(55 µm) and the high readout speed of ∼ 1200 frames/sec that allows it to operate in event-timing
mode. This mode permits to distinguish signals generated by neutrons of different time of arrival
originated from the same neutron pulse.

The electronic readout of the MCP detector is based on a quad Timepix [5]. This is an ensemble
of four Timepix chips (2 × 2) developed at CERN [6]. Such a configuration has the considerable
advantage of providing a larger field of view with respect to the single chip arrangement. All the
same, there are issues of the quad Timepix configuration for neutron tomography.

In this work, we will focus on the study of the image artifacts arising from the spatial gaps
between Timepix chips and from the imperfect alignment of the four chips constituting the Quad
Timepix readout.
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2 Detector description

The IMAT MCP-based detector has been developed at the University of California at Berkeley
in collaboration with Nova Scientific. The conversion of neutrons into electrons is made by a
10B and gadolinium doped microchannel plate (8 µm pores on 11 µm centers, 100:1 L/D, 33 mm
diameter) followed by a second, standard glass MCPs (10 mm pores on 12 µm center, 40:1 L/D,
33 mm diameter). With such configuration, the MCP detector is able to convert an incoming neutron
into an electronic avalanche which is collected by the Timepix array.

The main advantage of this readout is the possibility to operate in “event timing” mode. In
fact, every pixel of the chip has a 14 bit register able to store the time of a detected neutron with
a ∼ 10 ns accuracy and a spatial resolution of 55 µm. This mode of Timepix operation allows
energy-selective and energy-dispersive neutron imaging technique at the IMAT instrument [7].

The MCP neutron detector described in this paper is equipped with a quad Timepix that is
an assembly of four Timepix, able to provide a net active area of 28 × 28 mm2. The larger active
area, compared to a single-chip detector, has the clear advantage of allowing the analysis of more
voluminous samples. Nonetheless, there is a noticeable drawback with this configuration related
to the misalignment and unavoidable gaps between chips which has important implications for
imaging applications, figure 1.

Figure 1. Radiography of the absorbing “Siemens star” test pattern showing the quad Timepix chip mis-
alignment.

Such misalignment is intrinsic to the manufacture of the readout board made of four subsections,
so it cannot be avoided in the hardware implementation. By contrast, the calculation of the gap
geometry and corrections via post-processing operations on the acquired images are possible, by
using calibration samples and an iterative algorithm, which has been developed in the MATLAB [8]
software environment.
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3 Experimental setup

Spherical calibration samples were chosen to avoid errors of perspective, since different geometrical
forms may result in incorrect specimen dimensions by the image analysis, if the neutron beam is
not precisely orthogonal to the sample. The knowledge of the exact size of the sphere diameter is
at the same time fundamental for developing the correction procedure. The teflon and chrome steel
spheres used in this study have a diameter of 7.936 and 9.525 mm respectively. Both specimens
have a tolerance close to 1 micrometer, as declared by the Bal-tec™ vendor [9] (see table 1) and
thus largely below the size of one single readout pixel, i.e. 55 µm, to avoid the uncertainty of the
digital discretization of the camera.

Table 1. Datasheet parameters of the precision spheres provided by the vendor.

Sphere

material

Diameter

(mm)

Allowable

Ball

Diameter

Variation

Deviation

from

Spherical

Form

Surface

Roughness

Arithmetical

Average

Basic

Diameter

Tolerance

Allowable

Lot

Diameter

Variation

Teflon 7.936 < 0.08 µm < 0.08 µm < 0.03 µm 0.76 µm 0.13 µm

Chrome
steel

9.525 0.63 µm 0.63 µm 0.05 µm 2.54 µm 1.27 µm

A geometrical unsharpness of 44 µm was obtained selecting a collimation ratio L/D on IMAT
of 1034 with a pinhole aperture D of 10 mm and a pinhole to sample distance L of 10.347 m. The
maximum sample to camera distance was about 46 mm. This was deliberately set to reduce the
unsharpness due to the scattering of the sample (neutron elastic cross section σs = 4.38 b compared
to σabs = 0.012 b at 2.6 Å).

The sample material used for the first part of experiment is Teflon. The specimen was installed
on top of an aluminium support (figure 2) and centrally aligned with respect to the gap of the quad
Timepix. In fact, in order to perform the correction procedure, the specimen must be placed in
correspondence of the contiguous borders of the electronic readout, as explained in the next section.
The exposure time for sample and flat field radiographies was four hours each with a total collection
time of about eight hours.

In the second part of the experiment, a chrome steel sphere (neutron elastic cross section
σs = 10.98 b compared to σabs = 3.7 b at 2.6 Å) was used for tomography to test if the correction
procedure was effective even with different sample materials.

4 Software correction

4.1 Issues description

The first step in the post-processing data analysis, after the data collection, consists of producing
the white-beam neutron radiography of the specimen, to take advantage of the higher neutron
counting statistics compared to energy-resolved neutron radiography data. These data clearly show
the difference in the collection efficiency between the four Timepix pads, as well as the pixels (in
black) in proximity of the gap between the chips where the charge collection is affected by the
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Figure 2. Setup of the experiment on IMAT. The sample is placed in front of the MCP detector and exposed
to the neutron beam for eight hours.

electrons arriving at the gaps between the chips (figure 3). At the same time, the misalignment
is clearly visible. In fact, when superposing a red circle with the exact diameter of the sphere as
specified in the sample datasheet on to the image, the distortion and discrepancies between the two
of them are noticeable (figure 3). A measurement of the diameter of the sphere image revealed
that it was about 150 µm shorter than expected. The sample radiography is smaller because of the
missing readout pixels in the middle part due to the presence of the gaps. The transmission image
gives a clearer representation of the effect (figure top right), since the normalization cancels out
the lack of uniformity due to both the different electric gains in each chip and the neutron beam
disuniformities. However, the problem of the irregular shape due to the chips misalignment and the
central gap still remains uncorrected.

4.2 Algorithm description

The algorithm was implemented in the MATLAB [8] programming environment. It consists of
several steps which are execute automatically until the full iteration is completed. The main idea
relies on the fact that there is a mathematical way to classify the roundness of a spherical specimen.
This is called circularity factor and is defined as:

fcircularity =
4 × π × Area

Perimeter2
(4.1)

and it is equal to one in case of a perfect circle, while it approaches zero when the form is
more elongated toward one direction. Considering the desired optimum as being equal to one,
we then operate a sequence of transformations on the image and calculate fcircularity each time, to
find the value closest to one. These transformations include rigid translations of each part of the
original image associated to a single chip of the quad Timepix (figure 4), as well as rotations.
The latter is performed with the bilinear interpolation method, where the output pixels resulting
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Figure 3. Radiography (top left), normalized (top right) and detailed view (bottom) image of the teflon
sphere. The red circles represent the nominal diameter of the sphere.

from such transformations adopt the values of the weighted average of pixels in the nearest 2-by-2
neighborhood. Once the optimum set has been found, this can then be accepted as parameter set
for the geometric corrections, since it reflects an intrinsic physical characteristic of the detector and
there is no need to repeat the calculations. At the end, such transformations can be easily applied
to other collected images stacks measured with the MCP camera in order to correct them.

Firstly, the program takes some input that is manually inserted by the user. The main parameters
are the real size of the calibration sphere diameter which in our case was 7.937 mm, the size of
the pixels in millimeters and the tolerance, meaning the maximum spatial range inside which the
program classifies a found solution as acceptable. In this work, these two values were set to
55 micrometers, but they can be different, for instance in case the image has been acquired with a
sub-pixel accuracy exploiting the “center of gravity algorithm” described in [5].

Secondly, the program opens and displays the radiography. Considering a standard output
file, which has a resolution of 512 × 512 pixels, it splits the radiography into four parts, each one
being a matrix of 256 × 256 pixels. Each portion represents the part of the sample which has been
acquired by a single die of the quad Timepix. These quarters of a circle will be shifted in vertical
and horizontal directions with a step size of a single pixel and rotated with a step of 0.25 degrees, to
form a slightly different image every time. The new column or row that is created in the modified
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Figure 4. Sketch of the program operations on the acquired image. The original (on the top) is a deformed
circle, because of the misalignment between the pads (A, B, C, D). The script calculates the circularity factor
(0.89 in the example), then tries several combinations of parameters to obtain a new circularity factor. In
the figure, it first moves the part A (related to the part of the sphere acquired by the PAD A) two pixels to
the left and one pixel down; at the same time, it moves the part B one pixel to the left; then it calculates the
circularity factor again. The same procedure is repeated until all the combinations have been executed.

image at the border of the sector when the shift is applied will be the exact copy of the adjacent
one. This is the easiest approach, but other solutions, such as a linear interpolation between the two
borders at the extremities of two adjacent sectors may be implemented as well. The maximum limit
of the translations and rotations that have to be executed is very important. In fact, as twelve is the
number of degrees of freedom for the full transformation, i.e. two translation directions (vertical
and horizontal) plus the rotation for each of the four pads, the formula to calculate all the possible
sets of parameters is:

P = md

where P is the total number of sets, m is the maximum shift to apply to each sector (in pixels and
degrees), d is the number of degrees of freedom. In this work, the factor m has been set to 4 (no
shift plus three shifts of one pixel each), because the gap between the pads was known to be around
150 micrometers. Even in this way, the number of sets was greater than 16 million. This means
that care must be taken to set the parameters of this equation and avoid a huge number of images
that could not be elaborated. Also, a substantial code optimization is needed.

Once the transformations have been applied to all the sectors the image is recomposed and, by
using the “regionprops” function implemented in the MATLAB Image Processing Toolbox™ [10],
and which is able to recognize circular objects inside an image and to calculate their perimeter and
area, a new circularity factor is determined. If this value is closer to one than the previous iterative
step, the new set of parameters associated to such result is saved. The algorithm then continues
until all the combinations have been tried. At the end, the best set is printed out and saved. In this
way, the physical gap between the chips is calculated, because the sum of the absolute value of the
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shift in either vertical or horizontal direction for adjacent pads may be converted in a real distance
simply multiplying for the step unit, i.e. the set pixel size. In this specific case the set pixel size
was 55 µm.

4.3 Graphical User Interface

After the correct set of parameters has been found, it is possible to visualize the changes brought by
the transformation with a customized Graphical User Interface, UFFA Part 1 (a Useful Fits Fixer
Application). This program is designed to open a FITS file format (i.e. the standard image format
generated by the detector after the acquisition) and to allow control on each of the four pads related
to the quad Timepix dies. It is possible to translate the sectors in vertical and horizontal directions,
rotate them, as well as zooming in the center to see the artifacts due to the misalignment (figure 5).

Figure 5. Graphical user interface of the program (UFFA Part 1). The “Part 1” assists the user with a live
view of the changes applied to the image.

Once the correction set has been visualized and verified, the parameters can be exported in a
text file and used as input into UFFA Part 2 (figure 6). This second analysis tool was developed to
easily and rapidly apply the chip misalignment correction parameters extract by UFFA Part 1 to a
large image dataset. This dataset can be, for instance, a full stack of neutron radiographies acquired
during an energy-dispersive experiment or, more generally, a full set of projections of a neutron
tomography. This is achieved by selecting the input folder dataset where all the images belonging
to a single dataset are stored, and by specifying an output folder where the corrected dataset will be
saved. The correction process is then executed automatically to all the files in the input folder.

5 Results

The best set of parameters was found after 40 hours of elaboration. The shifts and rotations were
applied to the teflon ball radiography and the results are visualized in figure 7.
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Figure 6. Graphical user interface of the program (UFFA Part 2). The “Part 2” automatically applies the
changes to an entire stack of images in the input folder and save the results in an output folder.

Vertical

shift A

Horizontal

shift A

Vertical

shift B

Horizontal

shift B

Vertical

shift C

Horizontal

shift C

Vertical

shift D

Horizontal

shift D

Rotation

A

Rotation

B

Rotation

C

Rotation

D

0 −1 0 0 −3 1 −3 0 0.25 0.25 0.25 0.25

Figure 7. Top. Detail of the radiography of the calibration sample. The contour of the sphere projection
matches perfectly with the circle with the diameter specified by the vendor of the precision ball. Bottom:
table of the parameters related to the quad Timepix implemented in the MCP-based neutron counting camera
at the IMAT instrument. Each shift is equal to 55 µm, so that the gap between each pad can be calculated by
the number of shifts. The higher the number of combinations tested, the more robust the result.
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The results found are obviously valid for the sample analyzed, but the robustness of this
method can be verified with radiographies collected from different samples. For this reason, a full
tomography of a different chrome steel precision sphere was collected. A set of 286 projections was
taken with an exposure time of 180 seconds per frame over an angular range of 180 degrees. Each
projection was corrected using the same parameters obtained for the teflon sphere case. Indeed,
the misalignment gap between the quad Timepix chips was assumed to be independent from the
specimen itself.

At first the circularity factor was checked. Figure 8 shows the scatter data of this factor related
to each projection of the tomography, and the linear regression for both the original and corrected
datasets. In the second case, the average of the circularity value is higher and closer to one.

Figure 8. Circularity factor before and after the fix for a stack of 286 images. The circularity factor of all the
images in the corrected stack is higher and almost constant in the range of 0.98 ± 0.02, while the circularity
factor of the images in the original stack is lower and ranges over a wider interval (from 0.92 to 0.96).

A second consistency check comes from the measurement of the diameter of the sample
projections (figure 9). The majority of the corrected projections lies inside the interval of tolerance
of ± 55 µm determined by the discretization of the image through the matrix of pixels. According
to the vendor, the chrome steel sphere had a diameter of 9.525 mm.
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Figure 9. Diameter calculation of the sample projections by image analysis, both original and corrected.
The corrected stack has images whose diameters agree with the specifications defined by the vendor, while
in the original stack the sphere appears to be 0.15 mm smaller.

A final check was obtained by the evaluation of the diameter of the sphere extracted from the
volume rendered data set after the computed tomography (CT) reconstruction of the specimen. In
particular, a CT reconstruction based on SART (simultaneous algebraic reconstruction technique)
algorithm was used by means of the Octopus software [11]. A better signal to noise ratio on the
reconstructed slices was obtained by the SART algorithm compared with the filtered back-projection
(FBP) algorithm. A post-process three dimensions 5 × 5 × 5 median filter was applied to the recon-
structed slices to reduce noise that is generated by the reconstruction algorithm. The subsequent
volume rendering and segmentation was performed by the use of VgStudio Max software [12].

Figure 10 shows the result of the volume rendering of the tomography dataset which was
corrected for the gap between the quad Timepix chips.

For comparison, the original tomography dataset was also analyzed and results are reported in
table 2.

It is worth noting that closer results with respect to the certified sphere diameter of 9.525 mm
were extracted for the corrected dataset as also reported in the 2D analysis case of figure 9.
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Figure 10. Volume rendered data set of the micrometric chrome steel sphere corrected for the quad Timepix
chip gap. The nominal diameter of the sphere is 9.525 mm. The reconstructed object does not exhibit
significant distortions from chip misalignments.

Table 2. Comparison of the result obtained for the original and corrected datasets.

Type of dataset Volume (mm3) Deviation (mm3) Diameter (mm)

original 431.74 24.20 9.38±0.17

corrected 456.48 16.69 9.55±0.12

6 Conclusions

In this paper, a practical approach for the evaluation and post-process correction of the chips
misalignment in quad Timepix electronic readout has been presented. The algorithm is capable of
finding the gap parameters by trying several different combinations of parameters to reconstruct the
original shape of a spherical calibration sample. The higher the number of trial combinations, the
better is the achieved precision. In the future, some improvements will be addressed, such as the
image reconstruction at the borders of each sector and within the gap areas and a code optimization
for faster search of the optimum set. The correction procedures introduced here are straightforwardly
extendable for future 2×N chip configurations which are in discussion as extensions of the current
2 × 2 formation, with one side of a chip being unavailable for tiling due to Timepix wirebonding.
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