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Abstract 

Among the renewable and sustainable energy sources, geothermal energy has been 

recognized as “the choice” to meet the future electricity demand, economically and 

environmentally speaking. Its ubiquitous occurrence and its low environmental impact in 

terms of CO2 emissions, prompt present day governments toward a more efficient, large scale 

utilization of these energy sources. However, its utilization is still inconsistent with the 

enormous amount of energy available underneath the surface of the Earth. 

The increasing threat of a worldwide energy crisis and the growing interest in geothermal 

systems require further development and application of advanced software and numerical 

modelling approaches to facilitate geothermal exploration and exploitation. These 

sophisticated, state-of-the-art tools provide crucial knowledge to characterize the thermal 

anomaly, as well as its connection with groundwater flow and heat transfer mechanisms, 

therefore limiting failures that may occur in subsurface and deep geothermal prospection. 

Due to the high costs of any geothermal related operation, a good knowledge of the explored 

site is required. In this regard, the present study is aimed to perform accurate three-

dimensional simulations of three high to low-enthalpy type geothermal systems, for which no 

model was previously available. 

The three selected sites are : i) the Bormio hydrothermal system and ii) the Castel Giorgio – 

Torre Alfina geothermal reservoir in Italy, and iii) the Tiberian Basin in the Jordan Rift valley, 

between Israel, Jordan and Syria. These study cases are characterized by substantial 

differences regarding both the geological setting and the active thermal regime, while they 

are pooled by the presence of fluids in the reservoir, which may be used for electricity 

generation or for other indirect types of application, such as the heating of spas. 

The historical Italian thermal site of Bormio (Central Italian Alps) is a typical alpine low 

enthalpy geothermal site, whose waters are currently exploited by two thermal 

establishments. Thermal waters from ten springs are heated at a temperature of about 40°C 

in deep circulation systems and ascend vigorously from dolostones located close to the 

regional permeable Zebrù thrust. A hydrochemical characterization of the discharged thermal 
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waters has been performed to validate the assumptions formulated in the numerical model 

built with the finite element code Feflow®. Heat and fluid transport is explored taking into 

account the delayed effects of the last glaciation, which in the study area was recognized to 

end around 11,000–12,000 years ago. The full three-dimensional regional model (ca. 700 km2) 

suggests a reactivation of the system following the end of the Last Glacial Maximum. Results 

correctly simulate the observed discharge rate of ca. 2400 l/min and the spring temperatures 

after ca. 13,000 years from deglaciation, and show a complete cooling of the aquifer within a 

period of approximately 50,000 years. Groundwater flow and temperature patterns suggest 

that thermal water flows through a deep system crossing both sedimentary and metamorphic 

lithotypes along a fracture network associated with the thrust system.  

The Castel Giorgio - Torre Alfina geothermal field (Central Italy) is a promising, early explored 

and so far not exploited medium enthalpy reservoir. The involved fluids, pressurized water 

and gas, mainly CO2, are hosted in a carbonate formation at temperatures ranging between 

120-210 °C. Detailed hydro-geothermal data recognized a strong thermal anomaly associated 

with a vigorous convective regime, making that field suitable for electricity generation through 

geothermal methods. The three-dimensional reservoir-scale numerical model (ca. 293 km2) 

has been developed, via the open source finite element code OpenGeoSys (OGS), to simulate 

the undisturbed natural geothermal field and investigate the impacts of the exploitation 

process. The commercial software Feflow® is also used as additional numerical constraint. The 

flow field displays multi-cellular convective patterns that cover the entire geothermal 

reservoir, and the resulting thermal plumes protrude vertically over 3 km at Darcy velocity of 

about  7*10-8 m/s. The analysis of the exploitation process demonstrates the sustainability of 

a geothermal doublet for the development of a 5 MW pilot plant. The buoyant circulation 

within the geothermal system allows the reservoir to sustain a 50 years production at a flow 

rate of 1050 t/h. The tested distance of 2 km, between the production and re-injection wells, 

is sufficient to prevent any thermal breakthrough within the estimated operational lifetime. 

OGS and Feflow® results are qualitatively very similar with only small differences in peak 

velocities and temperatures. The case study provides a thorough understanding of the Castel 

Giorgio – Torre Alfina purely convective reservoir, and valuable guidelines to the optimal 

reservoir management and sustainable utilization. 
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The last case study is the Tiberian Basin, located within in the Jordan Rift Valley at the border 

between Israel, Jordan and Syria. The selected area lies on the eastern side of the Lake 

Tiberias, the main freshwater resource of the entire Middle East. The sustainability of this 

resource is endangered by the occurrence of clusters of hot (temperatures in the range 20 – 

60 °C) and salty springs, aligned along the lake shore and the Lower Yarmuk Gorge. This deep 

depression, which lies on the eastern margin of the lower Jordan Rift Valley, is supposed to 

act as the mixing zone of different flow paths responsible for the ascent of thermal waters. 

Moreover, the shallow heat anomaly, recognized in the northern Israel and Jordan territories, 

makes that field a potential site for production of electricity through geothermal methods, 

thus promoting the need of detailed numerical investigations. In this regard, the first regional 

three-dimensional model of the entire Tiberian Basin, ca. 565 km2, has been developed with 

the commercial finite element software Feflow®. The model, accounting for major aquifers, 

aquicludes and deep-cutting faults, combines the knowledge from existing geological, 

hydrogeological and thermal surveys, as well as from previously numerical simulations. 

Available water levels for wells at different depths, allowed the correct calibration of the 

groundwater flow model. From a thermal point of view, results show that the discharge of 

thermal waters is tied to the coexistence of free convection in permeable units, and additional 

advective flow fields induced by topography gradients. Even though these simulations are not 

able to reproduce the correct temperature ranges for the thermal spring clusters, they provide 

reasonable explanation of groundwater flow behaviour associated to the anomalous 

geothermal gradient, and identify the mixed convection as the dominant heat flow process 

driving thermal waters below the Lower Yarmuk Gorge. Therefore, these first results can be 

considered as a valuable starting point for further numerical simulations aimed to a precise 

calibration of springs temperature values. 

The understanding gained through this study about groundwater flow and heat transfer 

mechanisms in fluids related geothermal systems can be applied to other basins around the 

world in a wide variety of environments and not necessarily associated with convective heat 

flow. It improves also reservoirs knowledge for long term sustainable development in areas 

where an electricity generation exploitation project is planned or currently on-going. 
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1.1 THE ENERGY PROBLEM and THE GEOTHERMAL ENERGY SOLUTION 

From the beginning of the third millennium the world is facing the so-called “energy problem” 

(Bundschuh, 2010). This dilemma is based on two main assumptions: i) accessibility to water 

and energy in sufficient quantity and quality are essential for human development (UNEP, 

2009), and ii) between 1999 and 2020 the world’s energy consumption will rise by about 50%, 

due to the increase of population especially in rapid developing countries (Energy Information 

Administration, 2001). Therefore, if society will keep relying on the traditional fossil-based 

energies, in the very near future we will have limited oil supply coupled with increasing 

demand. This situation will lead to the raise of the oil prices together with global pollution and 

a severe environmental impact from continuous emissions of greenhouse gases (GHG, Fig. 

1.1). Dealing with this serious energy problem is a primary task of the 21st century. It has 

recently entered public awareness that finding the supply to meet the increasing energy 

demand must also take into account the need to mitigate Earth climate change, thus satisfying 

the global needs in a “clean”, sustainable way (Fischedick et al., 2000; Change, 2007). Recent 

studies clearly showed how the conventional sources of energy (i.e. oil, gas, coal and nuclear) 

will be depleted irretrievably within a few hundred years of human exploitation, since they 

restore over timescales inconsistent with present day economic system (Kühn, 2004; Stober 

and Bucher, 2013). At the same time, as the existing energy-related infrastructures are still 

designed for fossil fuels, the world will continue to heavily rely on hydrocarbon combustion in 

the medium-long term. Not only these conventional energies are the principal sources of air 

pollution and GHG (see Fig. 1.1 and Fig. 1.2), but also most countries require importing fossil 

fuels from politically volatile regions of the world (Change, 2007; Solomon et al., 2007). 

Therefore, we should not ignore its long-term impacts on environmental quality and political 

stability.  

In the light of that, many governments are trying to reduce their dependence on traditional 

non-renewable energy sources and to encourage utilization of sustainable and renewable 

systems. Renewable describes a property of the energy source, whereas sustainable describes 

how the resource is exploited. A renewable energy source is characterized by reconditioning 

processes that are fast at human timescales. Sustainable resource means that the rate of 
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consumption is equal or smaller than the rate of the restoring processes (Stober and Bucher, 

2013). These alternative energies include: geothermal, hydroelectric, wind and several forms 

of solar energy, such as bio-energy (bio-fuel), photovoltaic and solar-thermal energy. This 

needed radical energy change is a slow process, since the markets perceive renewable systems 

Figure 1.1: (a) Global annual emissions of anthropogenic GHGs from 1970 to 2004. (b) Share of different anthropogenic GHGs 
in total emissions in 2004 in terms of CO2-eq. (c) Share of different sectors in total anthropogenic GHG emissions in 2004 in 
terms of CO2-eq (from Change, 2007). 

Figure 1.2: CO2 emissions (in kg of CO2/MWh) for different power generating 
technologies. Data from Slack (2009). 
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as technically and financially risky, due to their high capital costs and to the applied 

technologies still in an optimization stage (Baldwin, 2002). 

Geothermal energy is represented by the Earth heat losses emitted at the surface of the crust. 

Among alternative energy resources, it has the advantage to be almost ubiquitous and with 

very low environmental impact (Fig. 1.2; Slack, 2009; Sonney, 2010; Al-Khoury, 2011). 

Ascending hot magmatic rocks, the local thinning of the crust as well as natural radioactive 

decay of rock radiogenic isotopes are at the origin of geothermal anomalies around the world 

(Romijn, 1985; Pruess, 2002). Cataldi et al. (1999) present an extensive overview on the 

world's hydro-geothermal energy use since the Paleolithic era. Archeology proves that 

prehistoric humans used geothermal water from natural pools and hot springs for cooking, 

bathing and keeping themselves warm for more than 10,000 years. After the Second World 

War, technological advances leaded to the precise awareness that the energy potential of 

geothermal systems could provide electricity, heat and process heat for industries, with lower 

environmental impacts and higher economic competitiveness, compared with other forms of 

energy (Kühn, 2004; Al-Khoury, 2011).   

It has been estimated that, considering a low range global-average temperature gradient of 

about 25°C/km, the heat stored in the upper few kilometres of the Earth’s crust would be 

sufficient to supply the world’s energy consumptions indefinitely (Watson, 2013; Stober and 

Bucher, 2013; Bertani, 2005, 2016; Toth and Bobok, 2016). The generation of an efficient 

hydraulic subsurface heat exchanger system is crucial for economic production of electricity 

and heat from geothermal systems (Häring et al., 2008). If the circulation of water through 

natural discontinuities is at too low flow rates, a hydraulic stimulation to improve the hydraulic 

properties of the naturally fractured hot rock mass is required (i.e. Enhanced Geothermal 

Systems or EGS). This is achieved by injecting fluid under high-pressure into a borehole (Smith, 

1983; Brown et al., 2012). Terefore, although considered as an attractive environment-friendly 

energy source, these specific applications are currently limited due to induced seismicity (e.g. 

Majer et al., 2007; Giardini, 2009). The termination of the Basel EGS project, Switzerland 

(Terakawa et al., 2012; Mignan et al., 2015) and of the Soultz-sous-Forêts EGS project, France 

(e.g. Charléty et al., 2007; Majer et al., 2007) are two clear examples of the possible risks 

triggered by the operation of geothermal plants. 
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Others minor issues related to this energy source, could be for example the minerals 

precipitation from the involved fluids in wells and pipelines, which may affects the exploitation 

of the reservoir and even contains dangerous radioactive material (Caputo, 1999; Nicholson, 

2012). 

Figure 1.3 shows the categories of geothermal application in 2015: electricity generation (i.e. 

direct use) is the most important form of utilization of medium-high temperature geothermal 

resources (Lund et al., 2016; Kühn, 2004). In countries having the greatest running geothermal 

capacities (i.e. USA, Philippines, Mexico, Italy, Indonesia, Japan, New Zealand, Iceland and 

countries of the Central America; see Table 1.1), these geothermal resources are linked to 

volcanic environment and to extremely high superficial heat flux anomalies (Della Vedova et 

al., 2001, 2008; Sonney, 2010). Medium to low temperature resources, usually not associated 

to volcanic or active tectonic environments, are suitable for many other types of application, 

like small district heating networks or for the heating of several spas (i.e. indirect use) (Lund 

et al., 2016). Therefore, direct or indirect use of the geothermal option has been recognized 

as the optimal choice, economically and environmentally speaking, to meet the future 

electricity demand and guarantee energy security and independence to both developing and 

developed countries (see Table 1.1; Chandrasekharam and Bundschuh, 2002, 2008; Aaheim 

and Bundschuh, 2002; Bundschuh et al., 2002, 2007; Bundschuh and Coviello, 2002).  

Figure 1.3:  Categories of geothermal applications worldwide in 2015, distributed by percentage of the total installed 
capacity (from Lund et al., 2016). 
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1.2 NUMERICAL MODELLING IN THE CONTEXT OF GEOTHERMAL RESOURCES  

The highly diversified geological and hydrogeological environments, possibly hosting a 

geothermal resource, require to draw up a detailed exploration program before starting a 

geothermal exploitation plan. Different methods can be employed and combined together 

(e.g. geological, hydrogeological, geophysical, geochemical, isotopic and numerical 

investigations) targeting the characterization of the underlying thermal anomaly. The time 

and the financial resources availability are the two main factors limiting quality and quantity 

of investigations required to decipher the characteristics of the studied systems (Al-Khoury, 

2011). 

Over the last 50 years, due to the complex nature of the geothermal related scientific 

problems, the mathematical computer-based simulation method has found more and more 

applications in reservoir exploration and management. Various mathematical methods have 

been employed: analytical methods, analogue models and, most recently, numerical models 

Table 1.1: Worldwide geothermal power generation in early 2005 (from Bertani, 2005a,b). 
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(Bundschuh, 2010). They have found applications at different stages of a geothermal project, 

for example in helping the understanding of reservoir behaviour, optimal reservoir 

management and sustainable utilization, or in planning of new investigations, well drilling and 

designing of exploitation steps aimed to the usage of geothermal energy. In addition, even if 

they require lot of data to provide reliable results, their cost is considerably lower when 

compared to any other exploration technique. This relatively recent development gradually 

changed the traditional geoscience from a description-dominated empirical discipline into a 

computer simulation-dominated scientific discipline (Zhao et al., 2008). The rapid 

improvement of computer technologies allows actual modelling of complex coupled 

subsurface processes, which was not possible a few years ago. Therefore, even if numerical 

modelling applied to geothermal systems is still not implemented to its optimal capacity, in 

the last years it has become a standard practice in the designing and in the management of 

the geothermal fields (O’Sullivan, 2001; Blöcher et al., 2010). Only in the last 20–25 years, 

various numerical models have been set up for more than 150 geothermal fields worldwide 

(Antunez et al., 1990, 1994; O’Sullivan et al., 1990, 2001; Hanano 1992a, b; Axelsson and 

Bjornsson, 1993; Pham et al., 1993, 1996; Bertani and Cappetti, 1995; Antics, 1997; Della 

Vedova et al., 2008; Romagnoli et al., 2010; Fulignati et al., 2014).  

Mathematical models and associated numerical codes are helpful tools because: i) they can 

combine and verify several complex hypotheses and test them against observations; ii) they 

can test the most critical operation conditions, and iii) they have reliable ‘‘prediction’’ and 

‘‘retro-diction’’ capacities. Indeed, they allow the quantitative estimation of future behaviours 

that are yet to be observed, as well as the estimation of processes that are no longer observed, 

but that were antecedent to the current phenomenon (Bundschuh, 2010).  

Nowadays, many different types of numerical codes are available on the market, suitable for 

solving almost all the range of geothermal related problems depending on the needed level 

of complexity to be simulated. Advanced numerical models allow to define well’s system 

design, fracture paths, extraction rates, temperature of injected and produced thermal 

waters, to interpret hydraulic tests or stimulation processes, and to predict reservoir 

behaviour during geothermal power production. Therefore, they are mandatory to optimize 

the productive capacity and the thermal breakthrough occurrence (Stober and Bucher, 2013; 
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Li et al., 2016). Moreover, mathematical modelling of a geothermal reservoir allows 

reconstructing not only the deep natural fluid circulation, but also the physical/chemical fluid 

characteristics. This can be of interest at geothermal sites where high temperatures and 

strong corrosion, caused by very acidic involved fluids, occur. In some cases, the fluids may 

react chemically with the hosting rocks, precipitating minerals that diminish reservoir 

permeability by pores and fractures obstruction (Caputo, 1999). These phenomena create a 

spatially variable pattern of mineralization and permeability, thus affecting the exploitation of 

the reservoir (Caputo, 1999; Nicholson, 2012). 

The principal difficulty in establishing an accurate numerical model is due to the often very 

limited availability of spatial and chronological field data. Such lack of input data could be 

overcome by indirect estimation of needed values, for example through focused geophysical 

or geochemical surveys. Another obstacle to a reliable numerical modelling is that thermal 

and hydraulic parameters are often spatial-scale-dependent and time-dependent (Sonney and 

Vuataz, 2009; Welch and Allen, 2014). Therefore, a single constant value does not often 

adequately capture what we measure in the field or wish to predict numerically. Many 

different modelling approaches, described in Chapter 4, account for the acceptable degree of 

simplification from the complex real-world system to its virtual representation in the 

numerical models. In the light of that, a good understanding of the limitations of the data and 

modelling tools is vital for the numerical models intelligent application (Bundschuh, 2010; 

Anderson et al. 2015). 

 

1.3 SELECTED SITES 

Because of the growing interest in geothermal systems, further development of advanced 

software and numerical modelling approaches to facilitate geothermal exploration and 

exploitation is required. 

Aiming to characterize the thermal anomaly, as well as its connection with groundwater flow 

and heat transfer mechanisms in high to low-enthalpy type geothermal systems, the present 

study will perform accurate three-dimensional simulations of three case studies, for which no 

model was previously available. 
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The three selected sites are: i) the Bormio hydrothermal system and ii) the Castel Giorgio – 

Torre Alfina geothermal reservoir in Italy, and iii) the Tiberian Basin in the Jordan Rift valley 

(between Israel, Jordan and Syria). 

Herein, we summarize the main characteristics that make the selected sites suitable for our 

analyses. As regard the Bormio hydrothermal system, they are: 1) historical Italian thermal 

site not yet numerically investigated, 2) thermal waters exploited by two thermal 

establishments, 3) deep flow system from the basement in normal heat-flow conditions, 4) 

complex geological settings and hydraulic behaviour related to the regional Zebrù thrust and 

5) availability of recent geochemical investigations, used to validate the assumptions 

formulated in the numerical model.  

The Castel Giorgio - Torre Alfina site was selected for: 1) its extensive studies but unexploited 

medium enthalpy deep geothermal system, 2) no numerical investigation yet performed, 3) 

available data for model calibration and validation, 4) complex geological-structural settings, 

5) recognized strong thermal anomaly and associated convective behaviour, 6) recently 

planned geothermal exploitation project. 

Finally, the Tiberian Basin geothermal field was selected because of: 1) Tiberian Lake is the 

main freshwater resource of the entire Middle East, 2) hot and salty spring occurrence, 3) 

available data (i.e. borehole and chemical analysis on deep and superficial waters), 4) rock salt 

emplacement and strong thermal anomaly, 5) groundwater flow, heat and salinity coupled 

problem (mixed convection), 6) thermo-hydraulic behaviour related to complex fragile 

structures (i.e. fractures and faults networks), 7) published 2D simulations. 
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The present thesis is structured as follows: the first part describes the generalities about 

geothermal energy, with focus on the different types of geothermal reservoirs, the thermal 

regimes responsible for the heat transfer mechanisms and typical reservoirs investigation 

techniques. In the second part, the procedure for the elaboration of a coupled groundwater-

flow heat-transfer numerical model is developed. The other parts deal each with results 

obtained from investigations on each hydro-geothermal site: Bormio, Castel Giorgio - Torre 

Alfina and lastly the Tiberian Basin. For each case study, beside the regional and local 

geological and hydrogeological settings, also the hydrochemical investigations, when 

available, are described together with the applied numerical methods. The thesis ends with 

general conclusions, with the aim to analyse the work that has been done and suggesting 

possible future developments. 

In detail, Chapter 3 frames first the origin of earth’s heat surface evidences, representing the 

positive thermal anomalies underlying the geothermal reservoirs. The following section 

highlights the active heat-transfer mechanisms in rock/fluid systems providing the internal 

energy of all the geothermal reservoirs. The focus is on mechanisms playing an effective role 

in hydro-geothermal systems, namely conduction and convection, both free, forced and mixed 

(Zhao et al., 2008; Bundschuh, 2010; Al-Khoury, 2011). This chapter presents a classification 

of the geothermal systems as a combination of the work by Nicholson (1993), Pirajno (1992) 

and Heiken (1982). Geothermal reservoirs are subdivided between naturals or man-made sub-

systems, following a classification based on their intrinsic hydraulic conditions, which are tied 

tightly to the active heat transfer mechanism (i.e. static or conductive systems and dynamic 

or convective systems). Both static and dynamic geothermal systems are further classified 

depending on reservoir temperature, with low and high temperatures strictly related to the 

hosting rock type (i.e. sediment hosted and magmatic hosted). It follows a short summary of 

the history of geothermal energy, from the first uses to the industrial explosion, including an 

overview of present day and short/long term forecasts in terms of worldwide geothermal 

installed capacity (Cataldi, 1999; Bertani, 2013, 2016). A short overview of the indirect/direct 

techniques (i.e. remote sensing techniques, field surveys as geological-hydrogeological 

studies, geochemical and geophysical surveys), used to identify a geothermal reservoir and to 
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estimate physical/chemical characteristics needed to construct a reliable numerical model 

(e.g. rocks and fluids parameters), is presented. 

Chapter 4 is fully committed to the procedure of a coupled groundwater-flow heat-transfer 

numerical model elaboration. This provides a solid structure for an accurate mathematical 

representation of the complex reality associated to hydro-geothermal systems. Based on the 

work of Kresic (2006), Bundschuh (2010) and Anderson (2015), the processing of the large 

amount of information is subdivided in six steps: (1) definition of the model objectives, (2) 

development of the conceptual model, (3) numerical formulation of the conceptual model 

(i.e. mathematically defined boundary conditions and model properties, discretize model 

spatial extent, choice of an adequate software and mesh), (4) calibration and (5) validation of 

the numerical model, and (6) sensitivity analysis. All these steps will be thoroughly described, 

together with an overview of the main features of the codes adopted in the numerical 

simulations of the three selected study cases.  

Chapter 5 is based on the papers of Volpi et al. (2017): “Groundwater-driven temperature 

changes at thermal springs in response to recent glaciation: Bormio hydrothermal system, 

Central Italian Alps”, published on the Hydrogeology Journal; and of Volpi et al. (2016): 

“Geochemical characterization of the Bormio hydrothermal system (central Italian Alps)”, on 

the Rendiconti Online Società Geologica Italiana. This case study analyses the thermal 

circulation and outflows of the Bormio area (Upper Valtellina Valley, Central Alps, Italy). Here, 

a hot spring system discharges water with temperatures in the 35-40 °C range from dolostones 

along the regional Zebrù thrust. This area represents a typical alpine low enthalpy geothermal 

system in normal heat-flow condition, where high temperatures result from the rapid 

upwelling of water from deep flow systems through permeable faults or subvertical strata 

(Vuataz, 1983; Bianchetti et al., 1992; Sonney and Vuataz, 2009). The aim is to build the first 

three-dimensional numerical model of heat and fluid transport in the Bormio area, using the 

commercial finite element software Feflow® (Diersch, 2014), to assess quantitatively the 

source area of hot waters and to investigate the behaviour of the system following the end of 

Last Glacial Maximum (LGM). The study tests the hypothesis that other thermal processes, 

such as heat convection, might occur within the faults of this hydrothermal system, as 

observed in other basins (Evans and Raffensperger, 1992; Bodri and Rybach, 1998; Baietto et 
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al., 2008). Moreover, the availability of recent geochemical investigations (Volpi et al., 2016), 

is used to validate the assumptions formulated in the numerical model. Besides providing a 

numerical framework to simulate complex fractured systems accounting for the interaction 

between superficial hydrography and regional groundwater levels, this example provides 

insights into the influence of glaciations on groundwater circulation that control the 

development of many low enthalpy geothermal systems, not necessarily associated with 

convective heat flow. 

Chapter 6 is largely based on the paper of Volpi et al. (2017): “Modelling highly buoyant flows 

in the Castel Giorgio – Torre Alfina deep geothermal reservoir”, published on on Geofluids 

Journal. The Castel Giorgio - Torre Alfina geothermal field (CG-TA, northern Latium), is an 

example of an early explored and so far not exploited, medium enthalpy deep geothermal 

system (Cataldi and Rendina, 1973; Buonasorte et al., 1988). Detailed hydro-geothermal data, 

available for the selected area since early 70s, show that the CG-TA is a potential geothermal 

reservoir with medium thermal characteristics (120°C - 210°C) whose fluids (pressurized water 

and gas, mainly CO2) are hosted in a fractured carbonate formation (Buonasorte et al., 1988, 

Barberi et al., 1994; Chiarabba et al., 1995; Chiodini et al., 1995; Doveri et al., 2010; Carapezza 

et al., 2015). These features, coupled with observed strong convection phenomena 

(Buonasorte et al., 1991), make it suitable for future exploitation through a new generation 5 

MWe geothermal pilot power plant. The aim consists in building a numerical model of the 

deep, medium-enthalpy CG-TA reservoir, through the finite element open-source simulator 

OpenGeoSys (Kolditz et al., 2012), and the commercial software Feflow® (Diersch, 2014)  was 

also used as additional numerical constraint. Models were run to reproduce the highly 

convective undisturbed present-day natural state of the reservoir. These results, validated 

against the pressures and temperatures measured in geothermal wells, are used to investigate 

the feasibility of a geothermal power production configuration (i.e. injection and production 

wells). The simulations, besides sustaining the possible future exploitation of the field, 

improved the understanding of reservoir behaviour and the prediction of the long-term 

reservoir characteristics during geothermal power production. Such an understanding is 

critical to optimal reservoir management and sustainable utilization. 
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Chapter 7 refers to the Tiberian Basin located within in the Jordan Rift Valley (JRV) at the 

border between Israel, Jordan and Syria. The area is crossed by the Lower Yarmuk Gorge (LYG), 

which lies on the eastern margin of the lower JRV, separating the basalt-covered Golan Heights 

to the north from the carbonaceous Ajlun Plateau to the south. The LYG allows the outflow of 

the Yarmouk drainage basin and flow into the Jordan River, a few kilometres south of Lake 

Tiberias, the main freshwater resource of the Middle East. We hypothesize that the gorge acts 

as the mixing zone of two crossing flow pathways: N-S from the Hermon Mountains and from 

the Ajlun Plateau, and E-W from the Hauran Plateau. As a result, several spring cluster can be 

found within the gorge, posing a threat to the future sustainability of the lake freshwater 

resource. Thermal springs are characterized by widespread temperatures (20 – 60 °C) which 

indicate that, beside the complex regional flow, also ascending thermal waters control the 

hydrologic behaviour of the LYG. Previous simulations based on a conceptual 2D and simplified 

3D models (Magri et al., 2015, 2016) showed that crossing flow paths result from the 

coexistence of convection, along NE-SW oriented faults or in permeable aquifers, and a 

regional flow induced by the N-S topographic gradient.  

The aim of this study is the construction the first 3D hydrogeological model of the entire LYG 

including structural features based on actual logs and interpreted seismic lines from both 

Israeli and Jordanian territories (Inbar et al., 2018). The model, built with commercial finite 

element software Feflow® (Diersch, 2014), tests the occurrence of complex transboundary 

flow paths across faults as observed in the idealized 3D model from Magri et al. (2016). Ten 

units from upper Eocene to the Permian basement, accounting for major aquifers, aquicludes 

and deep-cutting faults, have been considered. Model calibration was achieved through 

inverse procedure (PEST) against measured water levels at 22 wells referred to the two main 

aquifers characterizing in the area. The model reveals that two different mechanisms of basin-

scale groundwater motion influence the transfer of heat: a topography-driven and a 

buoyancy-driven flow. Their occurrence is strongly conditioned by formation hydraulic 

properties controlling the location of discharge areas, while the anomalous spring 

temperatures are not necessarily linked to the presence of fault convection. Local 

permeability anisotropy due to aquifers folding or facies changes are features sufficient to 

control the rising of hot fluids. 
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3. THE GEOTHERMAL ENERGY 
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3.1 ORIGIN OF EARTH’S HEAT FLOW 

Description and understanding of all diverse expressions of Earth’s heat sources is mandatory 

to define thermal anomalies underlying present day geothermal reservoirs. The presence of a 

geothermal reservoir is conditioned by thermal regime in the surroundings, and thus by the 

thermal boundary conditions affecting the crust. Consequently, it is worth to understand and 

assess the whole range of thermal constraints on crustal rocks in order to figure out how 

different heat transfer mechanisms could lead to generation of such geothermal systems.  

The average temperature at the Earth ground surface is 14 °C, at the core-mantle boundary 

the temperature is about 3,000 °C. The strong temperature difference between the surface 

and the interior is the primary driving force for the so-called heat flow. To balance this 

difference heat is continuously transported from the hot interior to the surface (Fig. 3.1; 

Stober and Butcher, 2013). The mean conductive heat flow measured near the Earth’s surface 

is approximately 70 mW/m2 (Chapman and Pollack, 1975). Correction for the effects of 

hydrothermal circulation in the oceanic crust increases to 87 mW/m2 the mean global heat 

flux (Pollack et al., 1993). Integration of this value over the surface of the globe, leads to an 

Earth’s heat loss of more than 1013 W. The sources of this heat are not yet completely resolved, 

cooling of an originally hot Earth, together with isotopic radioactive decay, are certainly the 

most significant contributions. 

Earth’s heat loss starts within its fluid core, which releases heat at the base of the mantle 

through distinct mechanisms: inner-core crystallization, secular cooling, chemical separation 

of the inner-core, and possibly radiogenic heat generation within the core itself (Jaupart, 

Labrosse, and Mareschal, 2007). Different authors calculate the values for the heat sources 

and heat losses in the Earth’s core (Labrosse, 2002; Roberts, Jones and Calderwood, 2003; 

Jaupart, Labrosse and Mareschal, 2007). Total heat loss from the mantle is larger than heat 

input from the core and heat generation within it, the remaining heat content stands for 

mantle cooling through Earth’s history (Ledru and Frottier, 2010). Therefore, from the core to 

the mantle, and from the mantle to the overlying crust, Earth’s heat is dissipated continuously 

in the atmosphere. Globally, the range of observed variation in crustal heat flow is very wide, 

i.e. from 20 mW/m2 to more than 500 mW/m2 (Davies, 2013). The intensity of the heat flux 

depends, among other things, on the underlying lithology and on the variations of the mantle-
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crust interface (Fig. 3.1b). On a global scale, there is a reasonably good correlation between 

the age of the Earth’s crust and crustal heat flow (Fig. 3.2; Ingebritsen et al., 1999). This 

relation is much clearer in the oceanic crust than in the continental crust. Heat flow in the 

oceanic crust derives from its age, and thus distance from the mid-ocean ridge axes (Sclater 

et al., 1980; Seton et al., 2012). Oldest (ca. 200 Ma) oceanic crust is characterized by average 

heat flow values of about 50 mW/m2, while very young crust, therefore near the mid-ocean 

ridges, is marked by a heat flow of over 300 mW/m2 (Fig. 3.2b; Pollack et al., 1993). The age-

Figure 3.1: (a) Internal structure of the Earth (Stober and 
Butcher, 2013). (b) Earth’s heat flow variations related to 
age, type of crust (i.e. oceanic or continental) and mantle 
crust interface (Stober and Butcher, 2013). 

(a) 

(b) 
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heat flow relation is much less defined on the continental crust, due to its enrichment in 

radioactive elements and its varied tectonic history (Davies, 1980). Nevertheless, on a global 

scale, it is still possible to establish a relationship between the timing of the most recent 

tectonic activity and associated heat flow (Sclater et al., 1980). Mean continental heat flow 

ranges from about 40 mW/m2 on the stable cratons to about 70 mW/m2 in active tectonic 

provinces (Fig. 3.2a; Williams et Von Herzen, 1974; Jaupart et al., 2007). 

The measured surface heat flow density has several contributions. Only a small part of it is 

related to the heat flow from core and mantle as described above (about 30%). The remaining 

70% derives by heat generated from the decay of radioactive elements in the crust, mostly in 

the continental “granitic” crust (Stober and Butcher, 2013).  

Figure 3.2:  (a) Worldwide heat flow (mW/m2) in continental and oceanic crust types (Davies, 2013). (b) Oceanic 
crust age (Ma) (Seton et al., 2012). 

(a) 

(b) 
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All rocks contain a certain measurable amount of radioactive elements (Table 3.1). The energy 

generated by the decay of unstable nuclei is given off as ionizing radiation and then absorbed 

and transformed to heat (Rybach, 1976). The only significant contributions are Uranium (238U, 

235U), Thorium (232Th) and Potassium (40K) (Kappelmeyer and Haenel, 1974). Uranium and 

Thorium occur in accessory minerals, mainly zircon and monazite, in common rocks such as 

granite and gneiss, while Potassium is a major element in common rocks which are rich, for 

example, in K-feldspar and mica. Therefore, heat production of crustal rocks differs over a 

wide range because crust is a non-homogeneous shell: continental crust is typically thicker, 

granitic and rich in radioactive elements, whereas oceanic crust is thinner, basaltic and 

impoverished in radioactive elements (Table 3.1). A portion of these radioactive elements can 

be mobilized by water–rock interaction and dissolved in hydrothermal fluids. Therefore, some 

thermal waters may contain a considerable amount of radioactive components and be 

considered as radioactive (Stober and Butcher, 2013). 

 

3.2 THERMAL REGIMES 

Heat transport is the transfer of thermal energy from an object with high temperature to one 

with lower temperature (Bundschuh, 2010; Diersch, 2014). Heat transport in rock/fluid 

systems always originates from different temperatures existing between two regions and 

persists until they reach the same temperature, a state known as thermal equilibrium (Al-

Khoury, 2011). The study of the heat transfer mechanisms in hydro-geothermal systems is 

Table 3.1: Typical radiogenic heat production for selected rocks (Kappelmeyer and Haenel, 1974; Rybach, 
1976). 
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fundamental for understanding global geodynamics, as well as the basic porous rocks 

thermodynamic. 

Generally, heat energy may be transferred  through the following three mechanisms: i) 

conduction, which is the energy transferred by molecular vibration through a rock or fluid; ii) 

free or forced convection (i.e. natural convection, buoyancy/thermally-driven convection or 

gravity/pressure-driven convection), which is the energy transferred by the fluid in motion 

and occurs through both diffusion and advection, and iii) radiation, which is the energy 

transferred through electromagnetic waves (Zhao et al., 2008; Bundschuh, 2010; Al-Khoury, 

2011). Heat transfer in physical systems often occurs as a combination of these three 

mechanisms, nevertheless in hydro-geothermal systems radiation plays no effective role, and 

therefore will not be treated in this work. 

Between the above mentioned heat transfer mechanisms, the main active and permanent 

phenomenon at the scale of the continental crust is conduction. In conduction, heat moves 

through the material from a hotter to a cooler zone without material transport (i.e. fluid 

movement). This mechanism provides the internal energy of all the geothermal reservoirs 

worldwide, as it takes place within the impervious bedrock beneath them (permeability in the 

range 10-18 - 10-19 m2). When it is the only process active in the system, conduction does not 

allow development of hydrothermal sources. The feasibility and intensity of such transfer is 

directly linked to the thermal properties of the rock, mainly the thermal conductivity, and to 

the heat flow (Ledru and Frottier, 2010). As continental crust is made by superposition of 

layers with different conductivity properties, originating a thermally heterogeneous shell, 

crustal conduction processes cannot be considered homogenous. 

Heat convection is the second important heat transfer mechanism, associated with a fluid flow 

transporting heat in the direction of motion (Al-Khoury, 2011). We can distinguish between 

two mechanisms of convection: free convection (also known as natural convection, buoyancy- 

or thermally-driven convection) and forced convection (also named gravity- or pressure-

driven convection, advection) (Zhao et al., 1997, 1999a, 2001, 2008). 

In a free convection regime, temperature related variations in the fluid density induce dipping 

and raising of cold and hot fluids, respectively, under the effect of buoyancy forces. Free 

convection phenomena lead to anisotropic diffusion of heat since fluid circulates in form of 
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rolls and sharp inherent gradients may develop. The movement of hot fluids is controlled 

mainly by the intensity of the heat flux and by the permeability of the formations. Pure free 

convection systems are not so common in nature, typically they can be recognized in 

correspondence of mid-ocean ridges where strong temperature variations induce sea-water 

circulation, without involving a pressure gradient (Anderson et al., 1979). In principle, when 

fluid-saturated high permeability faults (10-12 - 10-11 m2) or porous sedimentary layers are 

subjected to normal geothermal gradients (25 °C/km or higher), free convection will 

spontaneously arise. Involved high permeability implies high Darcy velocities, therefore 

transfer of fluid and heat is fast, allowing the formation of convective cells confined along the 

fault planes or inside the permeable formations. When high heat flux is invoked, thermal 

perturbations are usually induced by intrusive igneous bodies (Norton and Knight, 1977). In 

their pioneering studies, López and Smith (1995) demonstrated that increasing of the heat flux 

allows the widening of the convective domain. The free convective regime is responsible for 

the formation of the hottest hydrothermal sources around the globe (McKenna and Blackwell, 

2004).  

In forced convection regime (gravity- or pressure-driven convection), heat is transported with 

the fluid that moves as result of a pressure gradient. Forced convection is a well-known 

phenomenon, observed at large and small basins throughout the world (Toth, 1978; Deming 

et al., 1992; Musgrove and Banner, 1993; Person et al., 1996). Pressure-driven flow arises from 

the uneven topography of a basin, as well as from pore fluid squeezed out of a sedimentary 

formation by the shortening of the upper crust (Zhao et al., 2008). This phenomenon, unlike 

the previously described free convection regime, is not confined to only very high permeability 

systems. Sedimentary basins and fault systems, with permeability values in the range of 10-17-

10-14 m2 and 10-14-10-11 m2, respectively, may host a pressure-driven convection phenomenon. 

This thermal regime allows the development of hydrothermal sources with low to high 

discharged water temperatures, and widening of the convective domain was observed when 

increase in the height of the reliefs occurs (López and Smith, 1995). 

In natural systems, free and forced convection usually coexist. Therefore, when thermally-

driven convection interacts with regional gravity-driven flow, imposed for example by the 

topography of the basin, the resulting regime is referred as mixed convection. Mixed 
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convection is invoked as the main active process when shallow heat anomaly is coupled with 

permeable faults or fractures channeling the groundwater flow (McKibbin and O'Sullivan, 

1981; Raffensperger and Vlassopoulos, 1999; Magri et al., 2015). 

In a complex environment represented by a hydro-geothermal system, all the above 

mentioned heat transfer mechanisms may coexist. Onset of convection can be evaluated using 

the Rayleigh number representing the ratio of "buoyant" forces, that drive convective fluid 

flow, to the viscous forces inhibiting fluid movement (Horton and Rogers, 1945; Lapwood, 

1948). The free convection threshold, based on a critical value (42) of the Rayleigh number, 

is directly attained from classical theories about convective flow in porous media (Nield, 1968; 

Bories and Combarnous, 1973; Caltagirone, 1975; Phillips, 1991; Zhao et al., 1997, 1998a, b, 

1999a, b, 2000, 2001; Nield and Bejan, 2006). 

Several authors studied the driving mechanisms of both conductive and convective heat 

transfer processes, with the aim to establish a relation between the on-going thermal process 

and the geological setting, the presence of fragile or ductile structures and the occurrence of 

hydrothermal manifestations. For example, Bjorlykke et al. (1988) studied the onset of free 

convection in a heterogeneous system, concluding that even small (< 1 m) low-permeability 

layers could effectively split the system and inhibit free convection phenomena. Muffler 

(1985) and Wood and Hewett (1982) studied the free convection occurrence in a wide variety 

of sedimentary basins at regional scale. All these studies identified combinations of specific 

conditions which are suitable for the onset of free convention. Among them, there is a very 

high basal heat flux coupled with an unusually thick and permeable formation (Bjorlykke et 

al., 1988, Raffensperger and Garven, 1995a, b), or with the proximity of igneous intrusions 

(Norton and Knight, 1977) or of salt domes (Hanor, 1987; Evans and Nunn, 1989). 

 

3.3 GEOTHERMAL FLUIDS 

The fluid  involved in the majority of the worldwide geothermal systems and constituting the 

heat carrier, can originate from: i) meteoric water: surface water permeating up to several 

kilometres from the ground surface, ii) formation/connate water: originally contained in the 

sediments and buried inside the hosting formations, iii) metamorphic water: resulting from 



31 
 

metamorphic reactions, and iv) juvenile water released from cooling magmas (Nicholson, 

2012). 

Contribution of these sources was debated till early 1960’s, when several studies (Craig, 1963; 

Ellis and Mahon, 1964, 1967; Mahon, 1967) demonstrated that the geothermal fluids were 

dominantly meteoric with a very small percentage (5-10 %) of magmatic origin, and the solutes 

deriving from reactions between groundwater and hosting lithologies (i.e. rock-water 

interactions). Although the mixing with the magmatic brine is limited, this would significantly 

affect the chemistry of the final geothermal fluid. In fact, when small pulses of juvenile waters 

enter the geothermal convection cell, they are at temperatures of more than 400 °C and rich 

in Cl, SO2 and CO2, contributing the most to the fluid solute composition (Nicholson, 2012). 

Following this scheme, geothermal fluids evolution starts from meteoric waters penetrating 

the crust and circulating to depths of more than 5-7 km. Deepening waters get heated, react 

with the host rocks, and then may start the upward migration by convection. At temperature 

of ca. 350 °C, deep waters are the primary geothermal chloride fluids containing 1,000 – 

10,000 mg/kg of Cl. This soluble element is the first to be leached from the host rocks by water, 

Figure 3.3: Pressure-enthalpy-temperature relationship for pure water under hydrostatic conditions, in the ranges: 
pressure p ∈ [0.01, 100] MPa, temperature T ∈ [0, 800] °C and enthalpy h ∈ [0, 4200] kJ/kg. Modified after Henley et al. 
(1984). 
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therefore all other types of geothermal fluids derive directly or indirectly from these chloride 

waters, following specific temperature-dependent reactions. When the chloride fluids leave 

the permeable horizon forming the reservoir and ascend to the surface, the hydrostatic 

pressure imposed upon them by the overlying water column will decrease. If the pressure 

drops down to a critical value, the dissolved gases and steam separate from the liquid phase 

(Fig. 3.3). This phase separation is named “boiling” and it is one of the most important process 

controlling the chemistry of geothermal fluids discharges. The residual chloride water can 

discharge at the surface in hot springs or travel laterally to finally emerge many kilometres 

from the upflow zone. The vapours, separated from the boiling zone, may migrate to the 

surface, independently from the liquid phase, and discharge as fumaroles or may condensate 

in the cooler ground to form steam-heated, acid sulphate and/or bicarbonate waters 

(Nicholson, 1993).  

The relationship between boiling point and depth, described by Haas (1971), is illustrated for 

pure water in Figure 3.3 as a pressure-enthalpy-temperature graph. As shown in this diagram, 

a combination of pressure, temperature and associated enthalpy value, defines the “critical 

point”. This is the point at which the phase boundary between liquid and gas terminates, 

above this value distinct liquid and gas phases do not coexist. In pure water, the critical point 

occurs at around 374 °C and 22.12 MPa (see Fig. 3.3). As water approaches critical 

temperature, the properties of its gas and liquid phases converge, resulting in only one phase 

at the critical point: a homogeneous superheated steam. From the curves in Fig. 3.3 it is 

possible to define the maximum temperature a fluid can attain at any given pressure (or 

depth), as well as the depth at which a reservoir fluid at a given temperature will start boiling. 

From this depth, the two phase zone (steam + liquid) can extend upward toward the surface. 

The boiling-point – depth relationship in Fig. 3.3 is for pure water under hydrostatic 

conditions, but this ideal condition rarely occurs in natural geothermal systems. Grant et al. 

(1982) and Henley (1985) demonstrated that hydrodynamic pressures, deriving from 

buoyancy effects, exist at depth in geothermal systems, and are about the 10 % of the above 

hydrostatic contribution. This means that higher temperatures can be found at shallower 

depths compared to the behaviour predicted by the curves in Fig. 3.3, and therefore the phase 

separation will occur at shallower depths too. On the other hand, for a fluid at a given 
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temperature, increases in salinity and gas content have opposite effects on the boiling-point 

– depth profile: increasing the salinity prevents the fluid boiling until shallower depths are 

attained, while increasing the gas content allows the fluid to boil at greater depths. Sutton and 

McNabb (1977) demonstrated that an increase in the salinity lowers the vapour pressure of 

water, thus raising the curves and preventing boiling. On the contrary, the presence of high 

percentage of gas in the fluid, increases the vapour pressure of water, due to the additional 

pressure of the dissolved gases, thus requiring greater confining pressure to prevent gases 

Figure 3.4: Pressure-enthalpy diagram for pure water showing selected temperature isotherms. The shaded area 
showing the conditions under which steam and liquid water co-exist is bounded on the left by the boiling point 
curve and to the right by the dew point curve. The arrows show adiabatic (vertical) and partly conductive 
(decreasing enthalpy with decreasing depth) different cooling paths of ascending fluids. See text for discussion. 
Modified after Fournier (1999). 
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loss from the solution. This means that the boiling zones in vapour-dominated systems (see 

Section 3.4) will appear at greater depths than for liquid-dominated systems (see Section 3.4), 

which follow the relationship for pure water as in Fig. 3.3. It is worth to point out that 

increasing the salinity has only a slight effect on the boiling profile, while relatively small 

increases in the gas content of the fluid significantly alter the boiling-depth relationship 

(Nicholson, 1993).  

Figure 3.4 shows the pressure-enthalpy-depth for pure water, with various different cooling 

paths of ascending fluids (Fournier, 1999). The starting point (i.e. Point A in Fig. 3.4) is 

represented by a supercritical fluid at 500 bars (2 km lithostatic pressure) and a high enthalpy 

(2,000 kJ/kg). From this situation, the fluid can ascend along several Pressure-Temperature 

paths. If the fluid ascends without cooling (i.e. constant enthalpy), it can cross the critical point 

(Point B in Fig. 3.4), “boiling” occurs and it separates into liquid and vapour phase (Points E 

and D in Fig. 3.4, respectively). If the same starting fluid undergoes a conductive cooling during 

his ascent, it can reach shallower depths without phase separation (i.e. no “boiling” occurs, 

Point L in Fig. 3.4). This is typical in geothermal systems where the circulating fluids thermally 

interacts with the surrounding rocks, resulting global heat loss prevents phase separation. 

Point H in Fig. 3.4 is another starting point represented by a higher temperature supercritical 

fluid, as could happen in vapour-dominated geothermal systems. If this fluid ascends without 

heat loss, it can reach the two-phase boundary and therefore “boiling” occurs (Point D in Fig. 

3.4). The last extreme example is the case of a superheated fluid (Point F in Fig. 3.4), for which 

the enthalpy decrease by conduction during the ascent is insufficient to allow phase 

separation and the fluid reaches the surface as superheated steam (Point G in Fig. 3.4). 

 

3.4 GEOTHERMAL RESERVOIRS 

Geothermal energy is a form of thermal energy generated within the high temperature 

portion of the Earth’s crust, mantle and core. Quantitative expression of the terrestrial heat-

flow is the geothermal gradient, that is the increase in temperature with depth in the Earth's 

crust. Down to depths accessible by drilling with modern technology, the average geothermal 

gradient is about 2.5-3 °C/100 m (Kühn, 2004). However, there are vast areas in which the 
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geothermal gradient is definitely lower or higher than this average value (e.g. 5-6 °C/100 m in 

active volcanic regions). In correspondence of these positive thermal anomalous areas (Fig. 

3.5), geothermal fields have been initially recognized, by the help of surface manifestations 

such as geysers, fumaroles, or boiling mud-ponds (Toth and Bobok, 2016). Apart from active 

volcanic regions and regions around tectonic plate margins, promising geothermal fields can 

Figure 3.5: (a) Distribution of high- and low-enthalpy geothermal resources along plate boundaries and in active volcanic 
zones (Chandrasekharam and Bundschuh, 2008). (b) Geothermal gradient data and corresponding depths, where geothermal 
resources with a suitable temperature for power generation of minimum 80°C can be expected (Chandrasekharam and 
Bundschuh, 2008). 

(a)

(b)
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be found in regions with normal geothermal gradients and coupled with a wide variety of 

geological settings (Fig. 3.5; Kühn, 2004). Such ubiquitous occurrence makes geothermal 

energy particularly interesting when speaking of Earth’s renewable energy sources and 

sustainable future. 

When not purely conductive, a geothermal field can be described schematically as a system 

of waters circulating laterally and vertically, at various temperatures and pressures, in the 

upper crust of the Earth and transferring heat from a heat source to a heat sink, usually the 

surface (Hochstein, 1990). In terrestrial geothermal systems the circulation of waters can 

reach depths of approximately 5 km, lasting from thousands up to millions of years (Pirajno, 

1992). A typical geothermal system is made up of three main elements: i) a heat source, ii) a 

fluid, which is the heat carrier, and iii) a reservoir (Giggenbach, 1997; Hayba and Ingebritsen, 

1997; Dzikowski et al., 2016, Volpi et al., 2017).  Different heat sources have already been 

described in the previous Section 3.1. The geothermal (heat carrier) fluid is water, in the 

majority of cases of meteoric origin, in liquid or vapour phase depending on its temperature 

and pressure (see Fig. 3.3). Geothermal fluids can discharge at the surface in the form of 

geysers, fumaroles, boiling mud-ponds or hot springs. The reservoir is a volume of permeable 

rocks from which the field’s internal energy content can be recovered through the use of 

native or man-injected reservoir circulating fluid (i.e. steam, hot water, or a mixture of both).  

At first sight, geothermal reservoirs could be subdivided in two classes: natural or man-made 

sub-systems (Fig. 3.6). From the classification of Toth and Bobok (2016), a natural geothermal 

reservoir is an extended, porous and permeable formation saturated with hot water or steam, 

and characterized by both a sufficiently large heat supply and a reliable recharge mechanism. 

The most productive geothermal reservoirs are hosted in a fractured rock mass with high 

vertical permeability, allowing the onset of thermal convection phenomena. Thanks to new 

technologies, nowadays it is possible to create artificial reservoirs in Hot Dry Rocks (HDR o 

EGS; Fig. 3.6), which are characterized by a strong heating source from below, but no water 

nor pore/fracture-type permeability are present (Hirschberg et al., 2014). In this case, the 

fracture system is artificially induced by hydraulic fracturing, and then water is recirculated 

through a doublet system made by an injection and a production well. The injected water is 
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heated as it flows deep through the fracture system, and then delivered to the surface via the 

production well.  

Beside this early stage classification proposed by Toth and Bobok (2016), for the most part, 

geothermal reservoirs have been classified according to the dominant heat transfer 

mechanism occurring between the geothermal fluid and the reservoir rock through which it 

moves. In fact, whether the geothermal system is natural or man-made, heat transfer might 

occurs partly through conduction and partly through convection (free or forced), as the heat-

bearing fluid flows up to the surface.  

Nevertheless, a clear and unique classification of geothermal systems has not been accepted 

worldwide since geothermal systems occur in a variety of geological, physical, chemical and 

thermodynamic conditions, which are reflected in the fluid properties and its potential 

Figure 3.6: Classification of geothermal reservoirs, adapted and merged after Nicholson (1993), Pirajno (1992), and 
Heiken (1982). 
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applications. In the past, many authors proposed several classifications of geothermal systems 

and resources, based on different characteristics, mainly temperature, geological setting, 

mineral deposit or fluid type (Muffler, 1979; Heiken, 1982; Pirajno, 1992; Nicholson, 1993; 

Sanyal et al., 2005; Moeck et al., 2014; Santilano et al., 2015). 

By merging the work of different authors, in the present study a classification of the 

geothermal systems is presented (Fig. 3.6) as a combination of contributions by Nicholson 

(1993), Pirajno (1992) and Heiken (1982). The geothermal reservoirs will be classified in the 

first stage based on their intrinsic hydraulic conditions, which are tied tightly to the active heat 

transfer mechanism. The geothermal reservoirs are primarily divided into dynamic and static 

systems (Fig. 3.6). A static geothermal reservoir does not involve fluid movement, therefore 

conductive heat-flow is only active. The average Earth’s geothermal gradient of 30 °C/km 

results in a relatively moderate conductive heat flux of about 55.6 mW/m2. Although such an 

environment is unsuitable for recoverable hydrothermal systems, the reservoir’s internal 

energy can still be extracted by means of geothermal heat pumps (GSHP o GWHP; Toth and 

Bobok, 2016). Dynamic geothermal systems arise where input of heat (usually magmatic heat) 

at depths of a few kilometres, sets deep groundwater in motion. Therefore, heat is transferred 

by convection. Since a high geothermal gradient is necessary to trigger thermal convection, 

magmatic intrusions represent the source of thermal energy to most of the Earth’s high 

temperature (>150 °C) geothermal systems. However, few high-temperature systems occur 

also in areas of little or no apparent volcanic activity. This is the case of superficial or meteoric 

water deepening through faults or permeable strata in areas of above-average conductive 

heat flow (e.g. The Beowawe geysers, Nevada; White, 1992). Typical dynamic geothermal 

reservoir fluids are of meteoric origin but in some systems also deep fossil marine or other 

saline waters may be present (connate waters). Systems near the coast can be fed by both 

meteoric water and seawater (Nicholson, 1993).  

Both the static and dynamic geothermal systems can be further divided depending on the 

temperature, with low temperature and high temperature reservoirs strictly related to the 

hosting rock type (i.e. sediment hosted and magmatic hosted; see Fig. 3.6).  

Static low temperature or sediment hosted reservoirs are found in deep sedimentary basins 

where fluids are represented by waters trapped within the thick sedimentary sequences. 
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Usually to develop this kind of reservoir, a very low vertical permeability within the formations 

is needed, as a consequence waters remain trapped at depth until released tectonically or by 

drilling. These systems are also named low temperature reservoirs, because the involved 

fluids reach maximum temperatures around 70-150 °C at depths of 2-4 km due to conductive 

heat flow only. Low waters temperatures and formations permeability allow this sediment 

hosted geothermal system to be exploited only for direct energy use (e.g. through geothermal 

heat pumps) and not for power production. They are of greatest importance for countries with 

no strong positive thermal anomalies, where they remain the only geothermal resource 

currently under exploitation (e.g. North and Eastern Europe, Kühn, 2004). Static high 

temperature or magmatic hosted reservoirs are found in areas with shallow or deep-seated 

granitic bodies emplacement. In these cases, the magmatic intrusion is set at the boundary 

between hard and plastic rocks, crystallized at depths between 5 to 15 km, which normally do 

not vent at the surface (Pirajno, 1992). Above the intrusion, through the crystalline bedrock 

of good thermal conductivity but low permeability, a very intensive terrestrial heat-flow may 

develops. This system can be characterized by the presence of hydrothermal fluids, which are 

assumed to be generated entirely within the cooling magma body and remain confined in a 

closed system. 

Dynamic high temperature or magmatic hosted reservoirs are the most common and 

exploited geothermal systems. They are found in areas with anomalous high geothermal 

gradient and rock temperatures of several hundred degrees Celsius at exploitable depths, i.e. 

between 1 and 3 km. These geothermal reservoirs are worldwide widespread and are 

characterized by an active time span ranging from 105 to 106 years (Henley and Ellis, 1983), 

which makes them particularly suitable for electricity production. The occurrence of dynamic, 

high temperature, magmatic hosted geothermal fields is always tectonically determined, 

indeed they are recognized in block faulting, grabens, rifting and collapsed caldera areas. 

These structures characterize active plate margins such as subduction zones (e.g. Pacific Rim), 

spreading ridges (e.g. Mid-Atlantic), rift zones (e.g. East Africa) and within orogenic belts (e.g. 

Mediterranean, Himalaya).  

In the majority of the cases, the heat flow is provided by intrusive masses (Fig. 3.7), thus such 

high-temperature systems are termed volcanogenic. However, also non-volcanogenic or 
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tectonic high-temperature systems may develop (e.g. in areas with tectonic uplift of hot 

basement rocks), even if they are less common (Nicholson, 1993). In the typical conceptual 

model of the volcanogenic geothermal field (Fig. 3.7), when magma did not reach to the 

surface, the intrusion remains at depth of 5-15 km triggering an intense heat-flow in the highly 

conductive crystalline bedrock above. A weak conductivity porous or fissured aquifer is 

emplaced over the bedrock. This layer cannot transfer the intense subsurface heat but the 

reservoir fluid allows for thermal convection. Further up, a low permeability rock layer, also 

called cap rock, may overlay the aquifer causing substantial overpressures in case of steam-

producing reservoir (Toth and Bobok, 2016). Although a high heat-flow is present, a very low 

temperature gradient is recorded inside the aquifer due to the convective circulation. Here 

Figure 3.7: Schematic conceptual model of a dynamic, high-temperature geothermal system. Dashed 
line represents the geothermal gradient. Blue and red lines highlight the descending and ascending 
flows, respectively, whithin the convective cells developed in the fractured reservoir rock. Modified 
after Toth and Bobok (2016). 
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the temperature change is very small and a thermal inversion can be observed; the 

temperature gradient is large between the top of the reservoir and the surface, and between 

the bottom of the reservoir and the magmatic intrusion (see Fig. 3.7).  

The high temperature-magmatic hosted reservoirs can be further distinguished between 

vapour- and liquid-dominated system (Fig. 3.6). Vapour-dominated or dry-steam reservoirs 

Figure 3.8: Conceptual model with characteristic features of vapour-dominated geothermal systems 
(Nicholson, 1993). 

Figure 3.9: Conceptual model of liquid dominated geothermal systems in a high relief, typical of an andesitic 
volcanic terrain (Henley and Ellis 1983). 
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(Fig. 3.8) occur in areas that are tectonically active, but with no active volcanism, and 

characterized by peculiar surface expressions, such as fumaroles, steaming ground and acid-

sulphate waters from hot springs (Fig. 3.8; Nicholson, 1993). The reservoir fractured rock 

matrix is filled with superheated steam at a relatively constant temperature of about 236 °C, 

which is the temperature of maximum enthalpy of saturated steam (see Fig. 3.3; Haar et al., 

1984). The steam itself contains non-condensable gasses, but no hot water (Toth and Bobok, 

2016). Due to the high temperatures, the vapour-dominated systems are extensively 

exploited, although the undisturbed states are poorly known since deep drillings often do not 

penetrate the vapour zone (Kühn, 2004). The lateral boundaries of this type of reservoir must 

be impermeable, or liquid water would flood sideways into the steam-filled region and 

collapse the superheated-steam reservoir. Convection in these systems is originated by the up 

flowing of the hot steam from the deepest portion of the reservoir, and by the lateral flowing 

along the base of the low-permeability cap-rock.  Here the steam cools as it flows, and 

eventually condenses and recirculates into the deep reservoir (Nicholson, 1993). These high 

temperature systems are not very common, at present only three vapour-dominated site have 

been well characterised: The Geysers (California, USA), Larderello (Italy), and Kawah Kamojang 

(Indonesia).  

Liquid-dominated reservoirs (Fig. 3.9) are more widespread than vapour-dominated systems, 

and they can be associated with high relief or low relief active volcanic environment. The deep 

geothermal fluid may appear at the surface, often close to the up-flow area, by fumaroles and 

steam heated aquifers. The actual formation temperatures are substantially lower than the 

saturation temperatures determined by the boiling curve (see Fig. 3.3), thus the water remains 

in liquid state in the reservoirs (Toth and Bobok, 2016). Examples of these systems are found 

in Indonesia, Taiwan, Japan, and the Philippines (Nicholson, 1993). 

Dynamic low temperature or sediment hosted reservoirs (Fig. 3.10) are represented by deep 

groundwater systems that can occur in a variety of geological settings characterized by 

elevated or normal heat flow conditions. They are also called low-enthalpy geothermal 

systems and are widespread compared to the previously described high temperature 

reservoirs. They are found throughout Europe and Asia, and along some areas of Tertiary 

volcanism in the Pacific (Nicholson, 1993). The development of such low-temperature system 
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is not related to specific volcanic or magmatic activity at depth, and therefore, given the varied 

origins of this type of system, no idealized model can be developed. These reservoirs are 

usually associated to natural deep flow systems mostly of meteoric water origin, circulating in 

areas where the complex geological setting is made by folded permeable strata, fault 

intersections and thrust faults, putting in contact various types of rocks (Sonney, 2010, Volpi 

et al., 2017). These deep flow systems are heated by the tectonic uplift of hotter rocks from 

depth, by residual heat from intruded plutons or by the local heat flux (Albu et al., 1997). 

According to Bowen (1989), dynamic low temperature, sediment hosted reservoirs are 

defined as convective geothermal systems with high porosity, high permeability, and with 

deep natural circulation of the heat carrier fluid (meteoric water). 

Low-enthalpy geothermal systems usually discharge thermal waters through hot springs with 

temperatures around ≈ 30-65 °C. The geothermal water chemistry depends on the mineral 

composition of the hosting rocks and often on the relative contribution of the inherent 

formation water, the up-flowing geothermal water, and the recharging meteoric water (Kühn, 

Figure 3.10: Conceptual model of groundwater circulation in a dynamic low temperature or 
sediment hosted system (Kühn, 2004). 
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2004). The Alps mountain range, with a high concentration of geothermal sites known and 

exploited, is one of the areas in Europe where many deep circulation systems occur as thermal 

springs. 

 

3.5 HYDROGEOTHERMAL ENERGY USE 

For the early man the Earth’s internal heat and hot springs had religious and mythical 

connotation meaning, they were the places of the God or endowed with divine powers (Stober 

and Bucher, 2013). Cataldi (1999) resumes the history of geothermal energy use, claiming 

from the non-written history that natural heat of volcanoes and other geothermal sources 

began to be used in the remote Paleolithic era. The most ancient data on the presence of 

people in geothermal areas only dates from 8,000 to 10,000 years ago. During that time, 

humans learned more about the different manifestations of terrestrial heat. The first uses 

were, of course, the most naturals and immediate: taking hot baths, cooking and practicing 

basic therapeutics. The period between human’s first experiences with geothermal 

phenomena and the time when the simplest uses of the products of the Earth’s heat were 

known, has been named the Year Zero of Geothermics (Cataldi, 1999). The uses of natural hot 

water for bathing, and the exploitation of hydrothermal products for a wide range of practical 

applications, extended to the boundaries of ancient Rome, achieving maximum use during the 

3rd century A.D., the Roman Empire’s apex (Cataldi and Burgassi, 1999). Besides the numerous 

private baths, installed in almost every villa and in many private buildings, there were over 

1,000 public baths in Rome: about one for every 1,000 inhabitants (Montanelli, 1969). With 

the fall of Roman empire, in the 6th century, geothermal exploitation also declined throughout 

Southern Europe, this dark period lasted until the beginning of the second millennium (Toth 

and Bobok, 2016). There are evidences that geothermal resources were still being exploited 

around the world in the centuries that followed. For example in China, where about 2,000 

years ago, bathing and treatment centres were erected at the hot springs Huaquingchi and 

Ziaotangshan near Beijing (Ji-Yang, 1995). Cataldi et al. (1999) collected all the Earth’s 

geothermal heritage sites, showing that non only Romans and Chinese, but also Turkish 

(Özgüler and Kasap, 1999), Japanese (Sekioka, 1999), Russians (Svalova, 1999), Icelandic 

(Fridleifson, 1999), Frenches (Gibert and Jaudin, 1999), and Maori people in New Zealand 
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(Severne, 1999) have used geothermal resources, even if probably on a more limited scale and 

rudimental form.  

On the global scale, the first advantages derived from geothermal resources have been mainly 

limited to the direct use of local Earth's surface manifestations (i.e. fumaroles, geysers, mud 

ponds and hot springs). Later on, with the opening of the  second millennium, thanks to 

technical progress and to a better knowledge of the subsoil, many countries started to be 

attracted by the potentiality of geothermal energy and its use began to be industrial (Le Lous, 

2017). Allegrini et al. (1992) identified three main periods of geothermal industrial 

exploitation: i) hydrothermal fluids as raw material, ii) hydrothermal fluids as source of 

thermal energy for the production cycle of boric acid, and iii) hydrothermal fluids as source 

for thermal energy and for electrical power production. The development of geothermal 

power generation, i.e. the second period of Allegrini et al. (1992) classification, is clearly 

associated with the Larderello area of Tuscany in central Italy (Tiwari and Ghosal, 2005).  

From 1,000 A.D. a far-reaching cultural reawakening over all Italy led to relaunching many old 

enterprises and beginning many new ones. This occurred in all commercial and mining 

activities, including the exploitation of hydrothermal sources (Burgassi, 1999). In the 

Larderello region, in 1818, François de Larderel (1789-1858) made the history first commercial 

exploitation of the geothermal energy. Thanks to his efforts geothermal water was first used 

for boric acid production in 1827 (Durand-Delga et al., 2001; Dickson and Fanelli, 2013). Boric 

acid production was an Italian monopoly in Europe, and became a large-scale industry process 

in the middle of the 19th century (Toth and Bobok, 2016). In the twentieth century, following 

the increasing global energy needs and the growing interest in renewable energies, 

geothermal power generation took off, and Larderello site is once again the cradle of a bold 

invention (Le Lous, 2017). Indeed here, for the first time in the world, it was experimentally 

demonstrated the conversion of geothermal energy into electrical energy: on July 4th, 1904, 

prince Ginori Conti (1865-1939), husband of a great-granddaughter of François de Larderel, 

symbolically lights five bulbs with a dry steam engine (Fig. 3.11; Varet et al., 2004; Stober and 

Bucher, 2013).  
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Figure 3.11: Lardarello 1904: The picture shows Principe Piero Ginori-Conti with his apparatus that converted geothermal to 
electrical energy for the first time in history. The installation had the power to light fife light bulbs (Photograph: Unione 
Geotermica Italiana 2010). 

Figure 3.12: Geothermal power plant “Valle Secolo” in Larderello (120 MWe, 1991) (Photograph: Unione Geotermica 
Italiana 2010). 
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In 1913, the first geothermal power plant in the world was in operation with the name of 

“Larderello 1” (Luzzini, 2012). The industrial exploitation of geothermal energy for large scale 

electricity production would then develop more significantly, in fact by 1942, Larderello’s 

installed geothermoelectric capacity reached 127,650 kWe (Fig. 3.12). Several countries soon 

followed Italy’s example: in 1919 the first geothermal wells were drilled at Beppu field in Japan 

(Allis and Yusa, 1989) and, in 1921, several geothermal wells were drilled at the Geysers field, 

California (Thomas, 1986). Between the two World Wars, oil prospectors found huge 

geothermal reservoirs all over the world, usually by chance. In 1958, based on exploration 

data and after extensively mapping the variations in the Pannonian Basin’s terrestrial heat 

flow, the Hungarian mining engineer Boldizsar composed the world’s first regional heat flow 

map (Boldizsar, 1964). In the same year, a small geothermal power plant began operating in 

New Zealand, another started in 1959 in Mexico, and in the United States in 1960 (Toth and 

Bobok, 2016).  

With current technologies, only high-temperature geothermal resources (>180 °C) are suitable 

to generate electricity through the production of steam, while medium to low temperature 

resources find a more local-scale application (e.g. urban district heating, fish farming, and 

greenhouse heating). We refer to the work of Lindal (1973) for an exhaustive classification of 

industrial and other applications of low to medium temperature geothermal energy systems. 

At the beginning of the third millennium, the application of geothermal heat for direct 

utilization was reviewed by Lund and Freeston (2001) for 60 countries worldwide, among 

these 55 reported some form of geothermal direct utilization. The authors updated the 

previous survey carried out in 1995 (Freeston 1999). Lund and Freeston (2001) estimated the 

installed thermal power at the beginning of 2000 as 15,145 MWt, showing a strong positive 

trend compared to the 8,664 MWt registered in 1995. More recently, Bertani (2016) analysed 

the major activities carried out for geothermal electricity generation since the Word 

Geothermal Congress of 2010 (WGC2010). As in 2015, 78 countries reported direct utilization 

of geothermal energy, a significant increasing trend was observed from the 28 of 1995, to the 

58 of 2000, and the 72 of 2005. In terms of installed capacity, this led to an increase of about 

1,8 GW in the five year term 2010–2015 (about 17 %).  
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The calculated growing rate of 350 MW/year shows evident increment from the average value 

of about 200 MW/year recorded in the precedent 2000–2005 period (Bertani, 2005a,b, 2006, 

2007, 2010, 2012; Antics et al., 2013). The top five countries for installed capacity in 2015 were 

USA, Philippines, Indonesia, Mexico and New Zealand, while Italy was only in 6th position (see 

Fig. 3.13; Bertani, 2016). The same author calculate the 2016 worldwide installed capacity 

value being around 12.7 GW and confirming the positive trend started in 2010. This was 

achieved mainly due to both, the increase in the medium-low temperature development 

projects through binary plants, and the strong combined effort in realizing all the economically 

viable projects worldwide. With an eye to the future, Bertani (2013, 2016) provides installed 

capacity short- and long-term forecasts, for 2020 and 2050 respectively. The predicted values 

are 21 GWe in 2020 and 140 GW in 2050, hoping on the transformation of all the paper-

projects in real plants and considering the development of the promising EGS (Enhanced 

Geothermal System) fields. If this target will be reached, it would be possible to produce from 

geothermal sources up to the 8.3 % of total world electricity production, serving 17 % of world 

population. Moreover, 40 countries (located mostly in Africa, Central/South America, Pacific) 

could be 100 % geothermal supplied (Bertani, 2016). 

Figure 3.13: Worldwide Geothermal installed capacity in 2015 [12.6 GWe] (Bertani, 2016). 
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3.6 RESERVOIR EXPLORATION TECHNIQUES 

Geothermal systems occur in nature in a variety of geological, physical, chemical and 

thermodynamic conditions, this makes their identification not an easy task. Moreover, 

developing a geothermal exploitation plan requires a remarkable effort in both time and 

financial resources. For this reasons, a detailed characterization of the system coupled with 

an appropriate numerical modelling of the involved heat and fluid transfer processes, aiming 

to investigate the feasibility of a geothermal power production, is always strongly 

recommended (Stober and Bucher, 2013; Li et al., 2016). 

As common practice, in the early exploration stage of the reservoir, the first applied 

techniques are the indirect investigation methods, due to their lower costs. They include 

remote sensing and a branch of field surveys techniques, such as geological-hydrogeological 

studies, geochemical and superficial geophysical surveys. These are useful preliminary 

methods to identify promising areas where later, more detailed and sophisticated exploration 

techniques (e.g. borehole geophysical tests, borehole injection tests and geothermal tracer 

tests), may confirm or not the presence of an exploitable hydro-geothermal system. 

Moreover, all these the reservoir exploration techniques allow to estimate geological and 

hydrogeological parameters needed to construct a reliable numerical model of the field, which 

chronologically represent the last step in a geothermal exploration and exploitation plan. 

Remote sensing technologies include a wide variety of techniques (e.g. aerial photography, 

multi-spectral, and hyper-spectral satellite imagery) used to inspect, at different scale, Earth’s 

surface and its characteristics (e.g. land cover, geological structures, temperatures). Wolski 

(1998) highlights the importance of defining surface characteristics related to groundwater 

movement and storage (i.e. land morphology, soils, faults, fractures, shear zones, recharge 

and discharge zones, vegetation, and drainage patterns) by using remote sensing images. 

Airborne investigations have obtained increased importance in the last few years for the 

investigation of geothermal reservoirs too. New technologies, such as the Forward Looking 

Infrared Radiometry (FLIR), allow to compile high-resolution temperature maps coupled with 

the geologic structures (Fig. 3.14; Mongillo, 1992; Yourownpower, 2007; Haselwimmer et al., 
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2013). Usually, big scale features are difficult to recognize from the surface, therefore remote 

sensing has become a fundamental tool to compile detailed regional geological maps, which 

include stratigraphic units and inner structures. These information are fundamental to 

recognize a possible geothermal reservoir, because fluid flow and discharges are structurally 

controlled in the majority of geothermal systems.  

Field survey techniques group geological, hydrogeological, geophysical and geochemical 

survey methods, with both surface and subsurface application. They are cheap, efficient and 

widespread tools to assess particular properties of geothermal reservoirs. A thorough 

literature is available about this kind of surveys and their fields of application (Weight and 

Sonderegger, 2001; Singhal and Gupta, 2010; Moore, 2011; Brassington, 2017). 

Geological and hydrogeological surface and subsurface studies (i.e. geomorphological 

investigations, groundwater vulnerability mapping, measurements of surface and 

groundwater levels, discharges of springs and rivers, rainfall, estimation of infiltration, and 

location of surface and groundwater divides) provide the geological maps of the area of 

Figure 3.14: Example of application of Forward Looking Infrared Radiometry (FLIR) to the case study from Pilgrim Hot Springs, 
Alaska (Haselwimmer et al., 2013). 
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interest and the identification of tectonic elements, such as active and inactive faults, fracture 

zones or caldera structures, and of geothermal surface manifestations, such as hot springs or 

fumaroles (Fig. 3.15). Therefore, they are mandatory for the identification of a promising 

geothermal field and for the selection of suitable sites for the production and injection wells. 

Hydro-geochemical surveys represent another indirect exploration technique extensively 

applied in the early reservoir investigation stage. Hydrochemical data comprises physico-

chemical parameters, major ions, inorganic minor elements, inorganic trace elements, 

isotopes and organic compounds (Nicholson, 2012). They provide useful data for planning 

more detailed explorations, and their costs are definitely lower compared to other techniques, 

as for example the geophysical surveys. Geochemical analyses can be applied to both the rocks 

and the involved fluids or gases (i.e. water, gas, soil-gas, mineralogical and rock surveys). Each 

different type of geothermal system has distinct characteristics, mainly reflected in the 

chemistry of its geothermal fluids (see Fig. 3.16). Therefore, these surveys are applied to 

determine whether the geothermal system is water- or vapour-dominated, to evaluate the 

expected composition and variability of the reservoir fluids, to obtain information on the 

Figure 3.15: Fumaroles and boiling muds at the Namafjall Hverir geothermal field, Iceland. 
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sources of water and heat, to locate the recharge area and to estimate the respective recharge 

rate. These information are needed to simulate the response of the reservoir to exploitation 

and also to identify potential pollution, waste disposal and corrosion problems (Pham et al., 

2001; Kühn, 2004). Geothermometers enable the temperature of the reservoir fluid to be 

estimated from the chemical composition of waters and gases. They are therefore valuable 

tools in the evaluation of new fields, and in monitoring the hydrology of systems on 

production (Chandrasekharam and Bundschuh, 2008; Nicholson, 2012). 

Geophysical surveys can be used to provide, from the surface or from depth close to the 

surface, a three-dimensional map of subsurface structures (i.e. shape, size and depth of 

geological layers), as well as hydraulic properties and other characteristics of the geothermal 

reservoir (e.g. faults, fractures and temperatures). Geophysical methods and their application 

are described in detail in Repsold et al. (1989), Manzella (1999), and Ernstson and Kirsch 

(2006). These methods can be divided into two groups: surface and borehole geophysics. 

Nevertheless, well logging equipment is generally unsuitable for the high temperatures 

Figure 3.16: Isotopic imprint (δD and δ18O) for waters from geothermal areas. Modified from Craig (1963, 1966), Truesdell 
and Hulston (1980) and Giggenbach (1992). 



53 
 

recorded in geothermal reservoirs. These measurements use electromagnetic fields or waves, 

acoustic waves, neutron scattering, gamma-ray radiation, nuclear magnetic resonance, 

infrared spectroscopy, and pressure and temperature sensors. There is no single technique 

adequate to define the structure and the properties of a whole reservoir and, in such complex 

systems, the interpretation of the data is often quite difficult (Kühn, 2004; Santilano, 2017).  

Surface geophysical surveys include: electrical and electromagnetic methods, magnetic, 

seismic, gravimetric and thermal surveys (example of surface geophysical survey in Fig. 3.17). 

These last are fundamental as they allow the determination of the geothermal gradient and 

the terrestrial heat flow, which provide with good approximation the temperature of the 

geothermal reservoir units. While seismic, gravity, and magnetic methods can give 

information on the geometry of the deep structures of a geothermal reservoir (Fig. 3.17), they 

do not provide information about the presence of geothermal fluids in the considered field. 

As the presence of water decreases the electrical resistivity, only electrical and 

electromagnetic surveys allow the detection of geothermal fluids.  

Once the result of all the above mentioned indirect surveys identified a promising geothermal 

field, exploratory wells are drilled and the second step in the reservoir exploration plan can 

began. A completely new branch of various tests, performed in such drillings, is now available 

Figure 3.17: Example of magnetotelluric survey conducted in the Wairakei Valley, New Zealand. The low resistivity region at 
a depth of about 20 km is interpreted to be a magma body. The white crosses indicate sites of microseismic events. The 
locations of possible fluid flow paths at depths of less than 10 km are indicated by the arrows. Modified after Heise et al. 
(2007). 

 



54 
 

for a more detailed characterization of the different aspects of the system. These include 

borehole geophysical tests, steady state or transient injection tests and geothermal tracer 

tests. The last two are mainly used to characterize hydraulic properties of fractured rocks or 

of large scale fracture system, which may host the flow when the production wells are 

exploited. On the contrary, borehole geophysical methods allow to collect direct measured 

properties (e.g. stratigraphy, permeability, fluid characteristics and temperature distributions) 

to compare with the results from all the other indirect investigation techniques. Nevertheless, 

their application in geothermal reservoir exploration is limited due to high temperatures and 

strong corrosion caused by very acidic involved fluids. 
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Nowadays numerical modelling is considered a reliable tool, which should be implemented 

for the improved integral management of geothermal resources (Anderson et al., 2015). 

Therefore, a step-by-step procedure for the setting up of an accurate and reliable heat-

transfer numerical model is presented. A numerical model is a mathematical representation 

of a natural system (Kresic, 2006). Establishing a numerical model of a complex system, as the 

one associated to the geothermal reservoirs, requires the processing of a large amount of data 

regarding the domain area (e.g. geological setting, geometrical properties, hydraulic and 

thermal parameters, fluid properties, boundary conditions). All these data, collected in the 

conceptual model, describe the natural system without using numerical algorithms. The 

quality of the simulation results depends mostly on the preparation of such conceptual model, 

tied tightly to the knowledge of the geological situation, the hydrogeological and geochemical 

parameters and the initial and boundary values. 

Bundschuh (2010) identified six different steps (Fig. 4.1) required for the development of an 

accurate numerical model simulating groundwater flow and heat transport mechanisms, 

namely: 

(1) defining the objectives of the model; 

(2) developing the conceptual model of the geothermal reservoir that includes all 

available geological, physical and chemical information relevant for framing the 

problem; 

(3) numerical formulation of the conceptual model, that means translating all the 

information of the conceptual model into a set of mathematical expressions (i.e. 

boundary conditions and model properties), discretizing model spatial extent and 

choosing the adequate software and mesh; 

(4) calibration of the numerical model, through optimization of the model parameters 

(numerical and physical) in order to obtain a good fit between simulated and measured 

field data;  

(5) validation of the numerical model, to determine the degree to which a model is an 

accurate representation of the real system; 

(6) sensitivity analysis, to determine the degree to which the most important parameters 

are affecting the behaviour of the system. 
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For an optimal numerical elaboration of the geothermal problem, all these steps must be 

developed and solved with care. As mentioned above, the principal difficulty in establishing 

an accurate numerical model is due to the very limited availability of spatial and chronological 

field data. This leads to the formulation of assumptions based on incomplete information. 

Therefore, such necessary approximations, may affect the quality of the simulation and the 

possibility to precisely develop all the above mentioned steps. 

Figure 4.1: Workflow for groundwater and heat transfer modelling. As presented, the workflow assumes the objective of the 
model is a forecast but the workflow can be adapted for other modeling purposes, as described in the text. Although not 
shown in the figure, field data are critical for the workflow, especially conceptual model design and the calibration process. 
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4.1 DEFINING THE OBJECTIVE OF THE NUMERICAL MODEL 

Defining the objective of the numerical model is a fundamental step, preceding the proper 

natural system simulation. Numerical models are used to both reconstruct processes which 

occurred in the past, and to forecast processes which will occur in the future (i.e. “prediction” 

and “retro-diction” capacities) in complex real subsurface systems, such as geothermal 

reservoirs. They can found their application at different stages of a geothermal project, 

helping the understanding of reservoir behaviour, optimal reservoir management and 

sustainable utilization, or planning of new investigations, well drilling and the designing of 

exploitation steps aimed to the usage of geothermal energy. The objectives of the simulation 

are strictly related to the type of the constructed simulation model. Due to the wide range of 

possible applications, the performed model can be very different, even for similar situations, 

depending on the specific characteristics of the problem and addressed questions. In any case, 

the accuracy and reliability of the answers from the simulation results depend on the level of 

knowledge available and on the complexity of the modelled system. 

In his work, Bundschuh (2010) provides an updated overview on principal applications of 

numerical groundwater and heat transport models. This list deserves to be reviewed before 

starting up the construction of any fluid-flow or heat-transfer related numerical model. 

 

4.2 THE CONCEPTUAL MODEL 

An accurate conceptual model is the key for a reliable high-quality numerical simulation. It can 

be defined as a simplified and systematized high-level virtual representation of the geologic 

system, containing all the fundamentals assumptions, such as the governing processes related 

to groundwater and heat transfer, transport at the boundaries of the domain, dimensionality 

of the problem, hydrostratigraphy, flow directionality, material properties and heterogeneity 

patterns (Fig. 4.2; Anderson et al., 2015). Therefore, the idea behind the conceptual model is 

that it constitutes the best understanding of the processes that naturally occur in the aquifer 
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or in the geothermal system. All the available field data, as well as the available time frame 

should also be taken into account, together with the determination of the adequate computer 

codes that will be used for the simulations.  

If the conceptual model is not an accurate representation of the real-world system, the 

numerical model will make incorrect and/or meaningless predictions. An oversimplification 

Figure 4.2: Construction of a regional groundwater and heat transport conceptual model. (a) Integration of all the surfaces 
defining the geological formations. (b) Assumptions about material properties and heterogeneities. (c) Definition of 
boundary conditions for both fluid and heat flow process. (d) Set up of model initial conditions for fluid and heat flow 
process. Modified after Bundschuh (2010) and Anderson et al. (2015). 
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may results in inaccurate simulation results, while an under-simplification may leads to 

unreasonable demands for computer resources, and/or field data collection. After the 

preliminary simulations, the assumptions of the original conceptual model may be re-

examined, changed, extended or improved. For this reason, working with only one conceptual 

model could not be sufficient, and different conceptual models need to be set up before a 

proper calibration is obtained. This is especially true if the real target systems are complex or 

if the initial field data are poor. 

 

4.2.1 Conceptual model types 

The acceptable degree of simplification, from the complex real-world system to its virtual 

representation in the mathematical and numerical models, is the main issue that must be 

solved by the conceptual model. The choice of a proper model is strictly related to the need 

of representing the essential points of interest and solving the tasks according to the defined 

objectives. 

Generally for the conceptual model of a porous reservoir rock, the continuum approach is 

used (Bear, 1972). On the contrary, as numerical models of heat-transfer processes found 

applications mostly in problems associated to geothermal and petroleum reservoir 

exploration and exploitation, the applied conceptual approaches are about fractured rocks 

numerical implementations. 

A variety of conceptual models have been developed according to different requirements for 

solving fluid and heat flow problems in fractured systems at different scales (see Fig. 4.3). In 

the following sections, we will give a short overview of the principal conceptual models used 

to describe fracture flow. For further details we refer to the works of Bear et al. (1993), 

National Research Council (1996), Singhal and Gupta (1999), Dietrich et al. (2005) and Krásný 

and Sharp (2007).  

The equivalent porous medium (EPM) approach is the simplest conceptual model to describe 

fluid flow and heat transport in fractured porous media, describing the fractured bedrock as 

an homogenous region. Therefore, no distinction in hydraulic and thermal properties between 

the intact rock and the fracture is made, and permeability can be approximated by an 

equivalent permeability that considers the flow throughout the fracture and the porous-
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media matrix. Due to its simplicity, this approach has been widely used for a description of 

regional flow systems in fractured rocks, but becomes unsuitable when fracture spacings are 

too large, flow velocities too high, or the permeability of the rock matrix too low (Pruess et al., 

1990a,b; Diersch, 2014). 

Dual and multiple continuum approaches (Fig. 4.4) are defintelt more powerful methods, 

where features and properties of fracture and rock matrix are represented as two separate 

interconnected domains. The unfractured rock masses (rock matrix) have a high storage and 

a low permeability (i.e. slow fluid flow), while fractures have a low storage capacity, but a high 

permeability (i.e. fast fluid flow) (Diodato, 1994). The use of multiple or dual continuum 

models, averaging the transient hydraulic behaviour of rock matrix and fractures, are 

appropriate for describing large fractured rock units. For these reasons, they can be 

considered the most widely used models to describe fractured groundwater, geothermal and 

petroleum systems. However, they often fail to describe local-scale features. 

Figure 4.3: Representation of porous and fractured porous medium (Diersch, 2014). 
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The explicit discrete-fracture approach has the significant advantage of incorporating 

fractures (or karst conduits) as explicit discrete elements, therefore allows the reliable 

representation of hydraulic head gradients and fluxes between fractures and rock matrix. On 

the other hand, it requires a great amount of information on all single fractures in the model 

domain (i.e. location, geometry, fracture matrix, hydraulic properties). This approach 

demands much more computational effort compared to the dual continuum method, and 

found useful application at fault zone, here represented as a single discrete fracture. In fact, 

data describing faults are more easily obtained than data describing smaller fractures, whose 

collection becomes especially difficult and time-consuming when the number is high and 

when fractures are not planar. 

The discrete-fracture network (DFN) approach (Fig. 4.5) does not consider the porous medium 

(rock matrix), and all processes are confined within the fractures. The model describes fluid 

flow and heat transport coupling multiple dual-continuum models, where each fracture is 

treated as a continuous medium surrounded by an impervious matrix (see example in Fig. 4.5). 

Therefore, compared to the previously described models, the DFN approach significantly 

reduces the model complexity and the high computational resources needed for such 

Figure 4.4: Schematic representation of the Dual Continuum Approach. 
Unfractured rock matrix and fractures are treated as two interconnected 
domains (Grant, 1982). 
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sophisticated numerical simulations. The description of each single fracture in the model 

domain requires a huge volume of empirical data and may results in high computational effort. 

For this reason, a simplification of the fracture network (i.e. lines in 2-dimensional models or 

planes in 3-dimensional models) should always be considered.  

As already mentioned, the chosen conceptual model must be the simplest possible but still 

allowing a reliable representation of the real-world system. All the previously described types 

of conceptual model applied to fractured aquifers, involve different degrees of simplification 

of the complex target addressed by this kind of models. Nevertheless, in many cases, room 

for a further level of simplification is possible, e.g. using 2-dimensional horizontal models to 

describe 3-dimensional groundwater flow and heat transport problems. This stratagem has 

significant advantages because it requires much less field data, less time, and fewer efforts in 

constructing the model, but it can be applied only under the assumption that groundwater 

flow is purely horizontal (i.e. flow horizontal velocities much larger than vertical velocities). 

Figure 4.5: Example of a three-dimensional stochastic fracture network, generated 
within a 100m cube with a DFN approach (Pan et al., 2010). 
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This situation is common when the horizontal extension of the aquifer or geothermal reservoir 

is much larger than the vertical extension. 

 

4.2.2 Model boundaries types 

Once the adequate conceptual model has been identified, hydrogeological constrains, internal 

and on model boundary, must be defined. They are the natural limits of regional groundwater 

flow and heat transport, such as large faults, zones of lithological changes, anticlinorium axes, 

large/small rivers, seashore, springs, drains and pumping/injection wells. 

From a mathematical point of view, they are classified in three types: first order (Dirichlet 

type), second order (Neuman type) and third order (Cauchy type) boundaries, the last being a 

combination of the first two, and all these may be function of the time (Kresic, 2006). 

First order or Dirichlet type boundaries are assigned to model portions where hydraulic head 

or temperature values are known. This situation is realized when rivers and lakes are in 

complete hydraulic contact with the groundwater body or at spring locations, modelled as 

points with fixed hydraulic head, corresponding to the topographic height of the spring outlet 

in the field. At first order boundaries, with prescribed hydraulic head or temperature, the 

assigned values are kept fixed or changed in a known way, during the simulation. 

Second order or Neumann type boundaries are assigned to model margins which are 

characterized by a known flux, e.g. groundwater or heat flow. Contacts of the aquifer with 

impermeable rock units, groundwater flow lines diverging areas (e.g. at ridges) or basal heat 

flow in geothermal reservoir, are the most important applications of this type of boundary. 

Impervious boundaries are a special case within this group. Similarly to what is observed for 

the first order boundaries, the prescribed flux values can be fixed or evolved with time in a 

known way. 

Third order or Cauchy type boundaries can be applied along rivers, lakes and lateral 

boundaries in order to account for surface-water/groundwater interaction. This kind of 

boundary condition, named also fluid-transfer boundary condition, applies a pre-defined 

reference head, as the value for the boundary condition, combined with a conductance 

parameter (transfer rate or leakage coefficient), set separately as a material property. Usually, 



65 
 

in the case of fluid flow models, the reference head is assumed equal to elevation and imposed 

where the water table intersects the topography. 

Sources and sinks within the model area are inserted in the conceptual model following the 

above described boundary condition classes. They group the wide range of all steady and 

transient in- and out- fluxes of water, solutes, and heat, that may occur within the modelled 

area and on its inner boundaries. This group involves: groundwater recharge/discharge 

through pumping/injection wells, groundwater discharge at springs, areal groundwater 

recharge by rainfall or irrigation, groundwater recharge/discharge by infiltration/exfiltration 

from surface water bodies (rivers, lakes, canals), heat inputs, heat storage/withdrawal or 

solutes inputs/outputs. 

 

4.2.3 Model parameters 

Before switching from the conceptual model to the mathematical and numerical models, fluid 

and solid parameters must be determined. For a reliable simulation, they must be evaluated 

together with their spatial variations, homogeneity or heterogeneity, and isotropy or 

anisotropy in both horizontal and vertical directions. Spatial variation as well as heterogeneity 

can be considered by establishing zones with same uniform values (Bear, 2012). In the case of 

fractured aquifer, information on location, geometry, aperture, filling and hydraulic properties 

of the fractures need to be determined (Bear et al., 1993; National Research Council, 1996; 

Singhal and Gupta, 1999; Krásný and Sharp, 2007).  

The techniques to collect hydrogeological parameter needed to construct the conceptual 

model of groundwater systems or geothermal reservoirs, are: (1) remote sensing, (2) field 

investigations and (3) laboratory tests and experiments. A detailed review of all these methods 

is outside of the scope of this thesis, and as these techniques are used also in the early 

exploration stage of the geothermal reservoir to evaluate the potentiality of the area, they 

have been already described in the previous section 3.6 Reservoir exploration techniques.  

It is important to point out that, since the values obtained through experimental methods are 

discrete measurements taken in a heterogeneous and often anisotropic medium, they do not 

represent the real distribution of the parameter. Therefore, the values determined from the 

three methods above, often do not correspond to the best values needed to construct and to 
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calibrate the model. The experimental evaluated parameters are used as starting values to 

restrict the value ranges that indeed can vary between many orders of magnitude (e.g. 

hydraulic or thermal conductivity). They need to be refined until a good match between 

observed and calculated values for parameters, such as hydraulic heads or discharge 

temperatures, is achieved. Several techniques can be adopted to adjust model parameters, 

including manual testing of reasonable values or inverse modelling technique, which, through 

an automatic calibration process, determine parameter's spatial distributions. 

 

4.3 NUMERICAL FORMULATION OF THE CONCEPTUAL MODEL 

Once the suitable conceptual model has been identified and all the information regarding 

parameters and boundary conditions have been included, it needs to be converted into a set 

of mathematical expressions. After that, the numerical model is constructed by discretizing 

these mathematical equations in space and in time. 

Several numerical methods are used to solve differential equations and algorithms for 

modelling hydrogeological or geothermal problems. This thesis is not supposed to give a 

complete compilation of all modelling techniques, since this field of study is extremely wide 

and detailed mathematical derivations are described in by specialized literature.  Smith (1985), 

Kinzelbach (1987), Bear and Verruijt (1987), Bear and Bachmat (1990), Zienkiewicz and Taylor 

(1991, 2000), Katsikadelis (2002), Pruess (2006), Fish and Belytschko (2007), contain full 

descriptions, including practical examples, of the different classical numerical methods. 

Nevertheless, all the numerical methods for the solution of flow/transport equations require 

the discretization of the model area or volume through the so-called mesh, defined as a 

network of intersecting lines embedded within the domain.  

The region within the intersecting lines is called element, while the intersecting points are 

denoted as nodes. Elements in two dimensions can be of triangular, rectangular or polygonal 

shape, and in three dimensions of tetrahedral, quadrilateral or prismatic shape. Volumetric 

quantities such as temperature or pressure are defined at the centroids of the elements. Wells 

and drains should be located in centres of grid cells or at nodes of the mesh. For high accuracy, 

the mesh must be refined around important wells or in other areas where large gradients in 

hydraulic heads, temperature, concentration, or rock properties are observed. 
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Before running any numerical simulation, in order to avoid unrealistic values, a suitable 

distribution of hydraulic heads, and/or temperature must be set for the entire model as initial 

condition. These values should be as near as possible to the expected real values. This become 

more important when dealing with transient simulations, for this reason is common practice 

to use the results of the respective stationary model as a suitable initial condition.  

 

4.3.1 Numerical model types 

The selection of the code is a crucial step that must be evaluated with care before running the 

numerical simulations. The objectives, the questions to be solved and the nature and quantity 

of field data are the key-points to take into consideration when facing the choice of the 

numerical model code. 

A large number of programs are already available and numerous new programs are under 

development, including commercial and open-source codes. Therefore it is impossible to 

provide a full description of all existing public and commercial modelling programs. 

Periodically, updated overview of the most used commercial and open-source modelling 

software can be found in the USGS (United States Geological Survey) and IGWMC 

(International Groundwater Modelling Centre) catalogues. 

From a very general point of view, model types can be classified according to three criteria: 

(1) the numerical algorithms used for discretizing the mathematical equations, (2) their 

physical-chemical options, and (3) their dimensionality.  

The first criterion deals with the techniques adopted by the software to substitute partial 

differential equations by a system of algebraic equations or by an ordinary differential 

equations that can be solved by means of different algorithms. This evolves in different 

numerical methods such as: the Finite Difference Method (FDM; Smith, 1985), the Finite 

Element Method (FEM; Zienkiewicz and Taylor, 1991), the Finite Volume Method (FVM; 

Narasimhan and Witherspoon, 1976) and the Boundary Element Method (BEM; Cruse and 

Rizzo, 1975). 

The physical-chemical criterion indicates the aquifer properties that can be simulated with the 

selected code. This classification indicates (1) whether a system can be modelled as a porous 

or fractured aquifer, or a combination of both, (2) whether fluid density and viscosity show 
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dependency on temperature and/or salinity values or if they can be approximated by constant 

values, (3) whether the compressibility of the fluid and the solid structure must be considered 

or not, (4) whether the modelled processes include only groundwater flow or additionally 

transport of solutes and heat, and (5) whether flow and transport is in one or several phases 

of fluid (water, steam). 

The last criterion is about how many dimensions can be handled by the selected software (i.e. 

1, 2 or 3 dimensions). Most of the codes for groundwater flow, solute and/or heat transport 

modelling allow the construction of 1, 2 or 3-dimensional models, thus the choice is usually 

caused by the problem geometry and characteristics, time and financial resources, as well as 

data availability. 

One-dimensional models are used to reproduce laboratory experiments and very small-scale 

cases in general (e.g. tracer test). Their results are suitable for initial assessment of a larger 

model or to define a field data collection campaign. The utilization of two-dimensional models 

is definitely more spread in thermal and fractured aquifer modelling, compared to the mono-

dimensional case. They often approach the real problem with sufficient accuracy and 

moreover, are much easier to construct and require much less data compared to three-

dimensional models. In this category, two types can be distinguished: two-dimensional 

horizontal models and two-dimensional vertical models. 

Horizontal models are most useful for describing the regional groundwater flow if the vertical 

extension of the aquifer is much smaller compared to the horizontal extension of the model 

domain, and if only one principal aquifer is present. As fluid density must be considered as 

constant, these models are not frequently adopted for transport problems. On the other hand, 

a vertical model is mandatory when various aquifers are present, and therefore vertical flow 

components cannot be neglected. This is the case also when changes in hydraulic heads and 

aquifer properties along the horizontal direction are low, so that the model plane is parallel 

to groundwater flow lines. 

The combination of horizontal and vertical two-dimensional models, can be a useful 

preliminary step for the full three-dimensional models. Clearly, three dimensional models are 

the most complex type and result in the more accurate representations of the real-world 

situation. They require a full understanding of the hydrogeological conditions of the model 
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domain and they must be developed especially if regional groundwater model, with multiple 

aquifers, need to be constructed, and in situations where the vertical groundwater flow 

component is significant or variable density flow is invoked. 

 

4.3.2 Adopted numerical codes 

The codes applied to model the three hydro-geothermal sites analysed in this thesis are: the 

commercial software Feflow® (Diersch, 2014) and the open-source simulator OpenGeoSys 

(Kolditz et al., 2012). In this section, they will be described accordingly to the three criteria 

presented above, together with a short overview of the main features that make them suitable 

for our analysis. 

Regarding the first criterion, both codes respond to the finite element method (FEM), the most 

used numerical technique to solve approximately mathematical models expressed as partial 

differential equations. Finite element methods can be adapted to problems of great 

complexity and unusual geometry. They are an extremely powerful tool for the solution of 

important problems in heat transfer, fluid mechanics and mechanical systems (Weisstein, 

2002). 

About physical-chemical options that can be simulated with the selected codes, both Feflow® 

and OpenGeoSys can handle heat-transfer fractured aquifer simulations using the equivalent 

porous medium approach. Fluid density and viscosity can be set as temperature dependent 

values, and the compressibility of the fluid and of the solid structure are also considered. 

Regarding the dimensionality, as most of the codes for groundwater flow, solute and/or heat 

transport modelling, Feflow® and OpenGeoSys can model 1, 2 or 3-dimensional problems.  

FEFLOW is an advanced Finite Element subsurface FLOW and transport modelling system 

under development since 1979 by the Institute for Water Resources Planning and Systems 

Research Inc. (WASY GmbH) of Berlin, Germany. The code supports an extensive list of 

functionalities (Fig. 4.6), including variably saturated flow, variable fluid density mass and heat 
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transport, and multispecies reactive transport. Since this modelling tool is known and popular 

in the field, is well documented in terms of both reviewed papers in the scientific literature 

and set of manuals. Feflow® supports multiple data import and export filters, it can also reads 

and reconstructs simulation files from SWS (Surface Water Modelling System) and GMS 

(Groundwater Modelling System). For spatial meshing and gridding, Feflow® can import a 

wide range of formats including AutoCAD DXF, ESRI shapefiles plus a variety of simple ASCII 

formats, and many bitmap formats for gridding and georeferencing operations. 

OpenGeoSys code is an open-source flexible finite element simulator developed by the 

Helmholtz Centre for Environmental Research (UFZ) in Leipzig since the mid-eighties. The basic 

concept of OGS is to provide a flexible platform for solving multifield problems in porous and 

fractured media for applications in geoscience and hydrology. 

OpenGeoSys includes a broad spectrum of interfaces for pre- and post-processing purposes, 

for example, for geometrical modelling, meshing, and visualization (Fig. 4.7). The idea behind 

OGS is to provide an open platform to the community, outfitted with professional software-

engineering tools, such as platform-independent compiling. Already published comprehensive 

benchmark books have proven to be a valuable tool for cooperation between different 

developer teams, in terms of code comparison and validation purposes. 

 

Figure 4.6: Schematization of a regional model developed with Feflow®. A combination of 1D and 2D discrete features is 
coupled with 3D volume discretization. 1D features are used to model rivers, channels and wells, while 2D features 
approximate infiltration or runoff surface, and fault systems. 3D elements, representing the basic discretization of the model 
domain, are used to identify the aquifer/aquiclude systems as well as the saturated/unsaturated zones (Diersch, 2014). 
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4.4 CALIBRATION OF THE NUMERICAL MODEL 

Once the suitable code has been selected and the conceptual model has been converted into 

the numerical model, the real simulation steps can began. It is common practice to run initial 

simulations in order to compare model results against benchmark numerical simulations or 

known field data, such as measured water levels or temperatures. These preliminary 

simulations are named model calibration and model validation, and are mandatory to verify if 

model is producing simulation results that suit to real-world conditions (Anderson et al., 2015). 

The calibration or parameter value estimation in a numerical groundwater flow and transport 

model is performed by varying the values of one or more of the model parameters and 

optimizing them, until agreement between simulation results and values measured in the field 

is obtained with acceptable precision (Hill and Tiedemann, 2006). 

Depending on model type (e.g. flow, heat transport, hydro-thermal, hydro-thermo-chemical, 

hydro-thermo-chemo-mechanical, steady or transient), the number of parameters that must 

be estimated can vary considerably. Therefore, the calibration process can be performed 

manually by varying a specific parameter (trial-and-error method), or using automatic 

calibration tools provided by some of the existing modelling programs (e.g. UCODE or PEST; 

Doherty, 1994; Poeter and Hill, 1999). These automatic calibration tools, will run simulations 

in a batch mode through an inverse modelling routine, continuously adjusting input 

Figure 4.7: Schematization of a regional model developed with OpenGeoSys. (a) 3D surface model data including the 1D and 
2D discrete features identifying topography, rivers and wells. (b) Subsurface 3D model with layers interpolated based on 
borehole data. Different information is displayed for each geological layer. Modified after Sachse et al. (2015). 



72 
 

parameters until simulated and observed field data match within a specified tolerance range 

(see example in Fig. 4.8).  

The calibration involves estimation of different parameters, i.e. hydraulic conductivity, 

groundwater recharge and boundary fluxes for stationary groundwater model, and 

additionally the storage coefficient for the transient ones. While for coupled groundwater flow 

and heat transport problems, firstly the pure groundwater flow parameters should be 

calibrated, then the transport ones, i.e. effective porosity and heat sources. The quality of the 

calibration, and therefore the accuracy of the model, is expressed by plotting observed versus 

simulated results. In these so-called scatter plots (Fig. 4.8), the closer the values fall on the 1:1 

straight line, the better is the model performance. 

 

4.5 MODEL VALIDATION AND SENSITIVITY ANALYSIS 

Since different combinations of parameter values can lead to a calibrated model matching 

observed and simulated results, no unique solution of the parameter-estimation problem 

exists. Therefore, when accurate filed data are available, the calibrated model can be validated 

by history matching. 

Figure 4.8: Example of calibration of the regional model of the Milan metropolitan area (Italy) from De Caro et al. (2017).  
Calibration process is achieved on a database of monitoring wells, on the right side the scatter plot from PEST software, 
plotting observed versus simulated groundwater levels. In red the 1:1 line, E is the absolute error, RMS is the Root Mean 

Square error and  is the standard deviation. 
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Through this process the model is tested for some period in the past to prove whether the 

simulation results reproduce well the known time series (i.e. aquifer responses to pumping 

tests, changes of flow conditions, hydraulic heads, solute concentrations, or temperatures). 

To perform this, an extensive time series is required, such that the model is calibrated on a 

first part of this time series, whereas the second part is used for validation (prediction mode).  

Once successfully validated the model, a sensitivity analysis can be accomplished. The 

sensitivity analysis is performed when an extensive set of field data is available, since it 

consists of changing parameters values and evaluate their influence on modelling results. The 

possible ranges in the parameters variation derive from prior knowledge of the behaviour of 

the parameter in the real world, thus they are linked to the uncertainty of the parameter 

observed in the field. The sensitivity analysis pinpoints the most influencing model variables 

(e.g. hydraulic conductivity, permeability, porosity, heat conductivity and capacity) so those 

variable which causes largest changes in the model results for a small change in their value.  

 

4.6 MODEL USE AND MISUSE 

Once all the previous steps are completed, the model is ready to simulate the real world 

system.  However, even the most accurate models are a simplified description of the real field 

situation, including numerous simplifying approximations and assumptions. The quality and 

thus the reliability of predictions depends mainly on the detail and comprehensiveness of 

available information (e.g. permeability, porosity, characteristic curves, initial and boundary 

conditions). The needed discretization of space and time into finite-size intervals introduces 

inaccuracies, known as “space and time truncation errors,” which generally become smaller 

when discretization is refined (Pruess, 2002). The model domain boundaries are a source of 

uncertainties too, as their position and type may shift and change through time at the same 

location.  

Mercer and Faust (1981) and Mercer (1991), grouped into 4 classes all the possible error and 

misuses for numerical simulations: (1) not enough accurate or wrong conceptual model, (2) 

unsuitable modelling code, (3) improper model application, and (4) misinterpretation of 

model results. 
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The first group is the most spread source of error and of unreliable results. It is due not only 

to a wrong delimitation of the model domain area or to a wrong assumption regarding 

homogeneity, isotropy and hydraulic parameters of the aquifer, but also to an unsuitable 

selection of dimensionality. For this reason, different approaches have been developed to 

account for this issue. It is recommended to evaluate the conceptual model reliability in 

predictive results by performing simulations with the different models available and 

estimating the range of predictions obtained for the distinct models (Medina and Carrera, 

1996). 

The second group of errors occurs when the user forces simulation into a highly sophisticated 

code, even when the problem complexity does not require it or not enough data are available 

to support it. 

The third class groups all the situations when improper input data are used, the mesh or grid 

size and the intervals of the time steps are not properly selected or when the chosen code is 

not compatible with the tested conceptual model. The model calibration step can also 

generate errors, if for example unsuitable calibration parameters or calibration periods are 

selected. These errors can lead to wrong results and incorrect interpretation of the modelling 

results. 
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The chapter is largely based on the published papers of Volpi et al. (2017): Groundwater-driven 

temperature changes at thermal springs in response to recent glaciation: Bormio hydrothermal 

system, Central Italian Alps, on Hydrogeology Journal; and of Volpi et al. (2016): Geochemical  

characterization of the Bormio hydrothermal system (central Italian Alps), on Rendiconti 

Online Società Geologica Italiana. 

 

5.1 INTRODUCTION 

Low-enthalpy geothermal systems are widespread in the European Alps compared to the high 

enthalpy fields. These reservoirs are usually associated to natural deep flow systems in normal 

heat-flow conditions and lead to the discharge of sub-thermal or thermal springs, with 

temperatures respectively 10–15 °C or higher. In Switzerland more than 82 geothermal sites 

and 203 hot springs and boreholes are known and exploited (Vuataz, 1983; Sonney and 

Vuataz, 2007, 2008). Italian alpine and Apennine regions are also rich in thermal springs, which 

have been used for bathing since Roman times (Minissale, 1991). 

Generally, a classic hydrothermal system is formed by three components: a heat source, a 

thermal pathway, and a fluid, which in 90 % of continental systems is of meteoric origin 

(Giggenbach, 1997; Hayba and Ingebritsen, 1997; Dzikowski et al., 2016). In non-magmatic 

continental hydrothermal systems, the heat source may be a high geothermal gradient and/or 

significant heat flow anomaly (>150 mW/m2) (Rybach et al., 1987; Sonney and Vuataz, 2008). 

In many alpine hydrothermal sites, thermal water occurrences could be related to the 

weathered and fractured zone between crystalline basement and sedimentary cover. In such 

settings, high temperature is not necessarily associated with a heat flow anomaly but results 

from the rapid upwelling of water from deep flow systems through permeable faults or 

subvertical strata (Vuataz, 1983; Bianchetti et al., 1992; Sonney and Vuataz, 2008). Many 

studies have been performed to better understand water circulation in mountainous terrains 

(Toth, 1963; Forster and Smith, 1988; Gleeson and Manning, 2008; Welch and Allen, 2012, 

2014), and to model coupled heat and fluid transport processes driving deep fluids from the 

reservoir to the springs or wells (Mercer and Faust, 1979; López and Smith, 1995, 1996; 

Gallino, 2007; Thiébaud, 2008; Sonney and Vuataz, 2009; Sonney, 2010; Dzikowski et al., 

2016). 
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The complex geometry and hydraulic behaviour of individual or multiple faults and thrust 

systems strongly affect the patterns and rate of fluid and thermal flow (Yeamans, 1983; 

Sibson, 1987; Henley and Adams, 1992; Barton et al., 1995, Hickman et al., 1995; Benoit, 1999). 

Firstly, in an indirect way, faults can connect units with strongly different hydraulic 

conductivity, thus forcing water to upwell along the contact zone and to flow through the 

more permeable unit. Secondly, in a direct way, the shearing of rocks along the fault plane 

can lead to damage zones of high or low hydraulic conductivity, channelling or preventing hot 

water flows, depending on the geological setting, the host rocks, the state of stress and the 

temporal evolution of the fault zone (Smith et al., 1990; Scholz and Anders, 1994; López and 

Smith, 1996). Quantitative assessment of thermal flow systems requires an accurate 

conceptual model of the fault zone structure coupled to data regarding the thermo-hydraulic 

properties of the aquifers (e.g. hydraulic conductivity, porosity, storativity, thermal 

conductivity of solid and fluid) (Evans et al., 1997; Barton et al., 1995; Caine et al., 1996; Parry, 

1998; Sibson, 2001; Baietto et al., 2008). However, in the majority of hydrothermal systems, 

these parameters are difficult to assess because of their spatial and temporal variability and 

the scarcity of direct measurements (Smith, 1980; Sibson, 1994). 

Results of chemical and isotopic analyses are often used to highlight the characteristics of 

deep flow system, such as the study of mixing processes, water-rock interaction, mean 

elevation of the recharge zone, reservoir temperature  and groundwater residence time (Hem, 

1985; Drever, 1997; Langmuir, 1997; Mazor, 2003; Appelo and Postma, 2004; Nicholson, 

2012). The chemical composition and the concentration of dissolved species allows 

deciphering the geological origin of the host rocks. While hydrochemical parameters act as 

natural tracers to gain insight into the origin of water and the pathways along which it has 

migrated. Geothermometers constitute one of the most important geochemical tool for the 

exploration and development of geothermal resources (Arnórsson, 2000; Sonney and Vuataz, 

2010). Many different chemical and isotopic reactions provides geochemical thermometers to 

estimate reservoir temperature (Fournier, 1981). 

The thermal behaviour of alpine groundwater systems has evolved over time in relation to 

main paleoclimatic events. Quaternary glaciations have influenced thermal systems in 

temperate regions up to the present day (Maréchal et al., 1999; Kohl et al., 2001; Gallino et 
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al., 2009; Thiébaud et al., 2010; Dzikowski et al., 2016). Alpine glaciers extended down to 

elevations lower than 1,000 m a.s.l., whereas the present lower limit averages 4,000 m a.s.l. 

(Bini et al., 2009, Scotti et al., 2014). It is widely accepted that glaciations significantly reduced 

or completely blocked aquifer inflows and outflows due to continuous permafrost conditions 

and the deposition of compacted and impermeable subglacial tills on both valley bottom and 

flanks (Chapron, 1999; Thièbaud et al., 2010). 

This study refers to the thermal outflow of the Bormio area (Fig. 5.1), located in the Upper 

Valtellina Valley (Central Alps, Italy), where a hot spring system emerges along the regional 

Zebrù thrust with temperatures in the range 35 - 40 °C. The observed topographic difference 

between recharge and emergence area (Bormio springs are located at 1300 m a.s.l. and 

adjoining summits reach 3905 m a.s.l. at Mount Ortles), suggests that discharge of hot fluids 

is primarily due to topographically-driven advective flow. However, the structures controlling 

infiltration and deep circulation of meteoric and snowmelt water into the thermal system, as 

well as the nature of their circulation patterns, remain largely unknown.  

Aiming to gain new insights into the flow patterns of water and the interactions between 

groundwater and surface water, a hydrochemical characterization of the discharged waters 

have been performed. Water samples were collected during four campaigns in different 

seasons (June 2012, October 2012, May 2013 and September 2013) and analyzed for major 

ions and stable isotopes. Geothermometers analysis has been performed to estimate 

reservoir temperature. The seasonal variations in water temperature, electric conductivity 

and discharge rates were also examined. 

The aim of this study is to build the first numerical model of heat and fluid transport in the 

Bormio area, to assess quantitatively the source area of hot waters and to investigate the 

behaviour of the system following the end of Last Glacial Maximum (LGM). Moreover, the 

study also tests the hypothesis that other thermal processes, such as heat convection, might 

occur within the faults of this hydrothermal systems, as observed in other basins (Evans and 

Raffensperger, 1992; Bodri and Rybach, 1998; Baietto et al., 2008).  

The chapter is structured as follows. First, the geological and hydrogeological settings of the 

model domain are presented, with particular emphasis on the thermal outflow area. In the 

following the description of the performed hydrochemical characterization of the discharged 
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waters is reported. Then, the numerical framework used to simulate coupled thermo-

hydraulic processes is illustrated. Finally, the analyses and relative results are presented and 

discussed. 

 

5.2 GEOLOGICAL AND HYDROGEOLOGICAL SETTINGS 

5.2.1 Geological setting 

The Bormio area (Fig. 5.1a) is located within the Penninic and Austro-Alpine sectors of the 

Alps, and consists of a complex sequence of sedimentary, volcanic and mainly metamorphic 

rocks of Paleozoic and Mesozoic age (Vuataz, 1983; Froitzheim et al., 2008). Alpine orogeny 

severely deformed these rocks, resulting in large and complicated overthrusts. A thorough 

description of the tectonic and metamorphic settings of this area is reported in Conti (1994) 

and Froitzheim et al. (1996, 1997). The geological units of the area belong to five main nappes 

(Quattervals, Ortles, Campo, S-Charl and Umbrail-Chavalatsch), and the major regional 

structures are the Trupchun-Braulio thrust and the Zebrù thrust (Fig. 5.1a and Fig. 5.1c). This 

last separates the Campo Nappe to the south (low/medium metamorphic unit, phyllites and 

micaschists) from the overlying Ortles sedimentary cover to the north (Triassic carbonate unit, 

Dolomia Principale) (Conti, 1994; Pena Reyes et al., 2015).  

The Zebrù thrust is characterized by thick mylonitic/cataclastic layers at the contact between 

younger sedimentary permeable rocks (above) and older less-permeable metamorphic rocks 

(Berra, 1994). 

The geomorphological setting of the area is strongly influenced by Quaternary glaciations. The 

beginning of widespread deglaciation after LGM in the European Alps (Ivy-Ochs et al., 2006, 

2008; Hormes et al., 2008) was commonly fixed between 19,000 and 16,000 years BP. 

However, 10Be (beryllium) exposure age calculations, performed on two moraine boulders 

belonging to LGM (Viola Valley, 15 km WSW of Bormio village) revealed an age of 11,000-
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12,000 years (Hormes et al., 2008). Therefore, this timing is assumed as the beginning of the 

LGM deglaciation in the area and it is used for the analysis of the model results.  

Figure 5. 1 :  (a) Geological settings of Upper Valtellina Valley, with main tectonic structures (red line), lithological units and 
thermal springs location in the “Bormio study area”. Lithology derives from Italian CARG (Foglio 024.BORMIO. Servizio 
geologico d’Italia, scale 1:50,000, 2009) and from 1:500,000 Geological map of Switzerland (Geologische Karte der Schweiz, 
2005). (b) Location of the thermal springs in the “Bagni Vecchi” area. Spring names are reported in the legend (see also Table 
1). (c) Cross section (along the track represented in a) illustrating the geological structure of the area with major faults and 
kinematics. [IT = Italy, CH = Switzerland, FR = France, DE = Germany, AT = Austria, SI = Slovenia] 
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5.2.2 Hydrogeological setting 

The area includes three main watersheds (Spol, Adda and Adige rivers) and three big artificial 

lakes for hydropower energy generation (Cancano, San Giacomo di Fraele and Livigno lakes). 

The primary aquifers in this region are represented by the sedimentary units (Triassic 

carbonate unit, Dolomia Principale) and the underlying fractured zones primarily associated 

with major regional thrusts and faults (Zebrù and Trupchun-Braulio thrusts, Glorenza fault). 

Annual precipitation ranges between 790 and  1490 mm as measured since 1881 at Bormio 

meteorological station (Servizio Idrografico e Mareografico Nazionale, Consorzio dell’Adda, 

ARPA Lombardia, Database OLL – Regione Lombardia D.G.S.P.U., Scotti et al., 2016). A 

groundwater recharge of 400 mm/year (i.e. 40% of mean annual precipitation) is obtained by 

analysing the baseflow from the available discharge records (Swiss Federal Office of 

Environment, FOEN 2017) of the Rom stream (Val Mustair, Fig. 5.1a) which drains about 35% 

of the study area. This value is consistent with infiltration rates, ranging between 200 and 800 

mm/year, computed for alpine environments with similar mean annual precipitation 

(Maréchal, 1998; Gallino, 2007; Baietto et al., 2008; Thiébaud, 2008). Most of this recharge 

exits as seepage to streams and cold/hot springs.  

Most of the aquifers in the area present hydraulic conductivities controlled by epikarst 

development and by fracture systems generated from unloading and weathering processes 

during the Alpine orogeny (Pena Reyes et al., 2015). Field observations and Lugeon 

permeability tests carried out along the foundation of the Cancano-S.Giacomo di Fraele dam 

(Fig. 5.1a), indicate a superficial epikarstic and strongly fractured rock mass with hydraulic 

conductivities ranging between 1.5×10-6 and 5×10-7 m/s (Clerici and Sfratato, 2008).  

5.2.3 Thermal springs 

The ten geothermal springs of Bormio (Fig. 5.1b), described in the first century A.D. by the 

naturalist “Pliny the Elder” on his Naturalis Historia, are currently exploited by two thermal 

establishments: the older named Bagni Vecchi (1450 m a.s.l.), built since Roman colonization 

of the Valtellina valley, and a more recent one, the Bagni Nuovi (1334 m a.s.l.) exploited since 

1820 A.D. Hot waters are directly collected, mainly from Cassiodora spring, in the Bagni Vecchi 

area; the discharge is piped each night to the Bagni Nuovi spa, while water of Cinglaccia spring 

is piped to the public swimming pool in Bormio. At present, water flowing from other springs 
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(Nibelunghi, Ostrogoti, Pliniana, Arciduchessa, San Carlo, Palestra and Zampillo dei Bambini) 

is unexploited due to low or discontinuous discharge (see Table 5.1). All ten thermal outflows 

are concentrated into a narrow zone with a vertical extent of about 200 meters and a 

horizontal extension of 500 meters. Such spatial distribution is controlled by WNW-ESE and 

NNW-SSE trending fractures directly related to the Zebrù thrust (Conti, 1994, Froitzheim et al., 

1996). Outflow temperatures range between 18 °C and 43 °C, while mean spring discharge 

rates vary over several orders of magnitude, from 1 l/min (San Carlo spring) to 1200 l/min 

(Cinglaccia spring), for a total average discharge of about 2400 l/min (see Table 5.1).  

 

Table 5.1: Bormio thermal spring water characteristics. The reference number is as in Fig. 5.1b. 

 

 

 

 

 

 

 

 

 

 

5.3 GEOCHEMICAL ANALYSES 

5.3.1 Methods 

Annual data of water quality for the thermal springs were made available by the Bagni di 

Bormio Spa Resort and from the Regional Health Agency (ASL) for the period 1999 to 2011. 

Data organized in a database have been interpreted through GIS and Aquachem® (Calmbach, 

1997) modelling tools. Additional season samplings were performed on June 2012, October 

# 
Spring Name 

Elevation Temperature Discharge rate 

[m a.s.l.] [°C] [l/min] 

1 Arciduchessa 1406 36-39 400 

2 Zampillo dei Bambini 1395 35-38 150 

3 Cassiodora 1414 39-43 250 

4 Cinglaccia 1280 37 1200 

5 Nibelunghi 1330 35-37 40 

6 Ostrogoti 1340 34-35 30 

7 Palestra 1420 18-19 4 

8 Pliniana 1340 36-38 100 

9 San Carlo 1370 18-19 4 

10 San Martino 1421 39-40 250 
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2012, May 2013, and September 2013. Moreover, available continuous daily measurements 

were used to compare the seasonal variations in water temperature, electric conductivity and 

discharge. Determination of main cations (Ca, Mg, K, Na, Fe, As, SiO2) was carried out through 

a ICP-MS Plasma, while anions (Cl, SO4, NO3) were analysed by a ion chromatographer. 

Therefore, cations were analysed twice and discrepancies lower than 5% were observed (Pena 

Reyes et al., 2015). The alkalinity (expressed as mg/L of CaCO3) was calculated by titration, 

according to Harris (2010); the ionic balance for the samples was less than 5%. In addition 

isotopic analyses (2H, tritium and 18O) for six thermal and one cold water samples were 

performed by laser spectroscopy in order to estimate the age and the recharge altitude, both 

useful to define the general circulation in the hydrothermal circuit. 

5.3.2 Cations and Anions analyses 

The dominant water type is Ca-Mg-SO4, with some variations towards the Ca-Mg-HCO3 type, 

probably due to mixing with superficial waters. This reflects the dolomitic and carbonatic 

composition of the host rocks, almost entirely forming the Ortles and Umbrail-Chavalatsch 

Nappes. From Schoeller’s diagram of the Cassiodora spring, minimal historical variations, 

during the years 1999 – 2011, in the water facies from Ca-Mg-SO4 to Ca-SO4-HCO3, support a 

geochemical stability within the thermal source (Fig. 5.2a). High concentration of SO4 could 

originate from water circulation in metamorphic rocks belonging to Campo Nappe, such as 

phyllites and micaschists. Moreover, contact between thermal waters and rocks belonging to 

the Campo Nappe is suggested by the detection of dissolved Fe, Sb and As (Pena Reyes et al., 

2015). Elevated concentration in Fe, from pyrite and chalcopyrite mineralizations, can cause 

reddish concretions (deposits) at spring outcrops as observed at the San Carlo and Palestra 

springs. Here, mixing warm waters with shallow, cold and oxygen-rich waters probably causes 

an oversaturation in Fe oxides, with resulting deposition.  

Most of the thermal springs are located very close to the Mg vertex of the Giggenbach’s 

diagram (e.g. Cassiodora spring in Fig. 5.2b). This suggests a dominant sulphate water type 

typical of deep thermal waters, high-temperature processes and few connections with 

superficial waters.  

Slight changes in the water chemistry are observed in the Piper’s diagram (Fig. 5.2c), where 

data from Cassiodora spring during years 1999 – 2011 are plotted. Water type plots at top the 
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diamonds, suggesting a high Calcium, Magnesium and Sulphates composition. This diagram 

also reveals extremely small concentrations of chlorine (usually <0.3 mg/L; Pena Reyes et al., 

2015). In conclusion, major ions geochemical analyses show that the composition of the 

waters is quite homogeneous, with the exception of the Palestra and San Carlo springs, which 

are enriched in iron and colder (mean temperature of about 18 °C – Table 5.1) due to stronger 

dilution by surface water. Moreover, they also confirm that the highly mineralized Bormio 

thermal discharges originate from deep circulation of meteoric and snowmelt waters through 

both sedimentary and metamorphic rocks.  

5.3.3 Seasonal variations 

The seasonal behaviour of thermal springs was analysed using geochemical data, 

temperature, discharge and electrical conductivity, of the constantly monitored Cassiodora 

spring (elevation: 1380 m a.s.l. - average discharge: 250 l/min). Concentrations in main cations 

and anions of Cassiodora spring remained stable, with only minor oscillations during the last 

10 years, supporting the idea of medium-term stable conditions inside thermal reservoir 

(Vuataz, 1983).  

Analysis of data from multi-parametric probes, located at the Cassiodora spring in 2011 and 

2012 (Fig. 5.2d), shows some seasonal oscillations, particularly in spring when snowmelt 

abruptly feeds superficial watersheds at higher elevations. Shallow cold water mixes with 

thermal deep end-member during the upflow resulting in temperatures 4-5°C lower than 

winter mean, when shallow systems are supposed to be frozen. In response to cold-water 

inflow, discharge reaches the annual maximum.  

The influence of intense precipitation on thermal spring regime occurs with an average time 

lag of 3-4 days from the meteoric events. 

5.3.4 Geothermometers  

Geothermometers are used to estimate subsurface or aquifer temperatures from 

geochemical properties of water. A basic assumption in using these instruments is that 

temperature-dependent chemical or isotopic equilibria prevail in the source reservoir. The 
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most important water geothermometers are based on silica (quartz and chalcedony), Na/K 

and (Na-K)/Ca ratios. For the analysis of Bormio thermal waters, we used a winter sample, in 

which dilution due to mixing with shallow groundwater is supposed to be negligible. 

Using the Fournier’s SiO2 geothermometer (Fournier, 1977) for adiabatic and conductive flow, 

temperatures around 67-75°C were obtained for the thermal reservoir (Fig. 5.2e), which are 

consistent with the observed conditions at the thermal springs, particularly Cassiodora, 

Pliniana and Cinglaccia. Due to the high Ca concentrations, a correction has been necessary to 

account for dissolution of dolomitic rocks. According to Fournier’s (1977) SiO2 

Figure 5. 2: Geochemical analyses: (a) Schoeller diagram for Cassiodora spring from 1999 to 2011; (b) Giggenbach triangle for 
the Cassiodora spring from 1999 to 2011; (c) Piper diagram for Cassiodora spring from 1999 to 2011; (d) discharge, 
temperature, electric conductivity (EC) and rain for the Cassiodora spring in 2012; (e) results of geothermometers analyses 
with calculated reservoir temperature. 

(a) (b) 

(c) 
(d) 

RESERVOIR T (°C)

Fournier (1977) SiO2 tSiO2 = 67

Fournier (1977) adiabatic SiO2 tSiO2 = 75

Fournier (1977) conductive SiO2 tSiO2 = 67

Arnorsson et al. (1983) SiO2 tSiO2 = 39

Fournier (1979) Na-K tNa-K = 195

Fournier & Truesdell (1973) Na-K-Ca tNa-K-Ca = 66

Fouillac (1981) Na-Li tNa-Li = 127

Giggenbach (1988) K-Mg tK-Mg = 70

GEOTHERMOMETER

(e) 
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geothermometer for Na-K-Ca-Mg, temperatures of 51-69°C were obtained for the Pliniana, 

Cassiodora and Cinglaccia springs. 

The Giggenbach’s geothermometer (recommended between 0°C and 250°C) is particularly 

useful when Na and Ca are not in equilibrium between rock and fluid (Giggenbach, 1988). The 

obtained results indicate temperatures between 53 °C and 69°C. 

5.3.5 Isotopic data 

Isotopic analyses were carried out for six thermal and one cold (Bocche d’Adda) springs 

scattered across the research area, on samples collected on January 2012 and July 2012, when 

also tritium (3H) was analysed. The relationship between δ2H and δ18O for the analysed springs 

is plotted in Fig. 5.3a. The global meteoric water line (GMWL) (δ2H = 8.0 δ18O + 10) (IAEA, 

2005), and the North Italian local meteoric water line LWL (δ2H = 7.7094 δ18O + 9.4034) 

(Longinelli and Selmo, 2003) are also shown. It can be observed that the sampled springs fall 

slightly above or mainly below the GMWL. Springs in the upper right corner of Fig. 5.3a 

indicate waters enriched with heavier isotopes, probably recharged from precipitation 

occurring at lower elevations, while springs located on opposite corner of Fig. 5.3a show 

lighter isotopic contents, indicating a probable recharge from higher elevations (Pena Reyes 

et al., 2015). Comparing January 2012 and June 2012 samples for Pliniana thermal spring, it is 

possible to observe an increase of δ2H and a slight decrease of δ18O in winter with respect to 

summer. This could indicate the presence of mixing between superficial water within the 

thermal springs during summer. Based on the function of recharge elevation with δ18O found 

in Pena Reyes et al. (2015), we observe that the recharge elevations of thermal springs are 

higher than 2000 m a.s.l. indicating recharge from areas located in Switzerland or in the Trafoi 

valley (South Tyrol, Italy). The only exception is Palestra spring, where a strong mixing with 

cold water is observed, thus altering the isotopic composition, as we can see from Fig. 5.3b. 

Tritium was used to reveal the age of spring water through comparison with a reference 

tritium atmospheric time curve (IAEA, 2005). The Pliniana and Cassiodora thermal springs 

show the smallest values of tritium Units, 3.9 and 2.3, respectively. These correspond to the 

longer circulation time between 5 and 10 years (Pena Reyes et al., 2015). Such long residence 

time is inconsistent with a deep karstic system, whereas supports the hypothesis of a 
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superficial epikarstic and strongly fractured rock mass, accordingly to the field observations 

and Lugeon permeability tests previously mentioned. 

 

5.4 CONCEPTUAL MODEL 

The model spatial extent is of extreme relevance in the reconstruction of deep circulation 

systems. An overly restricted scenario hampers a complete representation of groundwater 

flow and heat exchange processes, whereas a very large one results in excessive 

computational loading and more complex and uncertain geological reconstruction. Due to the 

Figure 5. 3: Isotopic analyses: (a) dual isotope plot for spring water 
samples taken in January 2012 (red dots) and July 2012 (black dots). 
LWL (local meteoric water line for North Italy), GMWL (global meteoric 
water line); (b) results of isotopic analyses and calculated recharge 
elevation for seven thermal springs sampled on January and July 2012. 

(a) 

(b) 
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large extent of the supposed contributing area and its intrinsic geological complexity, a review 

of the existing literature on the study area was performed (Pozzi, 1990; Berra, 1994; 

Froitzheim et al., 1997, Geologische Karte der Schweiz, 2005; Foglio CARG 1:50,000 N. 024, 

2009). Based on regional structural studies (Conti, 1994; Froitzheim et al., 1996), the model 

was extended north of Bormio to include entirely the S-Charl Nappe, where a transition 

between Triassic sedimentary cover and metamorphic basement occurs (Fig. 5.1a and Fig. 

5.1c). This results in a very large regional groundwater flow and heat transport model covering 

about 700 km2 and embracing the Livigno lake, Piz Sesvenna, Val Mustair, M.te Ortles, Forni 

glacier and St. Caterina Valfurva (Fig. 5.1a). Elevations range from the M.te Ortles summit 

(3905 m a.s.l.) to the municipality of Glorenza (850 m a.s.l.). As a common practice, limits of 

the model match with valley bottom, principal rivers and mountain watersheds, thus allowing 

an easier attribution of hydraulic boundary conditions.  

The geological model was based on several deep geological cross sections from Eugster (1971), 

Pozzi (1965) and Conti (1994). By reconstructing a fence diagram connecting the neighbouring 

sections, interpolated surfaces were created. Major attention was devoted to representing 

the Zebrù thrust and the Glorenza fault at the contact between sedimentary cover and 

metamorphic basement. The base of the model is located at –4,500 m a.s.l., and the upper 

limit is defined by topography derived from a 40 x 40 meter DEM, resulting in a maximum 

thickness of about 8.5 kilometres (see Fig. 5.4). The lower limit of the Zebru’ thrust damage 

zone is located approximately at +500 m a.s.l. forming the top surface of the metamorphic 

basement. As a result, the structural model includes a 5 km thick quasi-impervious unit (i.e. 

metamorphic basement) below the central portion of the model (cross section in Figure 5.4). 

This unit acts as a buffer for applying thermal boundary conditions at the bottom of the model.  

The highly fractured rock-mass of the deformation band, associated with the Zebrù thrust - 

Glorenza fault system, is assumed to constitute a preferred path for deep groundwater 

circulation as well as a conduit for rapid ascent in Bormio thermal area. This has been 

described in other geothermal systems of the Alps (e.g. Vuataz, 1983; Rybach, 1995; Perello 

et al., 2001; Pastorelli et al., 1999; Baietto et al., 2008). The dolostone/carbonate rock mass is 

refined by subdividing it into two different discrete zones (Fig. 5.4): (i) a superficial unit, often 
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referred as the decompressed zone (Jamier, 1975; Raven, 1977; Cruchet, 1985), which 

represents the more permeable layers due to weathering processes, intense fracturing and 

epikarstic characteristics, and (ii) a deeper unit with lower permeability simulating the 

underlying non karstic, unweathered and less fractured sedimentary rocks (Ofterdinger, 2001; 

Welch and Allen, 2014). 

Figure 5.4: (a) Three-dimensional geological conceptual model showing the internal subdivision according to the four main 
hydrogeological units and the present day permafrost areas (orange). Recharge in the uplands is limited below the permafrost 
limit at 2650 m a.s.l.  (b) Cross section A-A’ passing through the thermal outflow area. The hydrogeological units include: the 
low-permeability metamorphic basement (purple); the high-permeability Zebrù thrust – Glorenza fault damage zone (light 
green); the low-permeability dolostone/carbonate rocks (blue); the highly permeable, fractured and epikarstic zone (red). 
The white line (-100 m a.s.l.) marks the base of the pure hydrodynamic model. For the conductive and the coupled hydro-
thermal models the computational domain is extended down to -4,500 m a.s.l. 
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In summary, the conceptual model consists of four hydrogeological units: (1) a superficial 

decompressed zone, with a medium thickness around 400 meters and representing the 

epikarstic aquifer where the infiltration from meteoric waters occurs; (2) a lower less-

fractured non-karstic isotropic rock mass; (3) a high-permeability 100-m thick damage zone 

associated with the regional Zebru’ thrust – Glorenza fault system and (4) the low-

permeability metamorphic basement (Fig. 5.4). 

 

5.5 NUMERICAL MODELLING 

5.5.1 Numerical formulation of the conceptual model 

A three-dimensional thermo-hydraulic model was built to simulate the deep and complex 

regional groundwater flow system. The commercial Feflow® groundwater finite-element 

simulator (Diersch, 2014) was used to solve the differential equations governing density-

driven flows. The mathematical and numerical formulation of the problem can be found in 

Diersch (2014). 

Feflow® solves the following set of governing equations in saturated porous media: 

Fluid mass conservation:  𝑆
𝜕𝜑

𝜕t
+ div(𝐪) = 0                                                                      (Eq. 1) 

Darcy’s law:   𝐪 = −𝐊 (grad(𝜑) +
𝜌f−𝜌0f

𝜌0f
𝐮)                                               (Eq. 2) 

Energy balance equation:  

 
𝜕

𝜕𝑡
{[𝜑𝜌f𝑐f + (1 − 𝜑)𝜌s𝑐s]𝑇} + div(𝜌f𝑐f𝑇𝐪) − div[λgrad(𝑇)] = 0                                   (Eq. 3) 

In the equation of fluid mass conservation (Eq. 1), S is the specific storage, φ is the hydraulic 

head and q is the Darcy velocity defining the specific discharge of the fluid.  

In the Darcy’s law (Eq. 2) K is the hydraulic conductivity tensor, u the gravitational unit vector 

and  
𝜌f−𝜌0f

𝜌0f
𝐮  is the buoyancy force induced by density variation (𝜌0f is the reference value of 

the fluid density 𝜌f). 

In the energy balance equation for the fluid and the porous medium (Eq. 3), 𝑐f and 𝑐s denote 

the heat capacity of the fluid and the solid, respectively, T is the temperature and λ is the 

thermal conductivity of the saturated porous medium. 
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The flow and transport equations (Eq. 2 and 3) are non-linear and strongly coupled since 

temperature controls the hydraulic conductivity tensor K, the fluid density and dynamic 

viscosity, as expressed by the following constitutive and phenomenological relation: 

𝐊 =
𝐤𝜌0f𝑔

𝜇f(𝐶, 𝑇)
                                                                           (Eq. 4) 

In Eq. 4, K is the hydraulic conductivity tensor, k is the permeability tensor, g is the 

gravitational acceleration and 𝜇f(𝐶, 𝑇) takes into account the fluid viscosity effects due to 

temperature and concentration variations. 

Feflow® fully implements an extended Equation of State (EOS) in order to reproduce a variable 

fluid density and viscosity for a wide range of temperature (0 ≤ T ≤ 350 °C) and pressure (psat 

≤ p ≤ 100 MPa). 

The EOS (Equation Of State) for the fluid density is written as: 

𝜌f = 𝜌0f[1 − 𝛽̅(𝑇, 𝑝)(𝑇 − 𝑇0) + 𝛾̅(𝑇, 𝑝)(𝑝 − 𝑝0)]                                                                 (Eq. 5) 

The fluid density in the single liquid phase is expressed in terms of reference values for density, 

temperature and pressure (𝜌0, 𝑇0 and 𝑝0).  𝛽̅(𝑇, 𝑝) is the coefficient of thermal expansion 

and  𝛾̅(𝑇, 𝑝) is the coefficient of compressibility. The polynomial expressions used to fit the 

coefficients in a wide range of temperature (0 ≤ T ≤ 350 °C) and pressure (psat ≤ p ≤ 100 MPa) 

are given in Magri et al. (2009) and ensure an accurate estimate of fluid density and viscosity 

as a function of pressure and temperature. 

The fluid viscosity is calculated with the following function as shown in WASY-GmbH (2002). 

𝜇(𝑇)

𝜇(𝑇0)
=

1 + 0.70603 × ϛT0
− 0.04832 × ϛT0

3

1 + 0.70603 × ϛ − 0.04823 × ϛ3
 ;  ϛ =

𝑇 − 150

100
 ; ϛT0

=
𝑇0 − 150

100
           (Eq. 6) 

This allows for modelling heat transfer in hydrothermal reservoirs where high temperatures 

and pressures occur. 

5.5.2 Modelling approach 

Based on the conceptual configuration presented above, two numerical models were built to 

investigate the different processes involved in the area. In the pure hydrodynamic flow model 

(no heat transport), the bottom is set at an elevation of -100 m a.s.l. within the metamorphic 

basement (maximum thickness of ca. 4 km; Fig. 5.4). The coupled thermo-hydraulic model, 
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which includes the whole thickness of the low-permeability metamorphic units (-4,500 m 

a.s.l.), leads to a maximum thickness of ca. 8.5 km (Figure 5.4). 

The model surface was discretized into a triangular finite-elements mesh using the software 

Midas GTS NX® (2014). The mesh quality is very high with only 2.4 % of triangles with obtuse 

angles (>120°) and 0.1 % of triangles violating the Delaunay’s criterion. Mesh refining was 

applied to ensure good quality simulations: elements size decreases gradually from 300 

meters to 30 meters where the largest hydraulic head gradient and water flux dynamics occur, 

such as near the thermal springs outflow area, lakes and main rivers. This discretization 

produced a surface mesh made of 42,682 nodes and 84,044 elements (Fig. 5.5 and Fig. 5.6). 

Finer mesh did not affect the calculated patterns. 

Figure 5.5: (a) Three-dimensional hydrodynamic flow model (48 slices with 84,044 triangles for each slice and 4 million 
prismatic elements), with applied hydraulic boundary conditions. A no-flow boundary condition is set to the bottom of 
the model (-100 m a.s.l.). (b) Enlargement of thermal outflow area as detailed in Fig. 5.1b, with location of thermal 
springs (blue dots). The 48 slices are visible along the lateral model boundary. 
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The 2D surface mesh was imported into Feflow® using a Matlab® script (Guide, 1998). The 

volume between the topographic surface and the bottom of the model is discretized with 48, 

for the hydrodynamic model, and 90, for the coupled thermo-hydraulic model, variably thick 

slices, ranging from 100 meters at the bottom to a minimum of 4 meters near the topographic 

surface. In total, the 3D meshes consist of more than 4 million prismatic elements for the 

hydrodynamic flow model and of more than 7.5 million prismatic elements for the coupled 

thermo-hydraulic model (Fig. 5.5 and Fig. 5.6). 

The 3D mesh and reconstructed geological surfaces were imported in FracMan® software 

(Dershowitz et al., 1998) to assign material properties to each 3D element. Using a specific 

plug-in (DHI-WASY GmbH, ImportMatPorp.dll) the assigned material properties were 

imported back to Feflow® and linked with the previously created three-dimensional elevation 

model. In this way, a high quality refined mesh has been attained without structural internal 

subdivisions and including zones that exhibit different hydraulic and thermal behaviour. 

Calculations of both purely hydrodynamic and coupled groundwater flow – heat-transfer 

processes were performed in Feflow®. All the tested models were calibrated against available 

measured discharge rates and outflow spring temperatures.  

5.5.3 Boundary conditions 

Groundwater flow boundary conditions were defined based on the geological and 

hydrogeological conceptual model. A constant head (i.e. Dirichlet type) corresponding to 

elevation of Bormio thermal springs was imposed at ten superficial nodes (Fig. 5.5). Along the 

main rivers, lakes and lateral boundaries, a fluid-transfer boundary condition (i.e. Cauchy type) 

was applied (Fig. 5.5) in order to account for surface-water/groundwater interaction. Such a 

transfer boundary condition applies a pre-defined reference head, as the value for the 

boundary condition, combined with a conductance parameter (transfer rate or leakage 

coefficient), set separately as a material property. In the models, the reference head is 

assumed equal to elevation and imposed where the water table intersects topography. This is 

the case for Livigno, Cancano and San Giacomo di Fraele lakes, the main river network (Adda, 

Adige, Braulio, Viola and Frodolfo rivers) and the bottom of Val Mustair (Rom stream) and Val 

Venosta (see Figs. 5.1a and 5.5). All the remaining lateral boundaries of the model, coincident 

with valley bottom and mountain watershed, were considered as no flow boundaries.  
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In the purely hydrodynamic model, to simulate effective recharge due to snowmelt and rain, 

an inflow value equal to 40% of mean annual precipitation (i.e. 400 mm/year) was assigned to 

surface elements belonging to permeable sedimentary units. For areas located above 2,650 

m a.s.l. (see Fig. 5.4), where in a typical alpine environment permafrost strongly limits 

infiltration (Guglielmin et al., 2001; Boeckli et al., 2011), the effective recharge was set equal 

to 0. 

Regarding the transient coupled thermo-hydraulic models, a steady-state heat-conductive 

solution of the problem is used as initial conditions.  Fluid-flow boundary conditions are those 

of the previously described groundwater flow problem.  A heat-transfer boundary condition 

(i.e. Cauchy type), controlled by a heat transmission coefficient, was imposed at all superficial 

nodes with the exception of those representing thermal springs. This allows discharge 

temperatures to be different from land surface prescribed temperature. Like the hydraulic 

equivalent, a heat-transfer boundary condition applies a pre-defined reference temperature, 

equal to the annual means for different altitude intervals (values ranging from 8 °C to 0 °C) 

Figure 5.6: Three-dimensional coupled hydro-thermal model (90 slices with 84,044 triangles for each slice and 7.5 million 
prismatic elements), with applied thermal boundary conditions. Reference temperature on ground surface for different 
elevation intervals (Cauchy type) and fixed temperature of 150 °C (Dirichlet type) at the model bottom (-4,500 m a.s.l.). The 
90 slices are visible along the lateral no-heat-flow model boundary. 
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(Fig. 5.6). Moreover, the lateral boundaries are no flow for both heat and groundwater flow, 

in particular because no heat is advected across such boundaries, it is assumed that heat 

conduction is vertical, i.e., no heat crosses. 

The coupled thermo-hydraulic simulations, taking into consideration the whole thickness of 

the conceptual model (ca. 8.5 km), allow to apply a fixed temperature (i.e. Dirichlet type) as 

boundary condition at the model base (-4,500 meters a.s.l.). Assuming a mean geothermal 

gradient of 35 °C/km, evaluated for the Central Alps (Clark et al., 1956; Medici and Rybach, 

1995) a constant temperature of 150 °C was set (Fig. 5.6). This allows the computation of the 

heat flow through the metamorphic bedrock underlying the major aquifers and facilitates the 

modelling of basin-scale processes that influence the temperature field over a time interval of 

less than a million of years (Lin et al., 2000).  

In the following transient simulations the fluid-flux recharge boundary condition (Neumann 

type) is set as time-dependent. This allows modelling the gradual reactivation of the 

subsurface flow, in response to the slow melting of the Last Glacial Maximum (LGM) ice 

masses, and the presence of permafrost blocking infiltration through the valley side after 

glacier retreat (Lebrouc et al., 2013). Transient infiltration increases from 0% to the calibrated 

final value, equal to the 40% of annual precipitation (i.e. 400 mm/year), as discussed further 

in Section ‘Thermo-hydraulic model’. The other hydraulic and thermal boundary conditions 

were considered constant over time. 

 

5.6 HYDRODYNAMIC MODELS 

5.6.1 Model definition 

Groundwater flow simulations represent a preliminary step in the development of the 

regional thermo-hydraulic numerical model. All the models were run assuming phreatic 

unconfined aquifer conditions under steady-state regime. Models were calibrated comparing 

numerical outputs with monitored average flow rates for the thermal springs (i.e. 2400 l/min) 

and with the mean discharge rate of Rom stream in Val Mustair (i.e. 177,000 m3/day; Swiss 

Federal Office of Environment, FOEN, 2017).  

Hydraulic conductivity is the main parameter controlling groundwater flux: a calibration 

process based on literature data both at global and local scale (Sonney, 2010; Clerici and 
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Sfratato, 2008), was carried out to estimate equivalent rock-mass continuum parameters. A 

clear distinction exists between carbonatic and metamorphic lithologies, these last 

characterized by a lower estimated hydraulic conductivity. Therefore, a one order of 

magnitude difference in hydraulic conductivity values was imposed between these units (Fig. 

5.7). To the highly fractured deformation band, associated with the Zebrù thrust – Glorenza 

fault system, has been assigned half an order of magnitude larger hydraulic conductivity with 

respect to basement units (Table 5.2). Anisotropic hydraulic conductivity is introduced in the 

vertical direction (Kz>Kx,y,  following Ofterdinger, 2001). 

The transfer rate parameter, defined as the ratio between the hydraulic conductivity and the 

thickness of a layer forming the river bed (clogging layer), has been also calibrated. Starting 

values were defined assuming the same hydraulic conductivity as for the underlying geological 

unit and a layer thickness of 5 meters.  

5.6.2 Calibration results 

Some parameters (e.g. hydraulic conductivity) strongly influence the model results, while 

others (e.g. transfer rate) have minor effect on computed outflow rates. Multiple values of 

both hydraulic conductivity and transfer rate have been tested considering both isotropic and 

anisotropic conditions.  

The transfer rate has a minor control on water table elevation and discharge rates, but 

controls the interaction between rivers and aquifers. Three orders of magnitude variation in 

hydraulic conductivities of the clogging layer have been tested. The final calibrated values 

resulted in a correct hydrologic behaviour, i.e. main rivers and lakes feed the aquifer when 

they are located above groundwater level and drain it when they are located below the 

groundwater level (see Fig. 5.7). This calibrated transfer rate avoids the formation of 

unrealistic "bubble" saturation fronts, observed where rivers are higher than the main water 

table. 
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Figure 5.7: Hydraulic head distribution and water-table trace on the surface (white line) for the final calibrated 
hydrodynamic model. Three cross sections coloured according to calibrated hydraulic conductivities values (see 
Table 5.2 for the complete list of hydraulic properties); hydraulic head isolines are shown. All the cross sections, 
characterized by double vertical stretching, show a water table (white line) mimicking the topographic surface 
geometry. 
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To calibrate the hydraulic conductivity values, a groundwater level map was extracted and 

edited in a geographic information system (GIS) environment for each simulation, and 

simulated outflow rates for both thermal springs and Rom stream were compared with the 

measured values. A range of two orders in magnitude of hydraulic conductivity was tested for 

each unit. Simulated values ranged from 10-7 to 10-5 m/s for the decompressed zone and from 

10-8 to 10-6 for the deep portions of the dolostone/carbonate reservoir. Hydraulic 

conductivities from 10-6 to 10-4 m/s and from 10-9 to 10-7 m/s were used for the Zebrù thrust - 

Glorenza fault damage zone and for underlying metamorphic units, respectively. Calibrated 

hydraulic conductivity values (Fig. 5.7) were still consistent with literature data (Sonney and 

Vuataz, 2009; Sonney, 2010; Welch and Allen, 2014). Calculated peak discharges of 2500 l/min 

and 180,000 m3/day, similar to the monitored ones of 2400 l/min and 177,000 m3/day, were 

attained at Bormio thermal spring nodes and at the catchment closure of the Rom stream.  

The calibrated steady state hydrodynamic model exhibits a realistic hydraulic head 

distribution typical of the alpine environment where recharge / discharge areas occur in the 

highland and lowlands, respectively (Fig. 5.7) (Bodri and Rybach, 1998, Welch and Allen, 2014). 

This trend is similar to the one observed in neighbouring areas where excavated tunnels 

provide additional information regarding deep water pressure distribution (e.g. Fig. 3.19 and 

Fig. 3.20 in Ofterdinger, 2001). 

 

Table 5.2: Calibrated values for the hydraulic parameters adopted in the construction of the hydrodynamic 

numerical model. 

Parameter Decompressed zone 

Deep portion of 

dolostone/carbonate 

reservoir 

Metamorphic 

basement 

Zebrù thrust – 

Glorenza fault 

Kx = Ky a   (m/s) 1.25x10-5 1.25x10-7 1x10-8 2.5x10-6 

Kz b   (m/s) 1.25x10-5 1.25x10-7 1x10-7 2.5x10-5 

In/Out transfer 

rate (1/s) 
1.25x10-5 1.25x10-8 1x10-8 2.5x10-5 

In/Out flow on 

top (mm/yr) 
400 - - 400 

a   Kx and Ky represent the hydraulic conductivity in x and y direction (horizontal plane) 

b   Kz represents the hydraulic conductivity in z direction (vertical plane) 
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5.7 HEAT-TRANSFER MODELS 

5.7.1 Model definition 

Following the example of other simulations of heat and fluid transport processes (Marèchal 

et al., 1999; Baietto et al., 2008; Gallino et al., 2009; Thiébaud et al., 2010; Dzikowski et al., 

2016), thermal modelling was performed in two steps: firstly, simulations were carried out as 

a pure heat-conduction problem under steady-state regime; then, the results were taken as 

initial conditions for a coupled fluid flow and heat transport simulation in both steady and 

transient regimes.  

Hydraulic material properties were assigned from the previously calibrated hydrodynamic 

model. Initial rock thermal conductivity of 1.33 W/m/K and effective porosity of 0.025 % were 

assigned to all sedimentary subdomains and values of 2.5 W/m/K and 0.01 % were assigned 

to the metamorphic units of the model, consistently with literature data (Robertson, 1988; 

Sonney and Vuataz, 2009; Sonney, 2010). The heat transmission coefficient (i.e. transfer rate) 

was calculated as the heat conductivity of the material divided by the representative element 

height (Magri et al., 2015). Feflow® default values were used for thermal conductivity of water 

(0.65 W/m/K), heat capacity of solid (2.52 MJ/m3/K) and water (4.2 MJ/m3/K) (Table 5.3). 

 

Table 5.3: Calibrated values of thermal material parameters for the four lithologic units of the heat-transfer 

model. Calibration is performed assuming hydrodynamic parameters as in Table 5.2. 

Parameter 
Decompressed 

zone 

Deep portion of 

dolostone/carbonate 

reservoir 

Metamorphic 

basement 

Zebrù thrust – 

Glorenza fault 

Porosity (%) 0.025 0.025 0.01 0.1 

Thermal conductivity 

of solid (W/m/K) 
1.33 1.33 2.5 1.33 

In/Out transfer rate 

(heat) (J/m2/s/K) 
0.0866 0.0866 0.1766 0.0866 
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5.7.2 Purely conductive model 

The initial glacial condition, in which the local geothermal gradient was almost undisturbed by 

groundwater flow, has been modelled as a pure conduction problem under steady-state 

regime. Thermal boundary conditions and material properties were as presented above. 

However, because Feflow® does not allow no-flow simulations, a very low and homogeneous 

value of hydraulic conductivity (10-14 m/s) was assigned to all model elements. 

As expected, the resulting conductive temperature distribution (Fig. 5.8) is characterized by 

anomalies in the temperature isosurfaces mainly coinciding with the main valleys or the 

different thermal properties assigned to model elements. This undisturbed geothermal 

temperature field has been used as initial internal condition for the following transient 

simulations. 

5.7.3 Thermo-hydraulic model 

Transient simulations have been performed using the conductive heat flow model 

temperature distribution as initial conditions, and a starting time equivalent to LGM 

conditions realized 11,000-12,000 years ago. Similar thermal and timing configurations have 

been used by other authors (Maréchal, 1998; Gallino et al., 2009; Thièbaud et al., 2010; 

Dzikowski et al., 2016) to simulate the reactivation of infiltration and water circulation, 

following the regional glacial retreat of LGM ice masses. 

Steady-state simulations were performed to determine whether the present day temperature 

of Bormio thermal waters is compatible with thermal equilibrium between cold infiltrating 

water and host rocks. At steady-state the simulated temperatures (mean calculated value of 

8 °C) at Bormio thermal springs are considerably lower than either the conductive or 

monitored ones, thus suggesting a thermal disequilibrium (monitored values ranging from 35 

to 43 °C; Table 5.1).  

Additionally, based on the work of Deming (1993), the time length necessary for the coupled 

heat/fluid flow system to attain steady state conditions has been calculated. With a model 

thickness of about 8 km, the system would require 300-600 million years to equilibrate, 

depending on the chosen parameter setting (porosity and thermal conductivity) used to 

calculate the thermal diffusivity.  
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Figure 5.8: (a)-(d) Conductive temperature distribution along the sides of the model: (a) view from north, (b) from south, (c) 
from west and (d) from east. (e) Perspective view of the model with purely conductive temperature isolines and the 37 °C 
isosurface (i.e. mean present day thermal springs temperature). Negative thermal anomalies are present below mountain 
ridges, thus preventing the 37 °C isosurface from reaching the ground surface around the thermal outflow area (see 
enlargement). 
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Therefore, these results fully support the hypothesis that long time-scale transient simulations 

are required to model the thermal evolution of Bormio system between the Last Glacial 

Maximum (ca. 11-12,000 years B.P.) and the present day.  

Computed temperatures at 10 observation points corresponding to Bormio thermal springs 

(Fig. 5.9) confirm the general long-term cooling evolution of the system. Starting from purely 

conductive thermal state (Fig. 5.10; 0 yrs), the temperature at Bormio springs increases to a 

maximum value of about 57 °C, reached after ca. 6,000 years in the simulation, due to the 

activation of topographically-driven circulation system that drives deep water to the surface 

along the Zebrù thrust. After this peak, outflow temperature gradually decreases due to 

increased infiltration of cold water from superficial recharge and snowmelt. The present day 

average measured value of 37 °C is reached after ca. 13,000 years in the simulation (Fig. 5.10; 

13,000 yrs). The model shows a complete cooling of the aquifer after a period of ca. 50,000 

years (Fig. 5.10; 50,000 yrs) with an average final simulated temperature of 10 °C. Additional 

simulations have been performed applying a constant superficial recharge value, all over the 

Figure 5.9: Time evolution of simulated water discharge temperatures for the coupled hydro-thermal transient model at 10 
observation points corresponding to Bormio thermal springs (for location, see Fig. 5.1). Time 0 corresponds to the end of last 
glaciation (LGM ca. 12,000 years B.P.). The measured temperature ranges for the thermal springs are reported in the legend 
and as small boxes for the three springs along the model fault trace. The assumed time-dependent recharge applied to the 
model is shown. 
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simulation time, and equal to the minimum (5%, i.e. 50 mm/year) and to the maximum (40%, 

i.e. 400 mm/year) of the transient time-step values (Fig. 5.9).  

As the resulting temporal evolution of discharge temperatures does not show a substantial 

difference from simulation with transient recharge (see Fig. 5.9), it is possible to conclude that 

Bormio springs temperature evolution is mainly controlled by the thermal and hydraulic 

property distributions of the model rather than by cold water infiltration rates. However, the 

adopted time-dependent values (Fig. 5.9) represent the gradual reactivation of subsurface 

flow, following the melting of LGM ice masses, more realistically. 

 

5.8 DISCUSSION 

The aim of this study was to simulate the hydrodynamic and thermal behaviour of the complex 

Bormio alpine fractured system since the LGM. Because of the size (ca. 700 km2) and 

complexity of the studied area, numerous simplifications have been made in the geometry of 

the model (e.g. a constant thickness for the damage zone associated with regional Zebrù 

thrust). Such simplifications, coupled with the loosely constrained hydraulic and thermal 

parameters, induce some uncertainties in the results. Nevertheless, a calibration process was 

performed and all the models were tested against available data such as measured river and 

spring discharge rates and outlet spring temperatures. 

As in many other geothermal systems (Forster and Smith, 1988, 1989; López and Smith, 1995, 

1996; Baietto et al., 2008; Dzikowski et al., 2016), a tectonic structure, in this case the 

relatively thin and permeable damage zone of the Zebrù thrust – Glorenza fault system (light 

green in Fig. 5.4 and Fig. 5.7), rapidly transmits groundwater from great depth to the springs. 

Groundwater flow towards the regional tectonic feature depends on the capability of both 

the fault zone and the sedimentary rock to transmit fluids, and of the relative contrast in 

permeability with the basement rocks. The simulated groundwater flows converge to the 

Adda valley and Bagni Vecchi, the lowest points of the model, where the contact between 

permeable sedimentary covers and underlying impermeable metamorphic units crops out 

(Fig. 5.7).  
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Figure 5.10: Evolution with time of water temperature for the coupled-hydro-thermal model. Results 
are presented at three time steps (0 yrs, 13,000 yrs and 50,000 yrs since LGM) along three cross sections 
(see traces in Fig. 5.7). Positive (i.e. upwelling) and negative thermal anomalies are shown. Negative 
anomalies progressively enlarge and deepen with time, while upwelling zones become more evident. 
Isotherm values are in °C and hydrogeological units are as in Figures 5.4 and 5.7. 
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The high dip angle of Zebrù thrust ( 60°) forces groundwater to upflow and discharge at the 

observed flow rates (ca. 2400 l/min). Flux-weighted pathlines, providing a visual indication of 

groundwater flow and relative flux rates, clearly show the role of Zebrù thrust – Glorenza fault 

system in the regional flow and highlight the areas where cold waters preferentially recharge 

the system. The forward tracking analysis (Fig. 5.11) shows that thermal hot water originates 

from a very large area, including the Swiss portion of the model, where meteoric and 

snowmelt waters infiltrate in the Ortles and S-Charl nappe. 

Regarding heat transfer models the system is initially assumed to be dominated by 

conduction. This is based on the hypothesis that permafrost and glaciers present down to an 

elevation of ca. 1,000 meters a.s.l. during the last glaciation prevented significant groundwater 

recharge. The absence of fluid circulation in the steady state/conductive model generates a 

condition globally warmer than the present day one. At the same time it prevents hot 

temperatures to be reached at Bormio thermal spring nodes (see Fig. 5.8). Transient coupled 

hydro-thermal simulations use as starting date the age of significant glacial retreat (LGM) 

estimated by Hormes et al. (2008) around 11,000-12,000 years ago. 

The time dependent thermal evolution of the model (Fig. 5.10) shows how groundwater flow 

affects the thermal gradient in the study area by advective heat flow cooling. The model 

predicts increasing temperature at the spring nodes till a progressive long term cooling. 

Topographically-driven advective flow creates a thermal upwelling along the valley talweg (i.e 

valley floors) and at outflow areas. Negative thermal anomalies (Fig. 5.10) progressively 

deepen throughout the simulation time below areas where effective recharge (i.e. snowmelt 

and rain) is assigned (i.e. permeable sedimentary units below the permafrost limit of 2,650 

meters a.s.l.). 

A similar distribution of positive and negative thermal anomalies has been observed for 

mountain groundwater flows and thermal regimes (Forster and Smith, 1988, 1989; Deming, 

1993; Bodri and Rybach, 1998; Gallino et al., 2009; Thièbaud et al., 2010; Burns et al., 2015; 

Dzikowski et al., 2016). This distribution, observed also in the Bormio model, demonstrates 

that basal heat flow can be strongly reduced by cold groundwater deepening within mountain 

systems. 
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The transient thermal analyses show that present day temperatures (i.e. 11,000-12,000 years 

since LGM) of Bormio thermal waters can only be explained by taking into consideration both 

progressive heating during deep infiltration and the temporal evolution of the system. As said 

above, the restored circulation within the aquifer since the end of the last glaciation causes 

gradual heating of the discharged waters, followed by a progressive cooling. The computed 

Figure 5.11: Flow trajectories for the calibrated hydrodynamic model, showing areas contributing to the Bormio thermal 
springs: (a) Particle tracking from ten selected nodes of the calibrated hydrodynamic model. Thermal hot water originates 
from a very large area, including the Swiss portion of the model, where meteoric and snowmelt waters infiltrate in the 
sedimentary nappes (Ortles and S-Charl). Hydraulic head isosurfaces every 100 m are also presented. (b) Zoom of the forward 
tracking analysis in the thermal outflow area. Flow directions are highlighted with black arrows and show the steep upward 
path followed by rising deep thermal hot water in proximity of Bormio. 
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temperatures approach the recorded present-day values at the spring points around 13,000 

years after LGM (see Fig. 5.9). This is observed at three springs (#1, 8 and 9 in Fig. 5.1b and 

Table 5.1) which fall exactly along the outcropping fault trace in the model. The temperature 

mismatch for the other springs (Fig. 5.9) is ascribed to the local geometry of the fault zone 

deformation band, which is clearly simplified in the numerical model, not taking into account 

splays and other local effects in the vicinity of the ground surface. 

As for the role of the Zebrù thrust – Glorenza fault system on fluid flow and heat transfer, the 

modelling approach allows fluids to enter or leave the fracture zone at any point along its 

length. Due to the marked difference between calibrated hydraulic and thermal parameters 

of intact/damaged carbonate and metamorphic lithologies, the contact zone acts as a 

preferential pathway for hot fluid migration, in particular during initial heating of the model 

(Fig. 5.10). Perhaps due to the complex three-dimensional structure, the simulations do not 

show a proper convective circulation established within the fault zone, as found by Lòpez and 

Smith (1995) in their simplified 3D mountain single fault model. Nevertheless, hot ascending 

plumes show in the modelling results of Figure 5.10, indicating that high-relief surface 

topography can cause lateral variations in the thermal regime. Figure 5.10 shows a progressive 

enlargement and deepening of the negative thermal anomalies below the mountain massif 

and the sharpening of the positive anomalies (i.e. upwelling). 

 

5.9 SUMMARY 

The influences of groundwater recharge, glaciation and deglaciation, permafrost distribution 

and hydraulic properties on the development of fluid and heat flow in a typical alpine setting 

were examined.  

The conceptual model was built based on hydrochemical analysis previously performed in the 

Bormio area. From those preliminary simulations, some typical aquifer conditions can be 

traced for the Bormio thermal system: 1) water types are dominated by dissolution of the 

main ion groups Ca–Mg and SO4–HCO3, with seasonal variations for the second end members; 

2) dominant oxidizing conditions for the thermal springs; 3) dominant sulphate water type 

typical of deep and high-temperature processes, suggesting that Bormio thermal waters are 

not well mixed with shallow waters, with exception of seasonal mixing; 4) low Cl 
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concentrations, with poor correlations between Cl and other major ions; 5) relatively stable 

hydrochemical conditions for most of the major ions such as Ca, Mg, K, Na, Cl, SO4; 6) 

geothermometer results indicate thermal reservoir temperatures of about 50-65°C, reached 

at the interface between impermeable metamorphic units and more permeable sedimentary 

covers; 7) circulation times obtained from isotopic data of approximately 5-10 years. 

Steady state hydrodynamic simulations are used to define the water table geometry and to 

calibrate model properties against measured outflow rates at Bormio thermal springs and 

stream discharge. The model results in a realistic hydraulic head distribution mimicking the 

mountain massif topography as reported for other alpine environments.  

Thermo-hydraulic simulations suggest that an unsteady thermal regime is needed to explain 

the current spring water temperatures. In particular, the model shows that hydro-thermal 

flow in the Bormio area mainly occurs along the regional Zebru thrust – Glorenza fault system 

and that convection plays a minor role compared to  topographic advective heat flow. Rainfall 

infiltration values (40% of the mean annual precipitation), providing the recharge of the 

system, strongly control Bormio springs outflow rates. The hydraulic and thermal structures 

of the model constrain the thermal behaviour of the simulations. Positive anomalies evolve 

with time below the discharge zone and the topographic lows. The modelled time spans 

50,000 years since the Last Glacial Maximum. Average monitored spring discharge 

temperature of 37 °C is reached after ca 13,000 years of simulation (close to the end of the 

LGM in the area defined at 11,000 to 12,000 yrs BP), while complete cooling of the aquifer 

occurs within approximately 50,000 years. Thus, contrary to the impression given by human-

timescale observations, the Bormio hydrothermal system is not thermally stable.  

A large contributing domain, highly elevated relief, complex subsurface structure and high 

regional heat flow make the Bormio hydrothermal system an interesting case study. The 

adopted numerical framework proves to be suitable for such complex modelling issue and 

yields satisfactory hydrothermal results in terms of both flow rate and water temperature. 

However, rather large uncertainties still exist in the rest of the model domain, mainly due to 

lack of deep and superficial information. 

 

 



109 
 

 

 

 

 

 

 

 

 

 

 

6. THE CASTEL GIORGIO – 

TORRE ALFINA GEOTHERMAL 

FIELD 

 

 

 

 

 

 

 

 

 

 

 

 



110 
 

The chapter is largely based on the article of Volpi et al. (2017): Modeling highly buoyant flows 

in the Castel Giorgio - Torre Alfina deep geothermal reservoir, published on on Geofluids 

Journal. 

 

6.1 INTRODUCTION 

Dynamic high enthalpy reservoirs are the most worldwide spread and exploited geothermal 

systems. The high temperatures recorded at the exploitable depths in the range of 1 to 3 km, 

is usually due to intrusive masses which induce an intense heat-flow, triggering free 

convection heat transfer mechanisms when a porous aquifer is emplaced above (Nicholson, 

2012). The occurrence of dynamic high temperature geothermal fields is often tectonically 

determined, and mainly associated with volcanic active areas or active plate margins. 

Important examples are the geothermal areas of Yellowstone (Eaton et al., 1975, Morgan et 

al., 1977; Lucchitta, 1990), northern California (Younker et al., 1982), the Pannonic Basin 

(Ravnik et al., 1995), and the Rhine Graben (Werner and Kahle, 1980; Brun et al., 1992; Bellani 

et al., 2004). Electricity production is the most important form of utilization of such high 

temperature geothermal systems (Kühn, 2004). 

Italy strongly contributes to the development of geothermal power generation. In 1904, the 

world first electrical power was produced from a geothermal energy source in the Larderello 

site (Tuscany, central Italy, Barelli et al., 1995a,b,c, 2000; Batini et al., 2003; Tiwari and Ghosal 

2005; Romagnoli et al., 2010; Stober and Bucher, 2013). 

Beyond the world famous Larderello system, fossil and active hydrothermal manifestations 

are distributed all along the pre-Appennine belt of central Italy, facing the Tyrrhenian coast. 

This area has undergone to both lithospheric extension and upper mantle doming. Such 

processes have been active since the Miocene (Carmignani et al., 1994; Brunet et al., 2000) 

and are likely sustained by mass and heat fluxes from the upper mantle. This is suggested by 

the intense tectonic and volcanic activity associated to extremely high and variable surface 

heat flux anomalies (Della Vedova et al., 2001, 2008). All these processes document a 

predominant heat transfer mechanism by vertical mass flow, which accumulates large amount 

of geothermal resources at accessible depths in the upper crust. Two geothermal fields in the 

area, characterized by heat flow values of up to 1000 mW/m2 (Larderello system) and 600 



111 
 

mW/m2 (Mt. Amiata system) (Bellani et al., 2004), are currently exploited for the production 

of electricity. 

Recently, various projects were set up on a regional basis to investigate the geothermal 

potential of the Italian Tyrrhenian facing areas. Moreover, research and development of new 

exploitable geothermal fields have been encouraged by the approval of specific decrees of law 

(i.e. Legislative Decree of 11 February 2010, n. 22, modified by Legislative Decree of 3 March 

2011, n. 28 and Article 28 of Decree of Law of 18 October 2012, n. 179).  

Among the identified promising areas, the Castel Giorgio - Torre Alfina field (CG-TA, northern 

Latium, Fig. 6.1) is an example of an early explored and so far not exploited, medium enthalpy 

geothermal system (Cataldi and Rendina, 1973; Buonasorte et al., 1988; Colucci and 

Guandalini, 2014). Detailed hydro-geothermal data, available for the selected area since early 

70s, show that the CG-TA is a potential geothermal reservoir with medium thermal 

characteristics (120°C - 210°C) whose fluids (pressurized water and gas, mainly CO2) are hosted 

in a fractured carbonate formation (Buonasorte et al., 1988, Barberi et al., 1994; Chiarabba et 

al., 1995; Chiodini et al., 1995; Doveri et al., 2010; Carapezza et al., 2015). Data from the 

deepest geothermal drilling in the area (Alfina015 well, max depth -4,826 m a.s.l., see Fig. 6.1 

for location) show a highly variable temperature gradient ranging between 0.15 °C/10m  and 

2.1 °C/10m (Buonasorte et al., 1991). Such a strong variation likely indicates the presence of 

highly convective flow within the reservoir rocks. This finding makes the CG-TA area suitable 

for future exploitation through a new generation 5 MWe geothermal pilot power plant. 

Following the guidelines of the above mentioned Italian legislative decrees, this exploitation 

project is characterized by no gas emission to the atmosphere and total reinjection of the 

geothermal fluid in the same producing geological formation (i.e. geothermal well doublet 

system). 

Planning of such challenging geothermal field exploitation projects requires an appropriate 

numerical modelling of the involved heat and fluid transfer processes. These numerical 

models allow to define well’s system design, fracture paths, extraction rates, temperature of 

injected and produced thermal waters, to interpret hydraulic tests or stimulation processes, 

and to predict reservoir behaviour during geothermal power production. Therefore, they are 
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mandatory to optimize the productive capacity and the thermal breakthrough occurrence 

(Stober and Bucher, 2013; Li et al., 2016).  

The aim of the present study is to build the first 3D numerical model of the deep, medium-

enthalpy CG-TA reservoir to reproduce the highly convective undisturbed present-day natural 

state of the reservoir. These results, validated against the pressures and temperatures 

measured in geothermal wells, are afterward used to investigate the feasibility of a 

geothermal power production configuration (i.e. injection and production wells). The analysis 

is performed on a hypothetical 50 years operational life cycle adopting a well doublet system 

at a 1,050 t/h flow rate (ITW and LKW, 2013). The finite element open source code 

OpenGeoSys (Kolditz et al., 2012) is used to build the hydro-thermal (HT) model. As additional 

Figure 6.1: (a) Geographical setting of the CG-TA geothermal field (red dashed line). The geothermal producing reservoir (red 
shaded area), the cross section trace A-B, and the existing geothermal wells drilled in the area are shown (where in the labels 
A stands for Alfina, G for Gradoli, GC for Grotte di Castro, B for Bolsena and Ba for Bagnoregio). (b) Enlargement of the SE 
area of the reservoir with location of the 5 production wells (CG1, CG1A, CG2, CG3 and CG3A) and the 4 injection wells (CG14, 
CG14A, CG14B and CG14C) used in the simulation of the 5MW field exploitation. 
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numerical constraint, the results are compared against those obtained with the commercial 

finite element code Feflow® (Diersch, 2014). 

First, the hydro-geothermal data derived from geophysical investigations and from 

geothermal wells are described and used to build a conceptual and numerical model of the 

CG-TA reservoir. Then, the numerical approach based on the OpenGeoSys software is given. 

Results are obtained both at short (i.e. operational) and long term (i.e. full reservoir recovery) 

time scale. Besides providing valuable guidelines for future exploitation of the CG-TA deep 

geothermal reservoir, this study highlights the importance of field data constraints for the 

interpretation of numerical results of fluid processes in reservoir-scale systems. 

 

6.2 RESERVOIR CHARACTERIZATION 

6.2.1  Regional geological and structural setting 

The occurrence of medium- and high-enthalpy geothermal fields in central Italy is localized 

along the Tyrrhenian margin of the Apennines (i.e. southern Tuscany - Fig. 6.1). Here the 

geodynamic setting and the magmatic activity produce a huge geothermal anomaly with 

maximum peaks centred in the Larderello and Mt. Amiata areas, where heat flow values 

almost double the continental average (Baldi et al., 1994). 

From a geothermal point of view, southern Tuscany represents the most productive and 

exploited site of all Italy. Therefore, its complex geological and tectonic setting has been 

extensively studied by several authors (Decandia et al., 1998; Liotta et al., 1998; Brogi et al., 

2003, 2005; Brogi, 2006), and many alternative models were proposed to describe the 

tectonic evolution of the inner Northern Apennine (Carmignani et al., 1994; Boccaletti et al., 

1997; Jolivet et al., 1998; Bonini and Sani, 2002).   

The southern Tuscany is characterized by a shallow Moho discontinuity (20-25 km depth), and 

a reduced lithosphere thickness due to uprising asthenosphere and the delamination of 

crustal lithosphere (Gianelli, 2008). The present-day structural setting of the Tyrrhenian coast 

facing regions represents the heritage of two main deformation processes that begun in the 

Oligocene (i.e. 30 Ma BP) with the Alpine-Apennine orogenesis (Carminati and Doglioni, 2005). 

Firstly a compressive phase resulted in the formation of fold-and-thrust-belts and associated 

piggy-back basins with NNE-SSW oriented trend (Buonasorte et al., 1987 and 1995; Petracchini 
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et al., 2015). Then, a post-collisional extensional tectonics eastward migrating, affected the 

inner part of the orogenic belt since at least Early Miocene (Minissale, 1991; Rossetti et al., 

1999). Extension, due to the Tyrrhenian back-arc opening, resulted in the formation of NW–

SE tectonic basins and in crustal thinning, with consequent upwelling of magma bodies and 

increased heat flow (Della Vedova et al., 2001, 2008; Romagnoli et al., 2010). Such widespread 

Late Miocene-Quaternary magmatism was derived from mixing of crustal and mantle sources 

(Serri et al., 1993). Since the Middle Pliocene, southern Tuscany has been affected by rapid 

surface uplift (Dallmeyer and Liotta, 1998), in contrast with the coeval thermal subsidence 

affecting the nearby northern Tyrrhenian Basin (Bartole, 1995).  

From late Miocene to late Pliocene, N–S and NW–SE trending normal faults were active in 

southern Tuscany, bordering several extensional basins (Pascucci et al., 1999; Montone et al., 

2012) in a non-rotational setting (Mattei et al., 1996). Normal faulting within the Apennines 

and its peri-Thyrrenian foundered thrust belt lead to an increase in vertical permeability, 

connectivity and fluid mixing in progressively larger and interconnected sectors of the 

stretched crust (Ghisetti and Vezzani, 2002). The continuity of adjacent basins throughout 

southern Tuscany is interrupted by Quaternary NE–SW strike-slip faults and step-over zones, 

controlling the magma emplacement in the inner Northern Apennine (Acocella et al., 2006). 

Due to the interplay of all these phenomena, the geologic and structural settings of the area 

are quite complex and involve many different lithostratigraphic units. The main and most 

widespread complexes, from the shallower to the deeper ones (Nardi et al., 1977; Cosentino 

et al., 2010; Romagnoli et al., 2010; Colucci and Guandalini 2014; Fig. 6.2) are, namely: 

- Volcanic complex: Pliocene-Pleistocene volcanic products found in the north-eastern border 

of the large volcanic complex of Vulsini caldera (Fig. 6.1). It includes tuff, lavas and 

pyroclastic rocks, characterized by variable thickness, with a maximum of 200 meters;  

- Neoautochthonous complex: composed by Miocene to Quaternary deposits, mainly related 

to marine, lacustrine and to continental environments. It is represented by clays, with 

limited sand content, conglomerates, marls, evaporates and detrital limestones in a 

discontinuous layer 50 to 160 meters thick;  
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- Ligurian/sub-Ligurian  complex: The genesis is related to the convergence tectonics that 

caused the closure of the Ligurian-Piedmont Ocean since Late Cretaceous. The main 

lithologies are Jurassic-Eocene clayey-marly units in flysch facies, sandstones, marly-

limestones and ophiolites. They are characterized by a highly variable thickness ranging 

from 500 to 1,800 meter (RAI01 well, see Fig. 6.1; Nardi et al., 1977); 

Figure 6.2: Stratigraphic columns and correlation section (see trace in Fig. 6.1) compared with 
the WNW – SSE cross section by Buonasorte et al. (1988).  RAI01, Alfina004 and Alfina014 wells 
belong to the first drilling campaign (1971-1972), while the deepest Alfina015 well was drilled 
on 1987-1988. The Castel Giorgio – Torre Alfina geothermal reservoir is hosted in a structural 
high (i.e. horst structure) of fractured Mesozoic limestones belonging to Tuscan and Umbria 
Nappe complex (light and dark blue units). 
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- Tuscan and Umbria Nappe complex: represents a sedimentary succession deposited since 

Triassic to Miocene on the continental paleomargin of the Adria Plate. It is composed by 

Triassic-Lower Miocene arenaceous and clayey-marly formations, calcareous-siliceous 

rocks, dolostone and anhydrites. The upper portion of this formation is characterized 

mainly by marly-limestone and shales, and is referred as the “Scaglia formation”. The 

Tuscan and Umbria Nappe carbonatic formation reaches a thickness of about 3,700 meter 

(Alfina015 well, see Fig. 6.1; Buonasorte et al., 1991).  

6.2.2 The Castel  Giorgio - Torre Alfina geothermal field 

The CG-TA geothermal field (Fig. 6.1) is located to the north of the Vulsini caldera (Buonasorte 

et al., 1988), at the boundary between the Tuscany, Umbria and Latium regions (central Italy).  

The Torre Alfina reservoir was extensively explored between the 1970’s and the 1990’s. We 

refer to the works of Cataldi and Rendina (1973) and of Buonasorte et al. (1988, 1991) for the 

detailed description of the geothermal explorations carried out in the area. These 

investigations culminated with the drilling of eight geothermal wells, with depths ranging from  

563 to 2,710 m, and more recently, with the drilling of a very deep geothermal well (Alfina015 

– Fig. 6.2) reaching the depth of 4,826 m.  

The integration between stratigraphic borehole logs, geophysical (Buonasorte et al., 1988; 

1991) and seismic (Chiarabba et al., 1995) data identified the CG-TA geothermal reservoir as 

hosted in a structural high (i.e. horst structure highlighted in the correlation section of Figure 

6.2) of fractured Mesozoic limestones, belonging to the Tuscan and Umbria Nappe complex, 

and marked by positive geothermal and magnetic anomalies (Vignaroli et al., 2013). Structural 

investigations performed in the area by Buonasorte et al. (1987) and Piscopo et al. (2009) 

provide a detailed description of the N-S striking post-orogenic extensional faults bounding 

this horst structure and an analysis of the geometry, orientation, and kinematics of all the 

other tectonic features occurring in the Torre Alfina geothermal system. 

The first geothermal drilling campaign performed in the CG-TA field (1971-1972), was aimed 

to reach and cross the argillaceous and shaly terrains of the Ligurian and Sub-Ligurian complex. 

These investigations not only allowed a detailed stratigraphic reconstruction, but also the 

definition of the basic characteristics of the geothermal reservoir fluids (e.g. pressurized hot 

water with average temperature of 140°C) and the detection of a gas cap made by 2% of 
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dissolved CO2. This 100 meter thick cap, recognized only in the central part of the field, was 

extensively exploited until few years ago for CO2 storage by the well Alfina013 (Fig 6.1). 

The target of the more recent campaign (1987-1988) was the deeper and hotter geothermal 

reservoir, hosted in the metamorphic rocks lying underneath the calcareous formations. 

Though the exploration did not reach the metamorphic basement, it demonstrated the 

presence of a single very thick carbonatic reservoir (>3,700 m thick), within which a highly 

variable temperature gradient of 0.15 °C/10m -0.45°C/10m was recorded (Buonasorte et al., 

1991). These exploration wells resulted in multiple pressure and temperature vertical profiles 

Figure 6.3: Temperature vertical profiles along 3 exploration wells according to Cataldi 
and Rendina (1973), Buonasorte et al. (1988, 1991). Locations of the selected wells are 
reported in Fig. 6.1. The inversion of the Alfina015 well temperature profile and the 
values detected at the top and at the bottom of the reservoir (140  °C at -1,050 meters 
b.g.l. - 207 °C at -4,000 meters b.g.l.), prove the highly convective behaviour of the 
system. 
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within the geothermal field, three of which are illustrated in Figure 6.3. The available data 

stands in different depth ranges: Alfina002 well, the shallower one, with measured 

temperature data reaching -500 m a.s.l.; the second well (RAI01) reached -2,000 m a.s.l., while 

the last and most recently drilled Alfina015 well provided a full temperature profile up to a 

depth of -4000 m a.s.l.. The shallower Alfina002 and RAI01 wells, reaching only the top of the 

reservoir units, registered a linearly increasing temperature with a high geothermal gradient 

in the range of 1.7–2.1°C/10m (Buonasorte et al., 1988). This suggests a mainly conductive 

heat transfer mechanism associated to the cap rock impermeable units. A similar trend was 

observed in the shallower portion (up to ca. 1000 m depth) of the deep Alfina015 well (Fig. 

6.3). At about 1000 m a knick-point and a thermal inversion are observed along the profile. 

The geothermal gradient below this depth ranges between 0.15°C/10m and 0.45°C/10m. Such 

a strong variation, coupled with measured top and bottom nearly constant temperatures of 

the reservoir fluids (i.e. 140°C and 207°C at 1,050 m and 4,000 m depth, respectively; 

Buonasorte et al., 1991), point toward an intense, large-scale convective flow confined in the 

area of the buried structural high.  

In summary, the CG-TA area is an example of a promising, early explored and yet to be 

developed geothermal filed. Despite the extremely favourable conditions for exploitation 

(Cataldi and Rendina, 1973), its industrial development was not promoted till 2011. A new 

geothermal research permit was requested for the Torre Alfina area, aimed to the 

development of 2 new generation 5 MWe pilot doublet plants, with reduced gas emission 

(ITW and LKW, 2013; Carapezza et al., 2015). 

 

6.3 CONCEPTUAL MODEL 

The spatial extent of the model is fundamental for a reliable simulation of the complex 

processes involved in a geothermal reservoir. An overly restricted scenario hampers a 

complete representation of the circulation into the field, whereas a very large one results in a 

more uncertain geological reconstruction and excessive computational loading. The model 

area, covering about 293 km2 (Fig. 6.4), is located north of the Vulsini calderas and it is 

bordered by the Meso-Cenozoic ridge of the Mount Cetona, to the north and by the Bolsena 

caldera structure, to the south (Fig. 6.1). The extent is large enough for the imposed boundary 
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conditions not to interfere with the phenomena occurring inside the geothermal field. This is 

guaranteed by an horizontal distance between lateral model boundaries and the geothermal 

field of 7.5 km in the E-W direction and of 2.5 km in the N-S direction (Fig. 6.4). Due to the 

large extent of the geothermal reservoir and its intrinsic geological complexity, a complete 

review of the existing data and literature was required (Cataldi and Rendina, 1973; Nardi et 

al., 1977; Costantini et al., 1984; Buonasorte et al., 1991, 1995; Vignaroli et al., 2013; 

Carapezza et al., 2015; Colucci and Guandalini, 2014).  

The geological model was based on deep geological cross sections (Costantini et al., 1984; 

Nardi et al., 1977; Buonasorte et al., 1988) and contour line maps of the contact surfaces 

between geological formations (Buonasorte et al., 1988; Colucci and Guandalini, 2014). Major 

attention was devoted in representing changes inside and outside the geothermal reservoir. 

The base of the model was located at –4,500 m a.s.l., within fractured limestone reservoir 

units. The upper limit was defined by a rather flat topography derived from a 20 x 20 meter 

DEM derived topography. This resulted in a maximum model thickness of about 5 kilometres 

(from +600 m a.s.l. to -4,500 m a.s.l.; see Fig. 6.4).  

The reservoir units are composed, from bottom to top, of evaporites, limestones, marls and 

radiolarites (Tuscan and Umbria series s.l.; Costantini et al., 1984). Such reservoir units are 

buried by the sealing units, and crop out at San Casciano dei Bagni village. The sealing units 

consist of an allochthonous flysch-type sequence composed of arenaceous turbidites 

intercalated with layers of shales, marls, and limestones, overlaid by an ophiolitic sequence 

(siliceous shales and sandstones including blocks of gabbro and serpentinite) (Ligurian units 

s.l.; Carmignani and Lazzarotto, 2004).  

As previously mentioned, the area has undergone a strong post-orogenic deformation phase, 

resulting in strike-slip and subordinate normal fault systems (with associated fracture 

network) cutting and dislocating the internal architecture of the reservoir (Vignaroli et al., 

2013). No anomalous soil CO2 flux was recorded by the detailed investigations performed by 

Carapezza et al. (2015). This indicates the effectiveness of the impervious behaviour of both 

the sealing units, which are continuous all over the reservoir area with a thickness of no less 

than 400 meters, and the fault system connecting the geothermal reservoir with the surface.  
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In summary, the conceptual model consists of seven hydrogeological units (Fig. 6.4), of which 

the upper three form the sealing cap and the remaining comprise the reservoir. The Volcanic 

complex (1) is the youngest one and it outcrops only in the southern part of the model domain. 

This formation tends to thin towards the North where it is in contact with the other sealing 

units, represented by the Neoautochthonous complex (2) and the Ligurian/sub-Ligurian 

complex (3). The shallower geothermal reservoir unit is referred as the Scaglia formation (4), 

a tiny layer mainly consisting of argillites. Below this, the fractured limestone rocks of the 

Tuscan limestone formation (5) and the deeper Umbria limestone formation (6) are emplaced. 

The Scaglia, Tuscan and Umbria complex units (# 4, 5 and 6) were additionally subdivided 

between formations stacked into the proper geothermal reservoir (i.e. the real portion 

affected by convection phenomena, with an extent of ca. 73 km2), and those falling outside 

the producing area. The model includes also a NE-SW trending subvertical fault (7), with a 

surface trace of about one kilometre, a vertical extent of 1.5 km and impervious behaviour. 

 

Figure 6.4: Three-dimensional geological conceptual model cut along the same WNW – SSE cross section realized by 
Buonasorte et al. (1988) (see Fig. 6.2). The same cross section as in Fig. 6.1 is used to slide the model. Model (ca. 293 km2) 
internal subdivision shows the seven adopted hydrogeological units, named as reported in Table 6.1. Reservoir units (Scaglia 
complex, Tuscan nappe complex and Umbria nappe complex) have been distinguished between formations stacked into the 
geothermal reservoir (unit name – in) and those falling outside the producing area (unit name – out). Distances between 
reservoir area and lateral model boundaries are shown (7.5 km along E-W direction and 2.5 km along N-S direction).  
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6.4 NUMERICAL MODELLING 

6.4.1 Numerical formulation of the conceptual model 

Based on the conceptual model, a refined reservoir-scale three-dimensional thermo-hydraulic 

(TH) model was built to investigate the different processes involved in the CG-TA geothermal 

reservoir.  

The open-source finite-element simulator OpenGeoSys (OGS, Kolditz et al., 2012) was used to 

solve the differential equations governing density-driven flows. The mathematical and 

numerical formulation of the problem and the strongly coupled system of equations can be 

found in Kolditz et al. (2012).  

As a flexible non-commercial numerical software code for hydrological and hydrogeological 

modelling, OGS fully implements all the basic equations governing groundwater flow and heat 

transport in saturated porous media (e.g. fluid mass conservation, Darcy’s law, energy balance 

equation and Fourier law). Moreover, several equations of state (EOS) have been 

implemented in the code in order to reproduce temperature and pressure dependent fluid 

density and viscosity. Here we used the polynomial fittings introduced by Magri et al. (2015), 

that are valid for a wide range of temperatures (0 ≤ T ≤ 350 °C) and pressures (psat ≤ p ≤ 100 

MPa). Therefore allow for modelling heat transfer in deep geothermal reservoirs where high 

temperatures and pressures occur. 

6.4.2 Modelling approach 

The model surface (293 km2 ) was discretized into 17,768 triangular finite elements, satisfying 

the Delaunay’s criterion, by using the GMS software (EMS-I, 2006). Mesh refinement was 

applied to ensure simulation robustness: elements size decreases gradually from 500 meters, 

at model lateral boundaries, to 10 meters close to the fault zone and around the geothermal 

wells (Fig. 6.5). We verified that a finer mesh did not affect the calculated patterns. 

The 2D surface grid was extruded vertically using a fully unstructured tetrahedral 3D mesh. 

The total volume of the model was discretized with 35 layers ranging in thickness from 250 

meters, at the model bottom, to a minimum of 10 meters, near the topographic surface. In 

total the 3D mesh consists of 1,720,774 tetrahedral elements (Fig. 6.5) that preserves all 

outcropping and internal pinching of the geologic formations. 
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The two modelling challenges are: (i) recreate the present-day, highly convective, unexploited, 

natural state of the CG-TA geothermal system, and (ii) perform the predictive analysis of the 

industrial exploitation process of the field. Two scenarios are therefore presented (Colucci and 

Guandalini, 2014). (1) The first one, referred henceforth to as “Natural state simulation”, 

reproduces the thermo-hydraulic dynamic conditions of the geothermal reservoir, without 

extraction or injection of fluid. Pressure and temperature values measured in the three 

geothermal wells drilled in the area (Fig. 6.3) were used to constrain the numerical results. (2) 

Once a qualitatively satisfactory match between calculated and observed patterns in these 

three geothermal wells was obtained, the calculated temperature and pressure fields were 

used to initialize the second simulation step. The latter includes the operating conditions 

based on a reasonable configuration of injection and production wells. This scenario, referred 

as “Exploitation process simulation”, also assesses the impacts of the exploitation process on 

the long-term (i.e. up to 10,000 years) natural geothermal flow of the reservoir after the 

production stage. 

The same modelling framework (i.e. boundary conditions, initial conditions, equations of 

state, spatial and temporal discretization) is applied to the finite element commercial software 

Feflow®. 

6.4.3 Boundary conditions 

Temperature and pressure boundary conditions are summarized in Figure 6.5. In both 

scenarios, temperature and pressure distributions at the top were assumed to be time 

invariant. A fixed value of 15°C (i.e. Dirichlet type), corresponding to the average annual 

temperature of the area, and an atmospheric pressure value of 1 bar (i.e. Dirichlet type) were 

set. The implicit assumption is that the groundwater table and the ground surface coincide 

(Cataldi and Rendina, 1973; Buonasorte et al., 1988). Outside the reservoir area, temperature 

and pressure at the bottom boundary nodes were fixed too (i.e. Dirichlet type). The chosen 

values were calculated according to the average geothermal and pressure gradients of 

0.3°C/10m and 1bar/10m, respectively (Fig. 6.5). On the other hand, given the anomalous 

geothermal gradient (1.7–2.1 °C/10 m; Buonasorte et al., 1988) in the area of the buried 

structural high, an incoming heat-flux of 0.256 W/m2 (i.e. Neumann type) was applied at the 

nodes on bottom boundary below the reservoir area (Fig. 6.5). 
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A no-mass flow condition was imposed over all the lateral boundaries (i.e. adiabatic and 

impermeable boundaries). As said above, the large distance between the grid boundaries and 

the reservoir area guarantees that applied boundary conditions do not affect the field 

behaviour.  

The “Natural state simulation” was performed to determine the present-day reservoir 

condition, without any fluid extraction/injection scenarios. To let the system reach the 

present-day anomalous temperature field, the simulation covers a period of 1 million years. 

To verify the “Natural state simulation”, the spatial distribution of the simulated temperature 

Figure 6.5: Three-dimensional thermo-hydraulic model consisting of 35 slices with 17,768 triangles for each slice and 
1,720,774 tetrahedral elements. The 35 slices are visible along the left model boundary. Model elevation ranges from 670 to 
-4500m a.s.l. (see colour bar), while the 2D mesh is exploded below the model. Three-dimensional structure of the reservoir 
producing units (i.e. Scaglia complex, Tuscan nappe complex and Umbria nappe complex), confined in the area of the buried 
structural high, is shown in the central portion of the modelled domain (colour scale according to Fig. 6.4). Applied pressure 
and temperature boundary conditions, at the top and the bottom of the model (i.e. Dirichlet type and Neumann type), as well 
as the initial condition of the pressure and temperature earth gradients, are shown. A no-flow boundary condition is set to 
the lateral boundaries of the model. The tested configuration of the production and injection sites (separated horizontally by 
a distance of ca. 2 km) is highlighted by the refinement in the two-dimensional mesh. 
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was compared with the measured thermometric vertical profiles in correspondence of 3 

geothermal wells (Alfina002, Alfina015 and RAI01; see Fig. 6.1). 

To simulate field production and to predict the future system evolution, pressure and 

temperature boundary conditions remained those applied for the “Natural state simulation”. 

A reasonable configuration of 5 production and 4 injection wells, separated horizontally by a 

distance of ca. 2 km (Buonasorte et al., 1988), was inserted in the in the “Exploitation process 

simulation” model (see Fig. 6.1 and Fig. 6.5). A hypothetical 50 year production and injection 

time span, with a flow rate of 1050 t/h, was chosen following Buonasorte et al. (1988), Marini 

et al. (1993) and Colucci and Guandalini (2014). Starting from this production scenario, a flow 

rate of 210 t/h for each production well was applied. At each injection well, a constant 

injection temperature (i.e. Dirichlet type boundary condition) of 80°C and a 262.5 t/h injection 

rate were applied (ITW and LKW, 2013). These boundary conditions, distributed over the 

nodes of the active length of the production/injection wells (ca. 300 meters discretized with 

12 nodes), were set as time-dependent. At the end of the 50 years simulation run, the wells 

boundary conditions were removed and the simulation ran for an additional 10,000 years to 

investigate the recovery time and to test the technical sustainability of geothermal power 

production. 

6.4.4 Initial conditions 

In preparation for the dynamic reservoir simulation, initial reservoir conditions have to be 

determined. These initial conditions include both the geothermal gradient and the fluid 

pressure gradient (i.e. when advection/convection is not involved). For this purpose, this 

initialization phase of the natural state was modelled as a steady state condition without the 

incoming heat-flux at the bottom of the reservoir. The temperature and pressure boundary 

conditions and model internal partitioning were set as described above. In this steady state 

initialization, temperature and pressure effects on fluid density and viscosity were neglected. 

The values of the petrophysical parameters of the involved litostratigraphic units (Table 6. 1) 

were derived from available data for the area (Cataldi and Rendina, 1973; Nardi et al., 1977; 

Costantini et al., 1984; Buonasorte et al. 1988, 1991, 1995; Cosentino et al., 2010; Giordano et 

al., 2010; Vignaroli et al., 2013; Carapezza et al., 2015; Colucci and Guandalini, 2014). Default 

values for thermal conductivity of water (0.65 W/m/K) and heat capacity of water (4.2 
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MJ/m3/K) were used. This initialization resulted in a temperature field with values ranging 

from 15°C to 160°C, at the ground surface and the bottom boundary, respectively (Fig. 6.6a). 

Fluid pressure ranges from 1 bar, at the ground surface, to 491 bar at the model bottom. 

 

6.5 NATURAL STATE SIMULATION 

6.5.1 Model definition 

The natural state simulation aimed to define the present-day, unexploited thermo-fluid 

dynamic conditions inside the geothermal reservoir including the advective/convective fluid 

motion. Simulation started by applying initial conditions defined as above. As common 

practice, the natural state simulations of geothermal fields require a long simulation time so 

as to attain pressure and temperature stabilization in the reservoir (Porras et al., 2007; 

Romagnoli et al., 2010; Llanos et al., 2015; Magri et al., 2015). Therefore, a 1 Ma simulation 

time has been chosen, neglecting effects of past climate change or transient effects in the 

rocks, and representing a generic geologic period. The performed transient simulation 

adopted a maximum time-step size of 500 years. This time step coincides with the one used 

to update the fluid density and viscosity values as a function of calculated pressure and 

temperature. Applied boundary conditions remained the same presented above. 

Regarding the assignment of required petrophysical parameters, the reservoir units were 

distinguished between those falling inside and outside the proper geothermal reservoir (see 

Fig. 6.4). The latter, were initialized with a value of permeability equal to 1.5*10-17 m2; while 

the remaining reservoir units preserved their typical fractured limestone permeability values, 

derived from the literature works and ranging from   10-14 to 10-15 m2 (Table 6. 1). A very low 

permeability value of 10-18 m2 adopted for the overlaying sealing units allowed modelling their 

impervious behaviour. A compressibility value of 10-10 Pa-1, slightly lower compared the one 

used for the reservoir units (i.e. 1.2–2.5 * 10-10 Pa-1; Table 6. 1), was assigned to these 

formations. This reduced compressibility allows maintaining the fluid pressure as simulated in 

the previous stationary system initialization phase, avoiding a fluid pressure rise due to 

temperature increase. The complete set of applied hydraulic and thermal parameters is given 

in Table 6. 1. 
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Table 6.1:  Hydraulic and thermal parameters of the litostratigraphic units involved in the natural state 

simulation. Values are taken from literature (Cataldi and Rendina, 1973; Nardi et al., 1977; Costantini et al., 1984; 

Buonasorte et al. 1988, 1991, 1995; Cosentino et al., 2010; Giordano et al., 2010; Vignaroli et al., 2013; Carapezza 

et al., 2015; Colucci and Guandalini, 2014). For the unit name the added specification -in and -out are used for 

formations stacked into (# 4b, 5b and 6b) or outside (# 4a, 5a and 6a) the proper geothermal reservoir, 

respectively. 

 

6.5.2 Results of the natural state simulation 

Results of the 3D convective flows are shown in Fig. 6.6 for three different simulation times 

(i.e. 0, 20,000 and 125,000 years). From the initial conductive temperature field, equal to the 

average geothermal gradient of 0.3°C/10m (Fig. 6.6a), a very efficient convective circulation 

develops only into the geothermal reservoir units (# 4b, 5b and 6b, as listed in Table 6. 1). This 

resulted in a gradual increase of temperature values in this area, while outside the producing 

units the pressure and temperature fields showed a full correspondence to those obtained at 

the end of the previous stationary system initialization. Fluid circulates in form of rolls and 

exhibits multi-cellular convective patterns, which start oscillating after ca. 20,000 years of 

simulation time (Fig. 6.6b). This implies sharper inherent gradients and continuous creation 

and disappearance of convective plumes patterns. Within the producing area, three elongated 

convective cells stretched over the entire geothermal reservoir (Fig. 6.6b). The observed 

cellular motion consists of multiple central up-flows, with a fluid velocity in the range of 2-

4*10-8 m/s, and associated lateral down-flows. The strong convective behaviour allows cold 

# Unit Density Porosity Permeability Compressibility Th. Conductivity Specific Heat

- - kg/m3
% m2 Pa-1

W/m°C J/kg°C

1 Volcanic 2200 5 1*10-18 1*10-10 2 1000

2 Neoautochthonous 2400 30 1*10-18 1*10-10 2.4 1000

3 Ligurian 2400 0.55 1*10-18 1*10-10 2.4 833

4a Scaglia - out 2400 1 1.5*10-17 1.2*10-10 2.1 1000

4b Scaglia - in 2400 1 1*10-15 1.2*10-10 2.1 1000

5a Tuscan nappe - out 2660 6 1.5*10-17 2.5*10-10 2.4 836

5b Tuscan nappe - in 2660 6 1*10-14 2.5*10-10 2.4 836

6a Umbria nappe - out 2660 6 1.5*10-17 2.5*10-10 2.4 836

6b Umbria nappe - in 2660 6 1.98*10-15 2.5*10-10 2.4 836

7 Fault 2660 1.5 1*10-18 1*10-10
2 1000
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infiltrating groundwater to reach basement depths where it gets heated before starting its 

upward migration to the top of the geothermal reservoir. Comparing the results of the natural 

state simulation along 1D profiles with real surveyed thermal profiles, it is possible to identify 

the time instant for which the model fits the real reservoir conditions. The identification of 

Figure 6.6: Temperature field resulting from the transient natural state simulation. 
The three wells (RAI01, Alfina015 and Alfina002 – see also Fig. 6.1), for which the 
available temperature logs were used to identify the reservoir present-day thermal 
state, are shown. Three different simulation times are presented: (a) 0 years, initial 
temperature field equal to the average earth gradient of 0.3°C/10m; (b) 20,000 
years, beginning of the oscillating multi-cellular convective regime confined in the 
reservoir units; (c) 125,000 years, best fitting time-step resulting in a good match 
between simulated and real thermometric data for the 3 evaluated wells (see Fig. 
6.7). 
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the best fitting simulated temperature profiles was performed through an iterative manual 

process by comparing computed 1D profiles against temperature profiles at 3 geothermal 

wells (Alfina002, RAI01 and Alfina015; see Figs. 6.1 and 6.3). The attained best fitting occurs 

at the 125,000 year simulation time (Fig. 6.6c) for all the three geothermal wells. At that time, 

the pattern of the three elongated convective cells is highlighted by a sharp difference in 

temperature between raising and sinking fluids. Velocity of the modelled convective cells 

raises to ca. 7*10-8 m/s, while maximum fluid temperature reaches 263°C. 

The sigmoidal shape of the temperature profiles suggests the occurrence of the highly 

convective flow (Fig. 6.7). In fact, all the three simulated profiles exhibit a clear thermal 

inversion as soon as the reservoir depth is reached (ca. -500 m a.s.l. for the Alfina002 well, ca. 

-1000 m a.s.l. for the Alfina015 well and ca. -2000 m a.s.l. for the RAI01 well). In the upper 2 

km of the temperature profiles (T < 150°C, conductive regime), the difference between 

simulated and measured values is at maximum 10°C (see Fig. 6.7). A comparison between 

Figure 6.7: Results of the natural state simulation. Comparison between best-fitting OpenGeoSys computed 
temperature profiles (125,000 years of simulation - green curves), best-fitting Feflow® computed temperature 
profiles (230,000 years of simulation - blue curves) and available real thermometric data (red curves, see Fig. 6.3). 
Location of the selected wells is reported in Fig. 6.1 and Fig. 6.6. In the plotted thermal logs, the depth of the reservoir 
top is highlighted. A clear thermal inversion can be seen as soon as the reservoir units are crossed (i.e. -500m a.s.l. 
for Alfina002 well, -1,050m a.s.l. for Alfina015 well and -2,000m a.s.l. for RAI01 well). This agree with the stepped 
shape of the measured deep temperature profile of Alfina015 well and supports the hypothesis of a highly convective 
behaviour of the reservoir. 
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simulated and measured deep reservoir temperature values (T > 150°C, convective regime) 

was possible only for the Alfina015 well, representative of almost the entire thickness of the 

model. The computed profile, in correspondence of the Alfina015 well position, shows a well-

developed trend with an almost constant temperature down to about -3,500 m a.s.l.. This can 

only be associated to the presence of a convective cell. A good fitting of the Alfina015 profile 

temperature was obtained by slightly shifting the sampling profile location of a few meters so 

that it hits upward buoyant flow. Feflow® and OGS models exhibit similar temperature-depth 

profiles in all wells, but at different simulation time (125,000 vs 230,000 year, see discussion). 

Differences in temperature values are observed at maximum depth, where convection is 

dominant and controls the thermal evolution of the system (Fig. 6.7).  

The computed best-fitting natural state temperature field formed the initial condition for the 

following dynamic reservoir simulations of the effects induced by the production process. 

 

6.6 EXPLOITATION PROCESS SIMULATION 

6.6.1 Model definition 

Once accomplished a satisfactory match for the natural state, a realistic scenario was set up 

for the future exploitation of the CG-TA geothermal field through a 5 MWe pilot doublet 

power plant. 

To achieve this, the chosen configuration (see Figs. 6.1 and 6.5, Buonasorte et al., 1988) of 5 

production wells (CG1, CG1A, CG2, CG3, CG3A) and 4 injection wells (CG14, CG14A, CG14B, 

CG14C) was inserted in the model. The production wells extract the geothermal fluids from 

the uppermost portion (from -300 to -700 m a.s.l.) of the reservoir units. The extraction depth 

range depends on the well position relatively to the top of the producing area. The injection 

of the 80°C fluid, at the above described rate, was designed at a depth ranging between -1,350 

and -1,550 m a.s.l.. For both production and injection sites, the well active length was fixed at 

300 meters. 

Pressure and temperature boundary conditions were those described for the Exploitation 

process simulation (see Boundary conditions, Fig. 6.5). Initial conditions, mimicking the 

present-day distribution of both temperature and pressure field, were imported from the 

calculated best-fitting time-step (i.e. 125,000 years of simulation time) of the previously 
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performed Natural state simulation. The exploitation time lasted 50 years and total simulation 

time 10,000 years, so as to evaluate the field long-term effects induced by production process. 

6.6.2 Field exploitation 

The evolution of well pressure over time, computed at a node with depth close to the well 

bottom, showed that the maximum differences, relatively to the initial pressure field, were 

reached at the end of the production time (i.e. after 50 years of simulation). In more detail, as 

shown in Figure 6.8a for wells CG2 and CG3, the production wells realized a depressurization 

in the 15-17 bar range, at the end of the first year of simulation, and then stabilized to an 

averaged value of 19 bar at the end of the production time. This pressure variation 

corresponds to approximately 12-14% of the initial pressure values (from 120 to 150 bar 

depending on the considered well) in the production wells. At the end of the exploitation of 

the geothermal field (i.e. after 50 years), no further fluid extraction occurred and the 

production wells exhibited a fast recovery. The monitored pressures raised back to the initial 

values in less than 100 years for the whole production site (see Fig. 6.8c for the wells CG2 and 

CG3). 

Figure 6.8: Evolution of well pressures during the exploitation process simulation at 2 selected production (CG2 and CG3, see 
Fig. 6.1) and 2 injection (CG14A and CG14B, see Fig. 6.1) wells: (a) and (b) refer to the 50 years simulation time, and (c) and 
(d) to the 10,000 years recovering time. The initial 500 years are shown in the full simulation time plots (c) and (d) as full 
recovery is reached. This allows better visualization of the transition between the field exploitation and the quick 
reestablishment of the initial undisturbed pressures.  
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On the other hand, at the injection site, injected water resulted in strong overpressures raising 

quickly in the first years (i.e. around 14-16 bar) to stabilize to an average value of 20 bar after 

50 years of simulation (see Fig. 6.8b for wells CG14A and CG14B). These overpressures 

correspond to approximately 7-10% of the initial pressure field (from 225 to 240 bar, for all 

the wells) recorded in the injection wells. At the end of the production time, in the same way 

as for the production wells, pressure values recovered quickly to the initial undisturbed ones 

(see Fig. 6.8d). Therefore, comparing model pressure distribution at the beginning (Natural 

state) and at the end of the simulation (i.e. after 10,000 years) no significant variations could 

be observed. 

The evolution of temperature over time for both production and injection wells is plotted in 

Figure 6.9. During system exploitation, the recorded temperature at the production wells 

exhibited a progressive increase over time (see Fig. 6.9a for wells CG2 and CG1A). The 

difference between onset and end of production (i.e. after 50 years) temperatures varies from 

2.5°C for CG2 well to a maximum value of 9.5°C for CG1 well. This increase in temperature 

resulted from the direct extraction of fluids from within a very strong convective system in the 

inner portion of the reservoir. Hence, from a thermal point of view, this analysis showed no 

interference effects between injection and production sites. 

At the end of the phase of exploitation (Fig. 6.9c), the recorded temperatures at production 

wells exhibited two different behaviours depending on the position of the well relatively to 

the generated convective cells. For example, in the CG1A well, the simulated temperature 

slowly decreased after the first 50 years of simulation time and recovered the initial 

undisturbed values in about 1,000 years. By contrast, the recorded temperature in the CG2 

well, firstly decreased to the initial value and then followed a gently increasing trend (ca. 2°C 

at the end of 10,000 years simulation, see Fig. 6.9c). To investigate further this behaviour 

simulation time was extended to 30,000 years (Fig. 6.9e). It turned out that, for wells located 

close to the convective cell (e.g. CG2 well), the recorded temperature exhibited strong 

convective oscillations, starting after 5,000 years from end of production, and preventing the 
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stabilization to the initial temperature values (see Fig. 6.9e). This behaviour was related to the 

evolution of the convection regime and to the pattern of multiple positive thermal anomalies.  

Fluid temperature in the injection area slowly decreased over time, reaching the injected value 

of 80 °C at the end of the production time (see Fig. 6.9b for wells CG14 and CG14C). At the 

end of exploitation, after 50 years of simulation time, temperatures in the surrounding of the 

injected wells recovered the initial values after ca. 2,000-3,000 years (see Fig. 6.9c). 

To evaluate the thermal response of the CG-TA reservoir to the production process, the 

influence area of the “cold-water” front was investigated (Fig. 6.10). At the end of the 

production time, the 80°C isosurface around the four injection wells, covered a subspherical 

volume with ca. 1 km in diameter (Fig. 6.10b). Therefore, the tested horizontal distance of 

Figure 6.9: Evolution of well temperatures during the exploitation process simulation at 2 selected production (CG2 and 
CG1A, see Fig. 6.1) and 2 injection (CG14 and CG14C, see Fig. 6.1) wells: (a) and (b) 50 years of exploitation process, and (c) 
and (d) the following 10,000 years of recovering. (e) Temperature evolution at the production wells (CG2 and CG1A) over the 
extended simulation time of 30,000 years. 
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about 2 km, between the production and injection sites, fully excluded the hypothesis of a 

thermal breakthrough.  

 

 

6.7 DISCUSSION 

Within the present work, an accurate hydro-thermal model was set up to recreate the highly 

convective behaviour of the CG-TA reservoir and then simulate the exploitation of this 

undeveloped geothermal field. A general procedure for model calibration was applied 

(O’Sullivan, 1985; Bodvarsson et al., 1986; Pruess, 1990a; O’Sullivan et al., 2001; Colucci and 

Figure 6.10: (a) Perspective view of the temperature field and of the 80°C isosurface (i.e. re-injected fluid temperature) 
at the end of the 50 years exploitation stage. Location and depth of the production and the injection wells are shown. 
(b) Evaluation of the influence area of the injection wells obtained by representing the 80°C “cold-water” front (i.e. 
isosurface) around the injection wells at the end of the 50 years field exploitation. 
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Guandalini, 2014), consisting of a natural state modelling followed by an exploitation process 

simulation. 

The above described natural state simulation, resulted in a good match between simulated 

(via the OGS code) and measured temperature profiles after ca. 125,000 years of simulation 

time (see Fig. 6.6c and Fig. 6.7). To analyse the temperature field at the best fitting simulation 

time (125,000 years, Fig. 6.11), the OGS model was sliced with a vertical plane along the E-W 

axis and passing through the Alfina015 well (A-A’ section in Figures 6.11a, b and c). Two 

convective plumes were recognized within the reservoir (Fig. 6.11c). Different vertical 

temperature profiles were extracted along this cross section plane at different relative 

positions with respect to the convective plumes (i.e. interplume or in between the two 

interacting plumes; axial or along the major plume axis; intersecting  or crossing the upper 

plume head; outside or in a portion not strongly affected by a convecting plume, Fig. 6.11d). 

An increase in the conductive temperature field of the sealing units (i.e. profile portion above 

the cap rock/reservoir contact elevation, ranging between -500 and -1,000 m a.s.l. depending 

on well position) is observed moving toward the axis of the plume (Figures 6.11c and d). Within 

the reservoir, a thermal inversion characterizes the temperature profiles which cut laterally 

the main plume (i.e. interplume, intersecting and Alfina015 profiles). The sigmoidal shape of 

the temperature vertical profiles is similar to the one observed in many other convection-

dominated geothermal systems, for which  comparable analyses were performed (Della 

Vedova et al., 2008; Blöcher et al., 2010; Romagnoli et al., 2010; Feather et al., 2013; Fulignati 

et al., 2014; Ebigbo et al., 2016). 

Multiple horizontal temperature profiles along A-A’ (Fig. 6.11e) cross section were extracted 

at different depths (i.e. -4000, -3000, -2000, -1000, -500, 0 and 300 m a.s.l.). The deepest 

profiles clearly showed two positive thermal anomalies, with values reaching more than 200°C 

in correspondence of the plumes axis. The shallower profiles show a progressive merging of 

the two plumes. 

Once determined the unexploited present-day temperature and pressure fields, the 

computed natural state was used as initial condition to simulate field production and the 

future system evolution. The highly convective behaviour of the system was suggested by the 

temperature graphs of the production wells in Figure 6.9a. From these results, we conclude 
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that the thermal breakthrough was prevented, as testified by the progressive increase in the 

recorded production site temperatures during the exploitation simulation. Moreover, the 

exploitation process induced only very small long-term changes with respect to the natural 

state of the geothermal system. In fact, at the end of the production time (i.e. after 50 years 

of simulation time), temperature in the production wells located close to the convective cell 

(e.g. CG2 well) exhibits strong convective oscillations, following the unexploited behaviour 

modelled in the natural state simulation. Darcy velocity of such convective cells stands in the 

range of 7.5 - 8.5*10-8 m/s, therefore close to the pre-exploitation one. 

Figure 6.11: Analysis of the temperature distribution at the best fitting time as from the OGS model: (a) oblique view of the 
model and the chose sampling  plane position; (b) cross section of the model with the material limits, the relative position of 
the reservoir and of the vertical and horizontal sampling profiles; (c) temperature field at 125.000 years of simulation time 
with evidence of the convective plumes developed within the reservoir; (d) and (e) vertical and horizontal profiles of 
temperature. Grey box in (e) shows the lateral limits of the reservoir. 
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The performance of the OGS code at modelling the convective flow within the geothermal 

system has been tested against the Feflow® code. The two codes implemented the same 

equations of state. OGS and Feflow® results show that the calculated patterns were 

qualitatively similar (e.g. multi-cellular convective fluid motion, velocities of convective cells) 

while differences in the calculated values existed (e.g. best fitting time-step in the natural 

state simulation, absolute pressure and temperature values during exploitation).  

Results of the Feflow® and OGS simulation are plotted in Figure 6.7. The iterative manual 

identification of the best fitting time-step resulted in a good matching between Feflow® 

simulated and real thermometric data around 230,000 years of simulation time. Even if a quite 

large time gap characterized the reservoir present-day situation modelled with the two 

software (i.e. best-fitting at 125,000 years of simulation time for OGS and 230,000 for 

Feflow®), the simulated vertical profiles perfectly overlapped for the entire depth of Alfina002 

and Alfina015 wells. As for the RAI01 well, a good match between the two tested software is 

observed in the shallower portion of the thermal logs (i.e. cover and impermeable units, 

conductive pattern). As soon as the reservoir depth is reached (i.e. -2000 m a.s.l.), convection 

is dominant. As a result, the simulated patterns can highly oscillate leading to larger 

temperature differences at selected simulation time steps (ca. 50°C at model bottom). At the 

best fitting simulation time, in the shallower portion of the vertical temperature profiles (T < 

150 °C) the difference between real measured data and Feflow® simulated values stands in 

the range of 5°C (see Fig. 6.7). This difference increases in the deeper portion of the 

temperature logs (T > 150 °C) due to the highly convective flow, as previously explained. After 

230,000 years of simulation time, Feflow® convective cells exhibited a maximum velocity of 

ca. 1.36*10-7 m/s and temperature values reaching 280°C.  

Starting from the present-day unexploited temperature and pressure fields, the same 

production scenario was simulated with Feflow®. Results of pressure and temperature vs. 

simulation time for both production and injection wells are plotted in Figure 6.12. Feflow® 

returned a trend very close to the one by OGS, for both pressure and temperature time 

evolution. It is worth to point out that the gap in the pressure values (~15 bar, Figs. 6.12b and 

d) is due to the fact that the two codes started from slightly different initial pressure fields, 

and thus the recovery process stabilizes to these initial undisturbed values.  
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Figure 6.12: Comparison between the OpenGeoSys (OGS) and the Feflow® model results (a), (b), (c) and (d) pressure (CG2 
well, see Fig. 6.1 for location), and (e), (f), (g) and (h) temperature (CG14 well, see Fig. 6.1 for location) evolution in time for 
both production and injection sites. (a), (b), (e) and (f) refer to the 50 years field exploitation, while (c), (d), (g) and (h) to the 
full simulation time (i.e. 10,000 years). The initial 500 years are shown in the full simulation time plots (c and d) as full recovery 
is reached. 
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Furthermore, the applied initial pressure and temperature fields were defined on the natural 

state condition identified only by the available thermal logs. Therefore, model constrains were 

only applied to temperature while missing any present-day pressure data. As the two software 

started from the same initial temperature values identified in the natural state simulation, the 

time evolution during the field exploitation process is perfectly overlapped (~1°C gap, see Fig. 

6.12e). Moreover, at the end of field production, Feflow® exhibits the same convective 

oscillations in the productive wells as already observed in the OGS results (Fig. 6.12g). 

Finally, the areal extent of the 80°C “cold water” front was evaluated in Feflow® as in OGS. 

The 80°C isosurface propagated away from the injection wells and reached its maximum 

extent at the end of the production time (i.e. 50 years). Again, a slightly irregular spherical 

shape, ca. 1 km in diameter, was observed. This confirms that the tested exploitation scenario 

prevents the thermal breakthrough in the same way as shown by OGS simulation. 

 

6.8 SUMMARY 

The objectives of this study are to model the origin of the thermal anomaly observed in the 

CG-TA medium-enthalpy geothermal field, to investigate the feasibility of geothermal 

exploitation, and to test capabilities of different codes at modelling highly buoyant flows. A 

fit-for-purpose 3D numerical model of the CG-TA geothermal system was built using the open 

source OpenGeoSys (OGS) code and the commercial Feflow® code. Following a general 

procedure for geothermal numerical models calibration, the present-day, highly convective, 

unexploited (natural) state model preceded the simulation of field production process. 

Starting from a steady state initialization of the reservoir, a satisfactory natural state 

modelling was achieved with limited differences between measured and computed 

temperatures. At higher depths, as convection is dominant, strong measured / calculated 

temperature discrepancies can be observed. The multi-cellular highly convective behaviour 

(Darcy velocity of 7*10-8 m/s) of the reservoir was successfully modelled, in agreement with 

what was inferred by the extensive deep explorations campaigns performed in the area.  

Simulation of the exploitation process covered a total time interval of 10,000 years with fluid 

extraction and injection limited to the initial 50 years. Simulations showed that only small 

changes were induced by the exploitation of the geothermal system (producing well 
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temperature increase between 2.5 and 9.5°C after 50 years) and no thermal breakthrough 

occurs. Full recovery occurs in about one thousand years due to the highly convective 

behaviour of the reservoir. The good agreement between measured and simulated results for 

the natural state allowed a confident prediction of the reservoir response to future 

exploitation. 

These concluding remarks were also sustained by the qualitatively similar calculated patterns 

resulting from the Feflow® performed simulation. Even if a time discrepancy in the 

identification of the present-day natural state occurs between Feflow® and OGS, the 

convective system behaviour, the fitting between simulated and real thermal data and the 

reservoir response to the tested exploitation scenario, are fully comparable.  

Such models support the understanding of reservoir behaviour and are critical to optimal 

reservoir management and sustainable utilization. Their reliability could be improved by 

integrating data from new superficial and deep explorations, and, at the same time, they can 

support the planning of new investigations, well drilling and the designing of exploitation steps 

aimed to the usage of geothermal energy in the Caste Giorgio – Torre Alfina area. 
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This chapter lays the basis for an article currently in preparation within the framework of a 

multi-disciplinary project funded by the German Research Foundation (DFG) (grant 

Ma4450/2-3). The aim of the project is to understand hydrological, hydrochemical and 

structural features of the Tiberias Basin, particularly the Lower Yarmouk Gorge, at the border 

between Israel and Jordan. The presented work refers to the hydrogeological aspects of the 

study area in relation to the presence of widespread thermal springs that could be related to 

faults or local hydraulic anisotropy. 

 

7.1 INTRODUCTION 

Deep ground-water flow plays a major role in many geologic processes (Bredehoeft and 

Norton, 1990). Convective high temperature or magmatic hosted reservoirs provide excellent 

example of the dynamic coupling of large-scale hydrologic systems and the evolution of the 

Earth’s crust (Garven, 1995; Gvirtzman et al., 1997a). As consequence of this coupling 

different system behaviours arise (Severini and Huntley 1983; Evans et al., 1991; Magri et al., 

2015). Sedimentary basins, hosting a liquid-dominated geothermal anomaly, are subjected to 

several coexisting forces which drive large-scale ground-water migration (McKenzie 1978). 

They respond to either forced convection (gravity- or pressure driven flow), or free convection 

(buoyancy- or thermally-driven flow) phenomena (Chen et al., 1990, Ingebritsen and Sanford, 

1999). 

Forced groundwater convection, resulting from a slope in the ground-water table, is a well-

known phenomenon observed at large and small basins throughout the world (Toth, 1978; 

Deming et al., 1992; Musgrove and Banner, 1993; Person et al., 1996). Free groundwater 

convection, arising from the dependence of fluid density on temperature, leads to unstable 

density stratifications where colder (denser) fluid overlies a warmer (lighter) fluid (Nield and 

Bejan, 2006). Typical pure free convection phenomena can be recognized in correspondence 

of mid-ocean ridges where strong temperature variations induce sea-water circulation 

(Anderson et al., 1979), and in geothermal systems (e.g. the Perth Basin in Western Australia 

and Torre Alfina geothermal field in central Italy; Sheldon et al., 2012; Buonasorte et al., 1991). 

The above two mechanisms (i.e. gravity-driven or forced convection flow and buoyancy-driven 

or free convection flow) may coexist in natural deep groundwater systems, that are named 
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mixed convective systems (e.g. Magri et al., 2015). Mixed convection is invoked as the main 

process when shallow heat anomaly is coupled with permeable faults or fractures. Early 

studies of the problem highlighted that the onset of different types of thermal convection 

require a relatively high permeability in the basin (Lapwood, 1948). Therefore, the hydraulic 

conductivity of the units exerts the major control on groundwater flow, and strongly impacts 

coupled processes. In this regard, permeable faults provide preferential pathways for mixed 

convection and for discharge of the regional flow (McKibbin 1986; Magri et al., 2015).  

Modelling of fractured geothermal aquifers is always a challenge due to the typically limited 

information describing the fractures geometry, location and properties (Abbo et al., 2003). 

Several 2D and 3D numerical models of faulted basins have been performed in the last 25 

years (e.g., Lopez and Smith, 1995; Ormond et al., 1995; Rabinowicz et al., 1999; Person et al., 

2012; Schilling et al., 2013; Kaiser et al., 2013). These studies reveal the complex flow patterns 

within the fractured zones and the surrounding aquifers, and highlight the spatial correlation 

between fracture locations and thermal surface manifestations such as hot springs or 

fumaroles. 

The Tiberian Basin, at the border between Israel, Jordan and Syria (Fig. 7.1a), is a valuable 

example of large scale groundwater flow coupled to heat transport in a faulted system, where 

mixed convection phenomena are likely to coexist. Moreover, the shallow heat anomaly 

characterizing the Northern Israel and Jordan areas, makes that field a potential site for 

production of electricity through geothermal methods (Roded et al., 2013). 

The Tiberian Basin is located within in the Jordan Rift Valley (Fig. 7.1a), which includes the 

lowest land surface elevation on Earth (i.e. the Dead Sea; Garfunkel, 1981). This deep base 

level serves as a discharge area for a gravity-driven ground-water flow systems from 

surrounding heights. The Jordan Rift valley is constituted by a series of rhomb-shaped pull-

apart basins, one of which hosts Lake Tiberias, also known as Lake Kinneret or Sea of Galilee 

(Fig. 7.1a, Gvirtzman et al., 1997a; Magri et al., 2016). This lake represents the main 

freshwater resource of the Middle East, suppling about 500 million m3 of water per year, or 

about 30% of the country's annual consumption (Tahal, 1989). Therefore, maintaining its 

water quality is of national interest.  
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The Lower Yarmuk gorge (LYG, Fig. 7.1b) is a morphological feature within the western margin 

of the Jordan Rift Valley. The Yarmuk River is deeply incised into Neogene basalts and Eocene 

and Upper-Cretaceous sedimentary sequences and separates the basalt-covered Golan 

Heights to the north from the carbonaceous Ajlun Plateau to the south (Fig. 7.1b). As an 

outstanding phenomenon, around Lake Tiberias, particularly in the Lower Yarmuk Gorge 

(LYG), thermal waters ascend through fractured Eocene aquicludes forming clusters of hot and 

saline springs, posing a threat to the future sustainability of the lake freshwater resource 

(Starinsky et al., 1979; Bajjali et al., 1997; Bergelson et al., 1999; Abu-Jaber and Ismail, 2003). 

Spring clusters (Fig. 7.1b), close to or along the major fault axis, are characterized by 

widespread temperatures (20 – 60 °C) which indicate that, beside the complex regional flow, 

also ascending thermal waters control the hydrologic behaviour of the LYG.  

The area has been extensively studied and many different data (i.e. hydrogeological data, 

borehole and chemical analysis on deep and superficial waters, geophysical surveys) have 

been collected in the past years in both the Israeli and Jordanian territories, providing useful 

information to characterize this complex system. Several numerical simulations have been 

performed to assess the deep flow systems, to explain springs behaviour and the anomalous 

geothermal gradient, to study the heat flow below the Lower Yarmuk gorge and to investigate 

thermal and salinity effects of pumping from the major aquifers (Gvirtzman et al., 1997a,b; 

Rimmer et al., 1999, Hurwitz et al., 2000a,b; Rimmer 2000; Rimmer and Gal 2003; Abbo et al., 

2003; Yechieli et al., 2011; Roded et al., 2013; Magri et al., 2015, 2016). The most recent 2D 

model from Magri et al. (2015) suggested that the LYG hot springs are a mixture of 

groundwater from the surrounding highlands (topography-driven flow) and thermal fluids 

ascending along faults (buoyancy-driven flow). However, the two-dimensional limitations of 

the simulations did not allow to fully capture convective patterns that cross-cut the major flow 

direction nor those that may develop within the fault plane. Simplified 3D models (Magri et 

al., 2016) inspected the development of different modes of convection, likely responsible of 

upsurge of thermal water. These simulations showed that crossing flow paths resulted from 

the coexistence of convection that can develop for example along NE-SW oriented faults 

within the gorge or in permeable aquifers, and additional flow fields that are induced by the 

N-S topographic gradients. 
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The aim of this study is the construction the first regional 3D hydrogeological model of the 

entire LYG that includes structural features based on actual logs and interpreted seismic lines 

from both Israeli and Jordanian territories (Inbar et al., 2018). The model tests the occurrence 

of complex transboundary flow paths across faults observed in the idealized 3D model from 

Magri et al. (2016), phenomena that can characterize any faulted hydrothermal systems and 

are not strictly related to the LYG. Multiple units, accounting for major aquifers, aquicludes 

and deep-cutting faults, have been considered. Recharges were implemented based on the 

numerical representation developed by Shentzis (1990) that considers relationships between 

mean annual rain and topographic elevation. 

The regional 3D model reveals that topography-driven N-S and E-W flows strongly control the 

location of discharge areas while the anomalous spring temperature is not necessarily linked 

to the presence of fault convection. Local permeability anisotropy due to aquifers folding or 

facies changes are features sufficient for the rising of hot fluids. 

 

7.2 HYDROTHERMAL SETTING OF THE TIBERIAN BASIN 

7.2.1 Regional hydrogeological and structural setting 

The Jordan Rift Valley or Dead Sea Rift Valley (Fig. 7.1) is the deepest terrestrial location on 

Earth and includes 5.000 km2 with elevations below the sea level. Structurally the Dead Sea 

Rift is a left-lateral strike-slip transform, with a lateral shift estimated to be 105 km, separating 

the Sinai-Levant subplate from the Arabian plate (Gvirtzman et al., 1997a,b). Along this 

transform, several en-echelon rhomb-shaped grabens were formed, hosting the two biggest 

lakes of the Middle East: the freshwater Lake Tiberias and the saline Dead Sea (Garfunkel, 

1981), with surface water elevations of -210 m a.s.l. and -400 m a.s.l., respectively.  

The geological and structural settings of this area have been deeply studied in the last years 

through subsurface data collected from 20 deep boreholes and from several hundred 

kilometres of seismic lines carried out during oil exploration in northern Israel (Ben-Gay and 

Reznikov, 1997; Klang and Gvirtzman, 1987; and Oil Exploration Investments Ltd. Unpublished 

reports). Geological maps and surface columnar sections in northern Israel (Golani, 1961; 

Saltzman, 1964; Eliezri, 1965; Michelson et al., 1987; Shaliv, 1991) were integrated with the 
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subsurface information to reconstruct the lithostratigrapic sequence of the area. Saltzman 

(1964), Meiler (2011) and Inbar (2012) provide a detailed description of the stratigraphy, 

structure and geo-hydrology of the area, and therefore their assumptions will be used to 

frame the geological setting of the Tiberian Basin.  

On the eastern side of the Lake Tiberias, the Lower Yarmuk Gorge separates the limestone 

plateau of Ajlun from the basalt-covered limestones of the Golan Heights (GH) (Fig. 7.1). 

Structurally, the LYG is situated on the southern flank of a WSW-ENE-striking syncline, whose 

low is covered by the southern Golan (Shulman et al. 2004; Roded et al., 2013). The gorge, 

formed by the River Yarmuk, which approaches from the basaltic Hauran Plateau in Syria, is 

deeply incised into the Upper Cretaceous/Cenozoic lime- and marlstones and the late 

Cenozoic basalt cover. The stratigraphy in Golan and Ajlun is similar, although a successive 

facies change may occur from south to north, due to the changes in the marine deposition 

environment from proximal to distal. 

Figure 7.1: (a) Geographical setting of the Tiberian Basin (red line), including the main topographic features (i.e. Hermon 
Mountains, Golan Heights, Ajlun Plateau and Dead Sea) and the administrative national boundaries (gray lines). (b) 
Enlargement of the Tiberian Basin, including the model area (red line), topography, major faults (black lines) (Inbar et al., 
2018), main rivers (blue lines) and cluster of thermal springs (yellow triangles) occurring all around Lake Tiberias and within 
Lower Yarmuk Gorge (LYG). Each cluster represents wide areas where different thermal springs are observable and the 
associated temperature range is highlighted in the brackets. Two sets of wells, drilled in the modelled area and used for the 
calibration of the numerical model, are also shown. Location of the measurements penetrating the superficial aquifer (#1-10, 
blue dots, B4 well) and those in the second regional aquifer (#11-22, red dots, A7 well), are presented. 
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Above a Permian basement, 2.5 km thick sequence of Triassic Carbonate and marly rocks is 

emplaced, which structure is to date poorly constrained (Magri et al., 2016). A 500 m thick of 

Jurassic partly karstified limestones and shales represents the base of the deepest of three 

regional aquifer recognized in the area (BGR-WAJ, 1993). Above, the Lower Cretaceous units 

comprise the 200 m sequence of mostly coarse-grained sandstone, indicating a fluvial 

deposition system with brief marine ingression (Saad and Bashish, 1996). These units have 

been interpreted as the deepest regional aquifer. Intercalations of limestones and marls are 

building most of the Upper Cretaceous sequences, from Cenomanian to Campanian units 

(Rosenfeld and Hirsch, 2005; Makhlouf et al., 1996). The latter represents a very thick second 

regional aquifer confined at the top by the Early Tertiary (Mastrichtian epoch) aquiclude, 

composed mainly by chalks with some marl and limestone intercalations and forming the LYG 

floor as well as the base of its shoulders (Magri et al., 2016). Above, Tertiary (Eocene epoch) 

limestones, deposited on a folded terrain and yielding to a thickness of about 200 m (Flexer, 

1964), are the shallower aquifer in the area. The rift valley is capped by a Miocene–Quaternary 

sequence that is at least 4 km thick and that consists of evaporites, alluvial deposits, basalt, 

and a few intrusions of gabbro (Marcus and Slager, 1985). 

The thick basalt cover at the GH masks over pre-Pliocene faulting. Surface faults were mapped 

mostly in the western margin of the GH, the majority of them are N-S striking and were 

considered related to the Dead Sea Rift valley opening (Michelson, 1982). In several locations 

at the northern province of the GH, pre-basalt outcrops reveal faults which curve out of the 

rift valley, eventually striking SW-NE (Meiler, 2011). Similar fault structures are common along 

the eastern side of the Lake Tiberias from the Bay of Eilat/Aqaba in the south up to the Ajlun 

Mt. in northern Jordan (Andrews, 1992). Aeromagnetic surveys, conducted in northern Jordan 

at the end of the 90's, were interpreted to show the Dead Sea Rift valley fault and a branching 

SW-NE lineament, which was identified by field work as a normal fault (Moh'd, 2000). 

Currently, fault patterns are being re-interpreted (Inbar et al., 2018) to provide an actual map 

of major faults within the area. 

7.2.2 Thermal setting 

Through an extensive geothermal survey, made by more than 70 locations only in Israel, a 

mean basal heat flow value of 40 to 50 mW/m2 has been calculated (Eckstein, 1976; Eckstein 
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and Simmonsi, 1977; Levitte and Olshina, 1985; Shalev et al., 2008). Eastward, in Jordan, 

measured heat fluxes in 18 borehole at depth of several hundred meters, reported a value in 

the range between 42 and 65 mW/m2 (Galanis et al., 1986). All these studies have shown a 

common gradient of 15-25°C/km for the two neighbouring states. The measured common 

heat fluxes, in Israel and Jordan, are slightly higher than those measured at the Mediterranean 

Sea (31 mW/m2; Erickson et al.,1977) and definitely lower than those detected at the Red Sea 

(60–340 mW/m2; Erickson and Simmons, 1969), due to the proximity of a relatively young mid-

ocean ridge. 

Direct heat flow measurements in the GH and in the LYG areas are scarce, mostly since there 

were very few deep boreholes where a reliable deep conductive basal heat flow may be 

calculated. Nevertheless, thermal data from groundwater temperature measurements are 

abundant and used to determine heat flow values. Vast geochemical explorations, have been 

performed in the Golan–Ajlun area on groundwater at the LYG, aimed to study the geothermal 

and hydrological system (e.g. Arad and Bein, 1986; Bajjali et al., 1997; Eckstein, 1976; Levitte 

and Eckstein, 1978; Mazor et al., 1973, 1980; Starinsky et al., 1979).  

Although the floor of the Lower Yarmuk gorge is built up of Mastrichtian aquiclude (Arad and 

Bein, 1986), thermal springs emerge from it along its northern flank at Hammat Gader (38–51 

°C), as well as in Himma (42°C) and Mukheibeh (38°C). The occurrence of these springs is 

bounded to faults, as suggested by Siebert et al. (2014). Moreover, Meizar boreholes, drilled 

in the southern Golan flank release artesian groundwater with 41-60°C from the Turonian 

(Meizar 2) and Santonian (Meizar 3) formations, respectively (Fig. 7.1b). Less heated, the 

Mukheibeh well (29–46 °C; Bajjali et al., 1997), located in the northern flank of the Ajlun, also 

produce artesian water from the second aquifer. From the Meizar deep wells, located 6–8 km 

east of the Lake Tiberias in the LYG, geothermal gradients of 46 °C/km were measured, which 

are about two to three times higher than the average geothermal gradient of the Jordan area. 

Surprisingly, in contrast with the average heat fluxes of Israel and Jordan, the area around the 

Lake Tiberias is overall affected by heat flow higher than 60mW/m2, locally reaching 

85mW/m2 (Ben-Avraham et al.,1978; Shalev et al., 2008). 

Departures from regional geothermal gradient have been associated to two phenomena in 

the work of Roded et al. (2013) and Magri et al. (2015): (1) vertical convective effects in 
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correspondence of zones of large tectonic faults, and especially with junctions of intersecting 

faults, and (2) heat flow perturbations related to magmatic intrusions although no significant 

recent volcanic activity took place in that area. 

 

7.3 THE CONCEPTUAL MODEL 

The spatial extent of the model is fundamental for a reliable simulation of the processes 

involved in such complex geothermal system. An overly restricted scenario hampers a 

complete representation of the circulation into the field, whereas a very large one results in a 

more uncertain geological reconstruction and excessive computational loading. The model 

area (Fig. 7.1b), covering about 565 km2, lies on the eastern margin of the lower Jordan Rift 

Valley (i.e. at the border between Israel, Jordan and Syria) and is bordered by the Lake Tiberias 

only on its W-NW margin. As anomalous heat flux values have been recorded only in the 

eastward facing side of the Lake Tiberias, particularly along the LYG, the model domain was 

not extended westward within the Israeli territory. The selected area is diagonally crossed by 

the Lower Yarmuk Gorge (LYG), which allows the outflow of the Yarmuk drainage basin and 

flow into the Jordan River, a few kilometres south of Lake Tiberias (Fig. 7.1b). The LYG 

distinguishes the Golan Heights at North and the Ajlun Plateau to the South, both partially 

included in the model area. It is supposed that this gorge acts as the mixing zone of two 

crossing flow pathways: N-S from the Hermon Mountains and from the Ajlun Plateau, and E-

W from Jebel al Arab Mountain in Syria (also known as Hauran Plateau or Yarmuk drainage 

basin). 

Due to the large extent of the geothermal reservoir and its intrinsic geological complexity, a 

complete review of the existing data and literature was required (Golani, 1961; Saltzman, 

1964; Eliezri, 1965; Marcus and Slager, 1985; Klang and Gvirtzman, 1987; Michelson et al., 

1987; Shaliv, 1991; BGR-WAJ, 1993; Saad and Bashish, 1996; Makhlouf et al., 1996; Ben-Gay 

and Reznikov, 1997; Shulman et al., 2004; Rosenfeld and Hirsch, 2005; Meiler, 2011; Inbar, 

2012; Roded et al., 2013). The geological model relies on new 3D interpretations of available 

well data from both Israeli and Jordan regions. Additional structural constraints are derived 

from seismic lines in the GH. This complex basin model is the current topic for an article in 

preparation (Inbar et al., 2018). Major attention was devoted in representing model vertical 
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differentiation in main aquifers and aquitards, as well as the system of 7 normal regional faults 

(Fig. 7.1b and Fig. 7.2), accounting for the relative displacements of the surrounding aquifers. 

Different well-established approaches exist to model fractures in porous media (e.g. Blessent 

et al., 2014; Vujevic´ et al., 2014). Here faults are modelled using the Equivalent Porous Media 

approach (EPM), i.e. permeable units extending from the basement to the top. This choice 

was dictated by the lack of structural inputs for fault geometry that are required to apply other 

numerical approaches, such as discrete features (Magri et al., 2015). Other authors applied 

the same approach in their numerical simulation the Tiberian Basin (e.g. Abbo et al., 2003), 

providing satisfactory results. Representing faults as EPM allows the correct computation of 

conductive thermal buffering along the sides of the fault. Conductive heat transfer from the 

surrounding rocks to the faults control the onset of thermal convection which is delayed 

(Wang et al., 1987; Tournier et al., 2000; Malkovsky and Magri, 2016). The fault system cut 

vertically the model in its entire thickness till the top of the impervious Permian basement, 

Figure 7.2: Three-dimensional geological conceptual model, showing the internal subdivision according to the 10 
hydrogeological units. Model extensions are presented (black lines), vertical exaggeration 5:1. The formations constituting 
the conceptual model are numbered as reported in the associated table (Model Zone column). The table on the right side 
summarizes the Age and Epoch, together with the Formation Sign and the Hydrological Imprint of all the involved geological 
units. 
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which close the model at -6 km a.s.l. The upper limit was defined from a 85 x 85 meter DEM 

derived topography, including a vast portion with elevations below sea level (Fig. 7.2). This 

resulted in a maximum model thickness of about 6.5 kilometres (from +580 m a.s.l. to -6,000 

m a.s.l.).  

The highly fractured rock-mass of the deformation band, associated with the regional normal 

fault systems, is assumed to constitute a preferred path for deep groundwater circulation as 

well as a conduit for rapid ascent in the LYG thermal area. This has been suggested by 

previously geothermal simulations performed in the area (e.g. Gvirtzman et al., 1997a,b; 

Roded et al., 2013; Magri et al., 2015, 2016).  

In summary, the conceptual model consists of ten hydrogeological units (Fig. 7.2), that will be 

here referred using the formation signs adopted from the conceptual model given in Magri et 

al. (2015). From the bottom, a closing unit named Basement, represent the Permian 

successions which serve as thermal buffer between bottom heat boundary conditions and the 

overlying Triassic carbonate units (Z1). Further up the model include the Jurassic limestones 

(Z2) and the lower regional aquifer made by the Lower Cretaceous conglomerates (K1-K2). 

Above, early Upper Cretaceous dolostone with interbedded marls (A1 to A6) and Upper 

Cretaceous limestones (A7) are emplaced, the latter represent the second very thick regional 

aquifer. The top of this aquifer is located in the Upper Cretaceous formation (B1-B2) dated to 

Santonian and Campanian epoch. The Early Tertiary marls and chalk (B3) form the aquiclude 

at the base of the superficial aquifer, made by Tertiary limestones and basalts (B4). The model 

includes also the system of seven N-S trending normal subvertical Faults (F), with a surface 

trace ranging from a minimum of 1.5 km to a maximum of more than 21 km, in the case of the 

structure framing the east margin of the Lake Tiberias (Fig. 7.1). 

 

7.4 NUMERICAL MODELLING 

A three-dimensional thermo-hydraulic model was built to simulate the deep and complex 

regional groundwater flow system (Fig. 7.3). The equations governing coupled fluid flow and 

heat transport processes are solved using the finite element software Feflow® (Diersch, 2014). 

The mathematical formulation has already been explained in previous chapters, and will not 
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be recalled here. The polynomial fittings of Magri et al. (2015) are used to compute variable 

fluid viscosity and density over the pressure and temperature ranges of the solution domain. 

7.4.1 Modelling approach 

The model surface (565 km2) was discretized into 126,803 high quality triangular finite 

elements (3.5 % of triangles with obtuse angles (>90°) and 0.4 % of triangles violating the 

Delaunay’s criterion, Fig. 7.3a). 

Due to the regional extent of the model domain, mesh refinement was applied to ensure 

simulation robustness: elements size decreases gradually from 1,500 meters, at model lateral 

boundaries, to 20 meters close to the fault zone and along the LYG, where water flux and heat 

transport dynamics occur (Fig. 7.3a). The complex normal fault system is represented as an 

equivalent porous media of 40 m width, therefore at least 2 elements discretize the fault 

aperture, accounting for possible buoyant-driven flows within the structure (Fig. 7.3a).  

The 2D surface grid was extruded vertically using a fully prismatic 3D mesh (Fig. 7.3b). The 

total volume of the model was discretized with 26 layers ranging in thickness from 1,500 

meters, at the model bottom, to a minimum of less than 50 meters, near the topographic 

surface. In total the 3D mesh consists of 3,296,878 prismatic elements that preserve the 

relative displacements between the geological formations. 

Based on the conceptual configuration and the three-dimensional mesh presented above, two 

numerical simulations were run to investigate the different processes involved in the area. 

Firstly the pure hydrodynamic flow model (no heat transport), then a coupled transient 

thermo-hydraulic model, which account for possible mixed convective mechanisms confined 

in the aquifer units or within the fault system. 

The steady-state hydrodynamic model was calibrated against available measured 

groundwater levels recorded in correspondence of 22 well points (see Fig. 7.1 and Table 7.1), 

both in the superficial (Tertiary units, B4; 10 wells) and second (Upper Cretaceous units, B1-

B2/A7; 12 wells) aquifers (BGR-WAJ, 1993, 1997, 2001). Steady-state model calibration of 

hydraulic conductivity was performed by inverse procedure (PEST; Doherty et al., 1994). The 

hydraulic conductivity values found in Magri et al. (2015) were used as initial values and 

adjusted during the calibration. 
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7.4.2 Boundary and initial conditions 

Groundwater flow boundary conditions were defined based on the geological and 

hydrogeological conceptual model. A constant head (i.e. Dirichlet type) corresponding to 

surface water elevations of -210 m a.s.l. was imposed to the nodes of Lake Tiberias in the 

upper North-West side of the model (Fig. 7.3a), and extended to the first three slices to 

account for surface-water/groundwater interaction in the superficial aquifer (B4). The 

measured groundwater levels resulting from the extensive hydrogeological explorations, 

performed in both Israeli and Jordan territories (Arad and Bein, 1986; Bajjali et al., 1997; 

Eckstein, 1976; Levitte and Eckstein, 1978; Mazor et al., 1973, 1980; Starinsky et al., 1979), 

were interpolated in order to obtain a groundwater level map for the B4 aquifer. Resulting 

values were used as constant head (i.e. Dirichlet type) boundary conditions on the East, West 

and North model boundaries (Fig. 7.3a), to reproduce the two different N-S and E-W flow 

Figure 7.3: (a) Model surface (565 km2) discretized into 126,803 high quality triangular finite elements, with mesh refinements around 
the system of 7 faults and along the Lower Yarmuk Gorge (LYG). Applied hydraulic boundary conditions for the superficial (B4 
formation) aquifer, are also shown. Dirichlet type BCs are set along Eastern, Western and Northern model boundaries and in 
correspondence of the Tiberias Lake. The Lower Yarmuk Gorge (LYG) is highlighted with a blue line, referring to the associated Dirichlet 
boundary condition. At model surface a Neumann type boundary condition is applied accounting for the recharge of the system. 
Locations of model wells is presented as in Fig. 7.1: measurements in the superficial aquifer (blue asterisks) and in the second aquifer 
(red asterisks). Wells are numbered as in Table 7.1. (b) Three-dimensional hydraulic model, made by 26 layers and ca. 3.3 million of 
prismatic elements. Vertical exaggeration 5:1. Model elevation range from 560 to -6,000 m a.s.l. (see color bar). Hydraulic boundary 
conditions for the second regional aquifer (B1-B2/A7) is highlighted with black lines. A no-flow boundary condition is set all the 
remaining later boundaries. 
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pathways in accordance with the previously performed numerical simulations of Gvirtzman et 

al. (1997a,b), Roded et al. (2013) and Magri et al. (2015, 2016). As the Yarmuk river flows 

along the LYG draining water to the Jordan river, a constant head (i.e. Dirichlet type), 10 

meters above surface elevation, was imposed to the nodes of the gorge (Fig. 7.3a) in order to 

reproduce its artesian conditions.  

Similarly to what have been done for the superficial aquifer (B4), an interpolated groundwater 

level map was created from measured groundwater levels referred to the second aquifer (A7 

and B1-B2 formations). Resulting values were assigned as constant head boundary condition 

to the East, South and West nodes of the involved layers (Fig. 7.3b). All the remaining lateral 

boundaries of the model were considered as no flow boundaries. In the purely hydrodynamic 

model, inflow values equal to 70% of mean annual precipitation were assigned to simulate 

effective recharge. The applied values, ranging from 200 to 350 mm/years, have been derived 

by the numerical representation developed by Shentzis (1990) that considers relationships 

1 Meizar 3 B4 -160.00

2 Hammat Gader 3 B4 -160.00

3 Hammat Gader 2 B4 -148.00

4 Bir Skopia B4 320.00

5 Hammat Gader 1 B4 -142.00

6 Fiq well B4 330.00

7 Hital 1 B4 317.00

8 SAHAM EXP WSC B4 321.00

9 KUFR SOUM EXP. NO 1 B4 348.00

10 KUFR SOUM MONITORING B4 376.00

11 Meizar 2 B2-B1; A7 -160.00

12 MUKHEIBA (JRV1) B2-B1; A7 -81.10

13 MUKHEIBA 5 B2-B1; A7 -117.00

14 WADI ARAB DAM OBSERVATION 16 A B2-B1; A7 -175.00

15 MALKA 1/EL SHAIKH B2-B1; A7 17.00

16 KUFR ASAD 4 B2-B1; A7 -40.80

17 WADI AL ARAB NO 8 B2-B1; A7 20.55

18 KUFR ASAD EXP B2-B1; A7 53.60

19 HARTHA 1 B2-B1; A7 66.00

20 IBDER OBSERVATION NO 1 B2-B1; A7 80.00

21 KUFR SOUM NO 2 B2-B1; A7 68.00

22 FO'ARA EXP B2-B1; A7 95.60

ID_obs STATION NAME AQUIFER
MEASURED WATER 

LEVEL [m a.s.l.]

Table 7.1: Model wells used in calibration process, with station name, belonging aquifer and 
measured water level (m). Location of the wells is as shown in Figs. 7.1 and 7.3.   
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between mean annual rain and topographic elevation. These groundwater flow boundary 

conditions induce a steady state regional flow over the entire domain extension that can be 

encountered in any basin system, where highlands and lowlands act respectively as recharge 

and discharge areas (Toth, 1978).  

Regarding the transient coupled thermo-hydraulic models, a steady-state heat-conductive 

solution of the problem is used as initial conditions (see Fig. 7.4). Fluid-flow boundary 

conditions are those of the previously described groundwater flow problem. At the top of the 

domain, a heat-transfer boundary condition (i.e. Cauchy type), controlled by a heat 

transmission coefficient and with reference temperature of 20°C, was imposed (Fig. 7.4). Thus, 

the temperature of the top of the domain is allowed to vary with respect to the convective 

heat transfer. A constant undisturbed basal geothermal flux (i.e. Neumann type) of 60 mW/m2 

is set at the bottom of the model (Fig. 7.4). The lateral boundaries are no flow for both heat 

and groundwater flow, in particular because no heat is advected across such boundaries, it is 

assumed that heat conduction is vertical, i.e., no heat crosses. 

Figure 7.4: Three-dimensional coupled 
thermo-hydraulic model, with initial 
conductive temperature distribution and 
applied thermal boundary conditions. 
Vertical exaggeration 5:1. At model surface 
a Cauchy type with reference temperature 
value of 20°C and at model bottom a heat-
flow of 0.06 W/m2 (i.e. Neumann type BC) is 
set. 
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The initial conditions for head and temperature distributions are derived from steady state 

simulations of groundwater flow and conductive heat transport, respectively. The initial 

physical properties of each unit (e.g. hydraulic conductivity, porosity and heat conductivity) 

are listed in Table 7.2. The assigned values were derived from previous hydrogeological 

investigations, field studies, lithological descriptions and two-dimensional investigations as 

detailed in Magri et al. (2015, 2016). Starting from these initial values, hydraulic conductivity 

of the involved units have been adjusted through the PEST calibration process. Fluid thermal 

conductivity and heat capacity are constant at reference temperature of 20°C. 

 

7.5 RESULTS AND DISCUSSION 

7.5.1 Hydrodynamic flow model calibration 

Groundwater flow simulations represent a preliminary step in the development of a regional 

coupled thermo-hydraulic numerical model. The hydrodynamic model was run assuming 

confined saturated aquifer condition under steady-state regime. 

Hydraulic conductivity is the main parameter controlling groundwater flux and the initial 

values were derived from previous studies (Magri et al., 2015, 2016). A clear distinction exists 

between formations constituting the 3 aquifers, the impervious aquicludes and the faults (See 

Fig. 7.2 and Table 7.2). As pointed out by several authors (Sonney, 2010; Clerici and Sfratato, 

2008), in such complex systems a calibration process is needed to precisely estimate 

equivalent rockmass continuum parameters. 

The steady-state model was calibrated, through inverse problem using PEST (Doherty et al., 

1994), on the 22 wells listed in Table 7.1. The first ten control points measure water levels in 

the superficial aquifer (i.e. B4 formation), while the remaining twelve measurements have 

been associated to the second regional aquifer (i.e. B1-B2 and A7 formations). Only the 

hydrogeologic units till the depth of the base of the second regional aquifer (i.e. B4, B3, B1-B2 

and A7; see Table 7.2), including the faults, have been considered in the automatic calibration 

process. Initial hydraulic conductivity values (Magri et al., 2015) were considered anisotropic 

for all model units, except for the aquiclude (i.e. B3 formation) separating the superficial from 

the second aquifer. In the PEST calibration process, such values are not linked to their initial 
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ratio, accounting for anisotropy in both horizontals and vertical directions (see values in Table 

7.2). Three degrees of freedom in hydraulic conductivity values are necessary for a reliable 

calibration process, since, as can be seen from the values in Table 7.1, even inside of the same 

aquifer, modelled as an homogenous media, the measured hydraulic heads show a strong 

discrepancy. Scatter plot of the difference between observed and computed groundwater 

levels is shown in Fig. 7.5., while the resulting calibrated hydraulic conductivity values are 

listed in Table 7.2 and hydraulic head distributions for the superficial and second regional 

aquifers are shown in Figure 7.6. 

Considering the extent and the complexity of the study area, calibration results indicated a 

reasonable agreement between simulated and observed hydraulic heads, and calibrated 

hydraulic conductivity values are consistent with the range of the initial values and with the 

assumptions made in the construction of the conceptual model. Is worth to point out that, in 

order to realize a good fitting between the control points in the two aquifers (i.e. B4-superficial 

and B1-B2/A7-second aquifer), the calibration process results in a very low hydraulic 

conductivity values for the interposed aquiclude  (i.e. B3 units). In fact, for this unit PEST 

kx,y kz kx ky kz

Quaternary Pleistocene

Pliocene

Miocene

Oligocene

Eocene

Mastrichtian 2 B3 Aquiclude 1.00E-07 3.00E-08 2.29E-09 2.54E-09 8.15E-09 0.0625 1.5

Campanian B2

Santonian B1

Turonian 4 A7 2nd Aquifer 4.00E-05 4.00E-05 8.48E-05 1.12E-06 3.25E-04 0.13 2.8

A5-A6

A4

A3

A1-A2

Lower 

Cretaceous

Albian - 

Aptian
6 K1-K2

Deepest 

aquifer
7.00E-06 7.00E-06 7.00E-06 7.00E-06 7.00E-06 0.125 2.65

Jurassic - 7 Z2 Aquiclude 5.50E-07 5.50E-07 5.50E-07 5.50E-07 5.50E-07 0.0355 2.62

Triassic - 8 Z1 Aquiclude 4.00E-07 4.00E-07 4.00E-07 4.00E-07 4.00E-07 0.0355 2.62

Permian - 9 Basement Aquiclude 1.00E-10 1.00E-10 1.00E-10 1.00E-10 1.00E-10 0.01 2.5

Fault - 10 Faults - 2.70E-06 2.70E-06 1.28E-05 3.54E-07 4.04E-08 0.2 1.1

2.5

Porosity 

 [%]

Thermal 

conductivity 

 [W/m/K]

1.00E-10 1.00E-10 1.00E-10

0.06

0.08

0.04

2.1

2.241.00E-05

Hydraulic conductivity [m/s]

Calibrated values

6.83E-08 5.61E-08 7.37E-07

1.82E-06 4.81E-06 9.23E-08

Model 

 zone

1

3

5

Initial values

1.00E-06 1.00E-06

1.00E-10 1.00E-10

B4
Superficial 

aquifer

Formation 

 sign

Hydrological 

 imprint

2nd Aquifer

Aquiclude

Age Epoch

Tertiary

Upper 

Cretaceous

Cenomanian

1.00E-05

Table 7.2: Summary of the model conceptualization, including Model zones (as listed in Fig. 7.2), Ages and Hydrological imprint. 
Initial (from Magri et al., 2015, 2016) and calibrated hydraulic parameters applied in the purely hydrodynamic model, are 
presented together with model thermal parameters used in both steady-state and transient coupled hydro-thermal models. 
The cells shaded in grey refer to model zones that are not included in the PEST calibration process. 
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process estimates in both x, y and z directions a parameter value in the range of 2 to 8 x 10-9 

m/s. All the model formations, except for the impervious basement, are crossed by the faults 

system, which could potentially act as a conduit connecting the superficial and the second 

aquifer. To avoid this occurrence and keep isolated the two aquifers, the PEST calibration 

process resulted in a low hydraulic conductivity value for the fault system in vertical direction 

(i.e. kz = 4*10-8 m/s, see Table 7.2). From the hydraulic head distributions in Figure 7.6b, two 

different hydraulic systems have been identified in the superficial aquifer (i.e. B4 unit): one in 

the northern portion of the model domain, the Golan Heights (GH), and one active in the 

southern side, the Ajlun Plateau. These two hydraulic systems are separated by the SW-NE 

trending Lower Yarmuk Gorge (LYG). Similarly to what have been observed in the previously 

performed 2D simulations (Magri et al., 2015), the gorge parallel trend of the hydraulic head 

isolines (Fig. 7.6b) supports the hypothesis that the LYG acts as the mixing zone of the two 

crossing flow pathways. In the northern GH hydraulic system, beside the N-S groundwater 

flow, also a strong E-W flow pathway toward the Tiberias Lake, has been recognized. 

Approaching the lake, this flow is intercepted by the fault system, which may channels the 

groundwater flow in horizontal directions, due to its higher hydraulic conductivity. The same 

two hydraulic systems (i.e. below the Golan Heights and the Ajlun Plateau) can be recognized 

also in the second regional aquifer (Fig. 7.6), even if the impluvium role of the LYG is smoothed 

with the depth. 

Figure 7.5: Scatter plot from PEST calibration process showing the 
difference between measured and computed hydraulic heads. 
Points colour refers to the aquifer they belongs, blue dots for the 
superficial (B4) one and red dots for the second aquifer (B1-B2/A7). 
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Figure 7.6: (a) Three-dimensional calibrated hydraulic head distribution, with location of the well used for PEST calibration 
process. Vertical exaggeration 5:1. (b) Calibrated hydraulic head distribution for the superficial aquifer (B4 formation), isolines 
(purple) are shown every 100 m; (c) calibrated hydraulic head distribution for the second regional aquifer (B1-B2/A7 
formations), isolines (purple) are shown every 50 m. Cluster of springs (yellow triangles), together with main rivers (blue 
lines), faults (black lines) and the location of the wells used for the calibration process. 

(a) 

(c) (b) 
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7.5.2 Coupled hydro-thermal results 

Transient coupled hydro-thermal simulations have been performed using the conductive heat 

flow model temperature distribution as initial condition (Fig. 7.4). Accordingly to the previous 

numerical studies of the area (Gvirtzman et al., 1997a,b; Roded et al., 2013; Magri et al., 2015, 

2016), no brine transport is computed and fluid density and viscosity are considered 

dependent on the temperature.  

Results of the coupled fluid flow and heat transport process show a vigorous convective 

regime, as illustrated in Fig. 7.7. The cross-sectional views (surface 1 and surface 2 in Figs. 7.7), 

extracted parallel and perpendicular to the regional flow identified by the pure hydrodynamic 

model, reveal that fluid convection is confined below the Cenomanian aquiclude (A1-A6 units) 

with isotropic very low hydraulic conductivity (i.e. 10-10 m/s). This impervious layer prevents 

hot waters to reach the surface, neither through the faults system, as they are characterized 

by a low vertical hydraulic conductivity too (i.e. kz = 4*10-8 m/s, see Table 7.2). However a 

small increase in temperature can be observed at topographic surface in correspondence of 

lake Tiberias, the LYG and the surface traces of the faults (Fig. 7.7a). The eastern shore of the 

Tiberias lake and the LYG correspond to known thermal spring outflow sites, named Gofra (ca. 

32 °C) and Hammat Gader (ca. 28–50 °C), respectively (see Figs. 7.1 and 7.7a and Table 7.1). 

Siebert et al. (2014) suggest that the occurrence of these thermal spring clusters is tied strictly 

to the fault system. This hypothesis is validated by the results of our numerical model too, as 

the increase in temperature is recorded in correspondence of the fault surface traces (Fig. 

7.7a).  

Figures 7.7b and 7.8, show that the multicellular convective regimes develop mainly below 

the LYG and in correspondence of the faults, although not reaching the topographic surface 

due to the impervious A1-A6 aquiclude. Analysing the flow pathways, in correspondence of 

four selected nodes (Fig. 7.8), two major independent flow fields can be distinguished: a 

topography-driven and a buoyancy-driven flow. Firstly, a topographic- or regional-driven flow 

is recognized in the first and second aquifers (from B4 to A7 units) below the Golan Heights 

(GH) and the Ajlun Plateau. In the superficial B4 aquifer it is directed mainly towards the deep 

base levels of Lake Tiberias and Lower Yarmuk Gorge (LYG), serving as a discharge area for the 

gravity-driven ground-water flow systems from surrounding heights.  
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Figure 7.7: (a) Temperature distribution of the coupled hydro-thermal model at topographic surface after 1 
million of years of simulation.  Shaded in yellow the traces of the cross sectional view as in Figure (b) (surface 
1 and surface 2). The 2 yellow flags highlight the location of the maximum increase in temperatures, 
corresponding to the real thermal outflow sites. (b) 3D evolution of temperatures in the coupled hydro-thermal 
model along the two vertical cross sections as in (a) at the end of the transient simulation (i.e. 1 million of 
years). Vertical exaggeration 5:1. Isoterms values are in °C and hydrogeological units are as in Fig. 7.2. 
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The effect of topography is smoothed in the second regional aquifer (B1-B2/A7 units), 

separated from the superficial one by the Maastrichtian aquiclude (B3 unit). As can be seen 

from Fig. 7.8a, the regional groundwater flow in the second aquifer is mainly E-W and the fault 

system can be active channelling the flows and extending the time needed to reach model 

eastern boundary to more than 400 years. Differently a deep-seated highly convective flow is 

separated from the upper regional flow by the thick  Cenomanian aquiclude (A1-A6 units). 

Multiple squeezed cells develop in the underlying permeable units and buoyant flows induced 

groundwater motion in a convective-spiral mode. Flow paths in the deepest regional aquifer 

(i.e. K1-K2 units) have been extracted for the same four points as for the second regional 

aquifer (Fig. 7.8b). Ascending thermal waters interact with the advective/regional flow, 

constrained in E-W direction by the boundary conditions, the resulting flow is transversally 

deviated and undergoes complex helicoidal (spiral-like) patterns (Fig. 7.8b). The coexistence 

of these flow processes, namely regional and convective flow, results in a mixed convective 

regime, accordingly the observations of Magri et al. (2015, 2016) in their 2D and simplified 3D 

simulations. The observed mixed convective regime show a long travel time needing more 

than 25,000 years to reach the model western discharge area (Fig. 7.8b). 

Figure 7. 8: Flow trajectories for the coupled hydrothermal model, extracted for 4 selected nodes. Colours of the streamlines 
depend on the travel time in years. Model vertical exaggeration 5:1. (a) Flow paths for the second regional aquifer (A7), 
representing the regional groundwater flow directed toward the lake Tiberias. (b) Flow paths for the same 4 selected nodes in 
deepest regional aquifer (K1-K1). Helicoidal (spiral-like) pattern represents the mixed convective regime dominating these units. 
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7.6 SUMMARY 

This study was aimed to provide useful insights into the possible interactions between deep 

flow processes in faulted basins, through the construction the first regional 3D 

hydrogeological model of the entire Tiberian Basin area. The model combines the knowledges 

acquired from existing geological, hydrogeological and thermal surveys and from previously 

performed numerical simulations (Magri et al., 2015, 2016), with recent structural features 

based on actual logs and interpreted seismic lines from both Israeli and Jordanian territories 

(Inbar et al., 2018). Using a detailed geological model increases the confidence level for the 

reproduced geothermal anomalies and the occurrence of complex transboundary flow paths 

across faults. 

Steady-state hydrodynamic simulations are used to calibrate model properties against 

measured water levels at 22 well points referred to the two main aquifers recognized in the 

area. Results showed to be extremely sensitive to model hydraulic constraints as superficial 

recharge of specific aquifer boundary conditions. Nevertheless, a good calibrations was 

achieved by inverse procedure (PEST) and the alternation of permeable and impervious units, 

derived from the geological model conceptualization, was preserved. Thermo-hydraulic 

simulations suggest two different mechanisms of basin-scale groundwater motion influencing 

the transfer of heat: a topography-driven and a buoyancy-driven flow. The occurrence of these 

two flow processes is strongly conditioned by the hydraulic properties of the selected 

formation, as the Mastrichtian (B3) and the Cenomanian (A1-A6) aquicludes isolated the 

convective domains. The two flow patterns tend to interact only when a permeable horizon is 

affected by the heat-flow input. In the latter case, realized for example in the deepest regional 

aquifer (K1-K2), the resulting mixed convective thermal flow is helicoidal and transient. 

Therefore, from a thermal point of view, these results support the hypothesis of crossing flow 

paths, resulting from the coexistence of convection, within or without the faults, and 

additional flow fields that can be induced by topography gradients or by local thermal 

convection in permeable aquifers below regional aquicludes. 

Nevertheless, even if the observed global thermal trend of the area has been simulated, i.e. 

increase in recorded temperature below the LYG and on the eastern shore of Lake Tiberias, 

mainly along fault traces, the actual model fail in matching measured spring temperature, 
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suggesting that faul properties need further calibration calibrated hydraulic model properties 

prevent thermal water to discharge at the observed temperatures (i.e. 28-50°C range). In this 

regard, the model presented here should be taken as a reliable starting point for more detailed 

numerical simulations, focused mainly on the forcing hydraulic parameters (e.g. faults 

hydraulic conductivities), so as to attain a surface temperature near faulted areas falling within 

measured ranges. Nevertheless, our results can be considered a satisfactory first attempt to 

construct a comprehensive regional model of such a complex system, and we argue that a 

better understanding of the system behaviour has been already achieved through this regional 

modelling.  
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8. CONCLUDING COMMENTS 
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8.1 SYNTHESIS OF THE STUDIED GEOTHERMAL SYSTEMS 

8.1.1 The Bormio hydrothermal system 

The Bormio hydrothermal system is located in the Upper Valtellina Valley (Central Alps, Italy), 

within the Penninic and Austro-Alpine sectors of the Alps. This area is an historical Italian 

thermal site, where ten geothermal springs discharge from dolostones located close to the 

regional Zebrù thrust - Glorenza fault system. The Bormio area is recognized as a typical alpine 

low enthalpy geothermal system in normal heat-flow condition. Thermal waters, currently 

exploited by two thermal establishments, are heated in deep circulation systems and ascend 

vigorously through permeable regional structures, with temperatures in the 35-40 °C range. 

The hydraulic and thermal behaviour of this alpine groundwater system was strongly 

influenced by Quaternary glaciations in terms of permafrost conditions or deposition of 

impermeable subglacial tills on valley bottom and flanks. In the study area, the effect of the 

last glaciation was recognized to end around 11,000-12,000 years ago, therefore, this timing 

was used for the analysis of the model results. 

A hydrochemical characterization (major ions and stable isotopes, together with seasonal 

variations of temperature, electric conductivity and discharge rates) of the discharged thermal 

waters was used to validate the assumptions formulated in the numerical model. Dominant 

oxidizing conditions and sulphate water type suggested that Bormio thermal waters are not 

well mixed with shallow waters. Circulation times, obtained from isotopic data, were in the 

range of approximately 5-10 years, supporting the hypothesis of a superficial epikarstic and 

strongly fractured rock mass, accordingly to the field observations. Geothermometers analysis 

resulted in a thermal reservoir temperatures of about 50-65 °C. 

The three-dimensional regional coupled hydrothermal model (ca. 700 km2) was discretized 

with a highly refined prismatic structured finite-element mesh. Numerical simulations, 

performed with the commercial code Feflow®, suggested that an unsteady thermal regime is 

needed to model the reactivation of the system following the end of the Last Glacial 

Maximum. Results suggested that thermal water flows mainly along damage and shear zones 

associated to the regional Zebru thrust – Glorenza fault system, and that convection plays a 

minor role compared to topographic advective heat flow. Results correctly simulated the 

observed discharge rate of ca. 2,400 L/min and the spring temperatures after ca. 13,000 years 
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from deglaciation, and showed a complete cooling of the aquifer within a period of 

approximately 50,000 years. This example gives insights into the influences of deep alpine 

structures and glaciations on groundwater circulation that control the development of many 

hydrothermal systems where convective heat flow is subordinated to the regional advective 

pressure-driven flow. 

 

8.1.2 The Castel Giorgio - Torre Alfina geothermal system 

The Castel Giorgio - Torre Alfina geothermal reservoir is located in central Italy, at the 

boundary between the Tuscany, Umbria and Latium regions. From a geothermal point of view, 

this area (i.e. the Tyrrhenian margin of the Apennines) is one of the most productive and 

exploited site of whole Italy due to extremely high superficial heat flux anomalies resulting 

from the intense tectonic and volcanic activity.  

The Castel Giorgio - Torre Alfina field is considered a promising, so far not exploited dynamic 

medium enthalpy reservoir which fluids (pressurized water and gas, mainly CO2) are hosted in 

a carbonate formation at temperatures ranging between 120 °C - 210 °C. Detailed hydro-

geothermal data recognized a strong thermal anomaly associated with a vigorous convective 

regime. The area has been recently involved in a geothermal exploitation project through a 5 

MWe pilot power plant with total reinjection of the fluids in the same producing geological 

formation.  

A three-dimensional reservoir-scale thermo-hydraulic model, covering ca. 293 km2 and 

discretized into a fully unstructured tetrahedral mesh, was built to sustain this challenging 

exploitation project. The finite element open-source simulator OpenGeoSys (OGS) was used 

to reproduce the highly convective undisturbed present-day natural state of the reservoir. 

Moreover, the commercial finite element Feflow®software was used as additional numerical 

constraint. The natural state model, calibrated against pressure and temperature data from 

geothermal wells, resulted in multi-cellular convective patterns that covered the entire 

geothermal reservoir. Thermal plumes protruded vertically over 3 km at Darcy velocity of 

about 7*10-8 m/s. The analysis of the exploitation process demonstrated the sustainability of 

the planned 50 years production at a flow rate of 1050 t/h. The buoyant circulation within the 
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geothermal reservoir guaranteed that the tested geothermal doublet distance of 2 km is 

sufficient to prevent any thermal breakthrough within the estimated operational lifetime. 

Results from the two applied software were also compared. OGS and Feflow® returned 

qualitatively very similar results in terms of convective system behaviour, fitting between 

simulated and real thermal data and reservoir response to the exploitation scenario. Small 

differences were identified in predicted peak velocities and temperatures, however these are 

not affecting the positive final response on possible field exploitation.  Model results support 

the understanding of the Castel Giorgio – Torre Alfina purely convective reservoir, and provide 

valuable guidelines to the optimal reservoir management and sustainable utilization. These 

insights can be extended to other dynamic high enthalpy reservoirs worldwide, where pure 

convective regime is recognized as the dominant heat transfer process, and where an 

electricity generation exploitation project is planned or currently on-going. 

 

8.1.3 Tiberian Basin geothermal field 

The Tiberian Basin is located within the Jordan Rift Valley at the border between Israel, Jordan 

and Syria. Structurally the area is characterized by several en-echelon rhomb-shaped grabens. 

One of these hosts the Lake Tiberias, the main freshwater resource of the Middle East. On the 

eastern side of the Lake Tiberias, the Lower Yarmuk Gorge (LYG) allows the outflow of the 

Yarmuk drainage basin and flows into the Jordan River, a few kilometres south of the lake. On 

Lake Tiberias shores and along the LYG, thermal waters ascend through fractured aquicludes 

grouped in clusters of saline and hot springs (temperatures in the range 20 – 60 °C), thus 

posing a threat to the future sustainability of the lake freshwater resource. Thermal spring 

clusters are aligned along the regional SW-NE trending normal fault system associated to the 

Dead Sea Rift opening, suggesting a structural constraint to the thermal outflows. 

As the shallow heat anomaly, characterizing the northern Israel and Jordan, makes this field a 

potential site for production of electricity through geothermal methods, the area was already 

extensively studied through several 2D and simplified 3D numerical simulations. These works 

assessed the deep flow system, explained springs behaviour related to the anomalous 

geothermal gradient, and identified the mixed convection as the dominant heat flow process 

driving thermal waters below the Lower Yarmuk Gorge.  



168 
 

The first regional 3D hydrothermal model of the entire Tiberian Basin, ca. 565 km2, was then 

built with the commercial finite element software Feflow®. The model combined the 

knowledge from existing geological, hydrogeological and thermal surveys, as well as from 

previously performed numerical simulations. Multiple units, accounting for major aquifers, 

aquicludes and deep-cutting faults, allowed testing the occurrence of complex transboundary 

flow paths. Hydrodynamic model results, calibrated against measured water levels at 22 well 

points referred to the two main aquifers characterizing in the area, showed to be extremely 

sensitive to model hydraulic constraints, mainly superficial recharge and specific aquifer 

boundary conditions. Nevertheless, a reasonable agreement between simulated and 

observed hydraulic heads was achieved, accordingly to the hydraulic model conceptualization. 

From a thermal point of view, results supported the hypothesis of complex flow paths, derived 

from the coexistence of free convection, within/without the faults or in permeable aquifers, 

and additional advective flow fields induced by topography gradients. The mismatch between 

measured and computed temperatures in correspondence of spring clusters along the LYG 

and the Tiberias lake shore, was ascribed to the calibrated hydraulic parameters, mainly of the 

fault system. Further work needs to be done in this regard, using these results as a reliable 

starting point for more detailed numerical simulations. Nevertheless, this first attempt in 

regional modelling of such complex system, confirmed the mixed convective behaviour 

controlling the Tiberian Basin geothermal system evolution and provides useful insights that 

can be applied in numerical simulations of other convective faulted basins around the world. 

 

8.2 CONCLUDING REMARKS ON SIMULATED THERMAL PROCESSES 

The thesis concerns the analysis through numerical methods of different fluids related high 

and low enthalpy geothermal systems. These types of systems are of particular interest 

because, besides being worldwide widespread, depending on site-specific characteristics they 

may be suitable for electricity production. Before starting up an exploitation project, assessing 

the energy potentiality of such systems is strongly recommended due to the high costs 

involved around geothermal operations. Mathematical models and associated numerical 

simulations turn out to be helpful tools in this regard. They allow a throughout understanding 

of the geological-hydrogeological setting, e.g. the system recharge, the hydrological units role 
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(aquifer-aquiclude distribution), the behaviour of eventually involved structures (faults and 

fracture network), as well as of the processes responsible for the transfer of heat. 

The three modelled systems are grouped by the meteoric origin of the involved fluids, which, 

in the Bormio and the Tiberian Basin system, discharge at the surface in the form of thermal 

springs, while in the Castel Giorgio - Torre Alfina field remain confined in the reservoir. On the 

other hand, the three selected case studies are characterized by substantial differences and a 

progressively increasing degree of complexity, regarding both the field geological setting and 

the active thermal regime. In particular, the Bormio hydrothermal system is a typical alpine 

low enthalpy geothermal field in normal heat-flow condition, where the superficial discharge 

of thermal waters mainly occurs along the regional Zebru thrust - Glorenza fault system. From 

modelling results thermal convection plays a minor role compared to topographic advective 

heat flow. Meteoric waters are heated in deep circulation systems and ascend through the 

permeable regional fault system with temperatures in the real observed range. 

The Castel Giorgio - Torre Alfina geothermal field is an example of promising, medium-

enthalpy, fluid-dominated system, for which recently was planned a geothermal exploitation 

project through a well doublet system. Modelling results fully support field observations: free 

convection is dominant and a vigorous buoyant circulation, with high Darcy velocities, is 

confined in the permeable reservoir units. Therefore, the modelled free convective behaviour 

allows the reservoir to sustain the planned production operational lifetime, with the tested 

flow rate and production/injection wells configuration preventing thermal breakthrough 

occurrence. 

Lastly, the Tiberian Basin geothermal field, is a valuable example of large-scale groundwater 

flow coupled to heat transport in a faulted system, and represents the more complicate study 

case analysed within this thesis. The area has been already extensively studied, also through 

numerical methods, nevertheless a comprehensive regional 3D numerical model was still 

missing. This example somehow groups the characteristics of the previous study cases: a 

complex regional fault system, a shallow thermal anomaly, the upwelling of thermal waters, 

and an active convective regime, are all characteristics that make this field a potential site for 

production of electricity through geothermal methods. Modelling results correctly reproduce 

the coalescence of regional/advective and free convective heat flows, resulting in a helicoidal 
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and transient mixed convective behaviour, accordingly to what observed in previous 2D 

simulations. Nevertheless, the applied hydraulic settings (boundary conditions and model 

properties) prevent the onset of thermal convection along the fault planes, follows that water 

temperatures in correspondence of surface thermal spring clusters is far from monitored 

values. In this regard, the first results of this model can be considered as a starting point for 

further calibration processes aimed to fulfil this mismatch. 

 

8.3 CONCLUDING REMARKS ON APPLIED MODELLING APPROACH AND CODES 

Developing reliable numerical simulations for geothermal aquifer is not an easy task, mainly 

due to the complex nature of the geothermal related scientific problems. In the last years, big 

steps have been done in this direction: advanced computer technologies allows actual 

modelling of complex processes involved in the coupling between groundwater flow and heat 

transfer, which was not possible a few years ago. Nevertheless, a clear and standardised 

modelling approach for geothermal systems has not been accepted worldwide since 

geothermal systems occur in a variety of geological, physical, chemical and thermodynamic 

conditions. 

An attempt in the direction of establishing a reliable and verified modelling approach for 

numerical simulations of geothermal aquifers, is proposed within the present work. The same 

modelling approach was applied for all the three analysed study cases, even though they 

involve quite different processes in terms of heat transfer phenomena. Firstly, the pure 

hydrodynamic part of the problem has been separated and solved individually. Depending on 

site-specific characteristics and data availability, the calibration of the hydrodynamic model 

has been performed manually (e.g. Bormio and Castel Giorgio – Torre Alfina cases) or through 

automatic PEST inverse procedure (e.g. Tiberian Basin case).  The calibration process, which 

in hydrodynamic models involves estimation of mainly hydraulic conductivity values, is 

mandatory to verify if model is producing simulation results that suit to real-world conditions. 

Calibration was performed against measured spring discharge rates (e.g. Bormio case), 

measured well pressure profiles (e.g. Castel Giorgio - Torre Alfina case), or measured water 

levels at well points (e.g. Tiberian Basin). Only when a reasonable calibration of the hydraulic 

problem has been achieved, the coupled groundwater flow and heat transfer processes can 
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be simulated together. The coupled hydrothermal models needs to be calibrated for the 

thermal part itself, usually involving different parameters, such as the thermal conductivity or 

material porosity. Thermal part of the coupled hydrothermal simulations was calibrated 

against available thermal data sets, specifically: spring discharge temperatures (e.g. Bormio 

and Tiberian Basin cases) or measured temperature profiles in real geothermal wells (e.g. 

Castel Giorgio – Torre Alfina case). This approach turns out to be particularly successful 

whenever is needed to model separately the advective and the convective regimes, as in the 

Bormio and Tiberian Basin study cases. Whereas, Castel Giorgio - Torre Alfina case study is a 

slightly different example, as the model was built to test a geothermal exploitation project in 

a free convective reservoir. In this case, a specific two steps exploitation focused modelling 

approach was applied in addition to what previously explained. A “Natural state simulation” 

reproduced the present-day thermo-hydraulic dynamic conditions of the geothermal 

reservoir, without extraction or injection of fluid, while the “Exploitation process simulation” 

assessed the impacts of the exploitation process on the natural geothermal flow of the 

reservoir, therefore including the well doublet system. 

When a fracture aquifer is invoked, as in the case of Bormio and the Tiberian Basin, faults have 

been modelled using the Equivalent Porous Media approach (EPM), i.e. permeable units 

extending from the basement to the top. This approach has been widely used for the 

description of regional flow systems in fractured rocks providing satisfactory results. In this 

work, such choice was dictated by the lack of structural inputs for fault geometry that are 

required to apply other numerical approaches, such as the Discrete Fracture Network (DFN).  

Various software have been applied to built the models (i.e. Petrel, FracMan, GMS, Matlab, 

Midas GTS NX) and run the numerical simulations (i.e. Feflow® and OpenGeoSys). These 

mathematical and numerical codes turn out to be helpful tools in gaining remarkable insights 

about the three study cases, nevertheless achieved reliable results are tied tightly to a prior 

thorough framing of the problem. In this regard, any numerical simulation have to be 

preceded by an accurate study of the selected site. Geological investigations represent the 

basis of all research programs in the domain of geothermics, and they must be undertaken 

systematically for every type of geothermal project. Moreover, the occurrence of thermal 

spring systems is often related to changes in the geological conditions generating hydraulic 
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contrasts at depth. The more complicated the geological structure is, the longer the time has 

to be devoted in understanding these structures, because it allows formulating reliable 

assumptions about the heat and flow systems, needed for the numerical simulations. 

Numerical simulations, that in the present work have been performed through two finite 

element codes: the commercial Feflow® software, applied in all the three study cases, and the 

open-source OpenGeoSys code, used for the Castel Giorgio – Torre Alfina simulations. This 

open-source code proved to be a powerful option in terms of results and performances, 

offering some precious advantages when compared to the well know commercial code 

Feflow®. These include: a continuous update of the code repository, an active community 

participating in code debugging and providing new benchmarks for code testing, frequently 

organized training courses and teaching activities, and ad-hoc compilation of code portions. 

Therefore, following the guidelines of the OpenGeoSys community to foster test cases with 

increasing complexity for method development and code comparison, is now planned to 

repeat the simulations of the Tiberian Basin geothermal field with the OpenGeoSys code. This 

complex study case, representing a valuable example of large-scale groundwater flow coupled 

to heat transport in a faulted system, seems the ideal candidate to demonstrate once again 

the competitiveness of the OpenGeoSys code for solving numerical simulations of hydro-

thermal processes in porous and fractured media. 
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