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Preface 

During our everyday interactions, we communicate with other people through verbal and non-

verbal cues. Human face and body convey the most important non-verbal cues for social 

interactions. Face and body provide numerous cues essential for recognition of other people’s 

identity, gender, age, intentions and emotional state. All faces and bodies are symmetrical and share 

a common 3D structure (i.e., two eyes above the nose, above the mouth; legs connected to the lower 

part of the torso, arms to the upper part and head on top), but humans are able to easily indentify 

hundreds of different people, just relying on facial and bodily information. Therefore, our cognitive 

system has developed to process this information in a very fast and efficient way. 

Face and body processing have been widely studied and several cognitive and 

neuroanatomical models of these processes have been put forward. Despite many critical 

differences, all these models recognized different stages of processing from early coarse stimulus 

encoding (mainly related to neural activity in occipital visual cortices) to higher-level processes 

aimed to identify invariant (e.g., identity) and changeable features (e.g., gaze, emotional 

expressions), related to activity in a broad neural network including temporal, parietal and frontal 

areas. It was demonstrated that these processes involve configural processing, i.e., processing of the 

configuration of features composing the stimulus, in addition to processing of single features. 

Moreover, emotional expressions seem to influence the encoding of these stimuli. Processing of 

emotional expressions occurs at very early latencies (about 100 ms post-stimulus onset) and seems 

to involve the activation of a subcortical pathway. The studies presented in this thesis were aimed to 

investigate the visual perception of faces and bodies, and whether and how it can be modulated. 

In the literature, these processes were investigated by means of several electrophysiological 

and imaging techniques. Electroencephalography (EEG) is a technique that allows studying 
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psychophysiological activity related to particular processes with very high temporal definition. This 

technique was used in some of the studies presented in this thesis to investigate the 

psychophysiological processes involved in face and body perception, since it allows studying the 

different stages of perceptual processing in details. 

 

Summary 

The first Chapter is aimed to present the theoretical background in which this thesis was 

conceived. The first section presents a general discussion and a brief historical evolution of the 

definition of social cognition. It also presents two fundamental accounts of social cognition, which 

are social cognitive neuroscience and second person neuroscience. The second and third sections 

present the neural bases of face and body perception (discussing the most relevant neuroimaging 

studies in this field) and the cognitive and neuroanatomical theoretical models for these processes. 

The fourth and fifth sections focus more in depth on the literature concerning two specific topics of 

face and body processing, and their neural bases: perception of emotional expressions and of 

approach-avoidance orientation. Both these topics were further investigated in the studies presented 

in this thesis. 

The second Chapter presents a first study (composed of two experiments), aimed to 

investigate how the perception of social cues can be modulated by social exclusion, and the process 

investigated is the perception of two different, but interacting, facial cues: emotional expression and 

gaze direction. In this study, we found that the identification of gaze direction was specifically 

impaired by social exclusion, while no impairment was found for emotional expression recognition. 

The results of this study brought important insights concerning the relevance of gaze as a signal of 

potential re-inclusion, and how the impaired processing of gaze direction may reiterate social 

exclusion. 



Preface 

________________________________________________________________________________ 

7 

 

The third Chapter presents a meta-analytic review on the body-inversion effect, a 

manipulation aimed to demonstrate configural processing of bodies. The literature available on 

configural processing of both faces and bodies is presented in this Chapter, together with open 

debates and controversies. The following meta-analysis was aimed to investigate consistency and 

size of this effect, fundamental in studying structural encoding of body shapes. 

In the fourth Chapter, a study on the neural oscillations involved in face and body inversion 

effects is presented. Neural oscillations in theta and gamma bands were measured by means of the 

EEG since they are a very influential measure to investigate the psychophysiological activity 

involved in different processes. The results of this study showed that configural processing of faces 

and bodies involve different perceptual mechanisms. 

In the fifth Chapter, a study investigating the influence of inversion and emotional expression 

on the visual encoding of faces and bodies is presented. The neural correlates of these processes 

were investigated by means of event-related potentials (ERPs). Both inversion and emotional 

expressions were shown to influence the processing of these stimuli, during different stages and 

through different perceptual mechanisms, but results revealed that these two manipulations were not 

interacting. Therefore, configural information and emotional expressions seem to be processed 

through independent and non-interacting perceptual processes. 

 



 

 

 

 

 

 

CHAPTER 1 
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Introduction 

The work presented in this thesis was aimed to investigate in depth specific aspects of social 

cognition and social cognitive neuroscience. But, before discussing the specific areas of interest of 

this work, it is necessary to define what social cognition is, and then narrow the discussion to 

specific subfields of the literature. 

 

1. Social cognition 

What is social cognition? An unambiguous definition is not so easy to find. Social cognition 

was often defined as “a subfield of social psychology focused on the role of cognition in human 

social behaviour.” (Carlston, 2013), even though this construal immediately sounds reductive. 

It was defined as a field or subfield already in the first Handbook of Social Cognition, by 

editors Robert Wyer and Thomas Srull (1984). However, as time passed by, experts tended to 

define social cognition as an approach rather than a field of research. The definition of social 

cognition as an approach grew as it became a much broader endeavour, embracing apparently 

divergent fields, unified more by a common point of view than overlapping research interests. A 

similar conclusion was expressed by Devine, Hamilton, and Ostrom (1994): they hypothesized that 

“social cognition could not really be considered a content area because that implied a limited range 

of applicability, which was belied by the broad range of topics already being addressed by the 

approach.” Also Wyer and Srull (1994) explained in the second edition of their manual that social 

cognition’s influence had extended beyond its own borders “to many other subareas (health 

psychology, clinical psychology, personality, etc.),” as well as to some “totally different disciplines 

(political science, marketing and consumer behaviour, organizational behaviour, etc.)”. Therefore, 



Chapter 1: Social Cognition 

________________________________________________________________________________ 

10 

 

the opinion that “social cognition is not a content area, but rather is an approach to understanding 

social psychology.” (Sherman, Judd, & Park, 1989) has widely grown over time. 

Nevertheless, considering social cognition as an approach does not preclude from considering 

it also as a content field. There is still a significant core of research that represents the central focus 

of the field. One of the earliest definitions of social cognition was “how people think about people” 

(Wegner & Vallacher, 1977). The typical oversimplified description of social cognition was: Harry 

meets Sally; Harry forms an impression of Sally; Harry departs and retains memories of Sally. This 

stereotypical event, however, captures little of the richness of the situation that it describes, but it 

was probably the simplest description of what was the original core focus of social cognition. 

During the years, this core focus has become much wider than what pioneers of social 

cognition could have ever imagined. It was recognized that impression formation is a more complex 

social process than described above. At the same time, the information processing model (a key 

component of the social cognition approach) expanded our comprehension of different aspects of 

impression formation. As a matter of fact, the information processing model, and the field more in 

general, extended in order to embrace a variety of different concepts from social psychology, such 

as motivation and affect, that were not always taken into account in early social cognition. And to 

conclude, the definition of cognition itself has expanded over the years. 

In today’s social cognition, Harry’s memories of Sally include visual images, affective 

material, and relationship schemas that are not only explicitly stored in memory and retrieved but 

also represented implicitly in the recesses of perceivers’ minds. Today, what was called “impression 

formation” is no longer a single process, but rather various stages of information processing. The 

core of the social cognition field is now the expanded and improved understanding of impression 

formation, along with various other related processes and phenomena. When thoroughly elaborated, 

the social cognitive event “Harry meets Sally” is actually very complex and multifaceted, and it 

apparently touches almost every aspect of human social behaviour. 
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As regards the expanding definition of cognition, today it includes also subconscious goals, 

automatic processes, and implicit memories. It is now assumed to comprise many processes that 

once would have been excluded. Habits are cognitive, and so are simple associations, including 

those once classified as classical and even operant conditioning, as well as moods, emotions and 

motivation. The effects of undetected stimuli are cognitive, as the subconscious mechanisms by 

which these influence behaviour and memory. 

To define social cognition, it is thus necessary to recognize its dual nature (Carlston, 2013): a 

subfield of psychology that examines all of the countless cognitive complexities, mental 

representations, and processes implicated when “Harry meets or thinks about Sally”; and, at the 

same time, as an approach to study Harry, Sally, the pair of them, or the groups, cultures, and 

societies to which they belong. 

The research presented in this thesis is more specifically focused on social cognitive 

neuroscience, the fruitful interface between social cognition and neuroscience. Two of the main 

theoretical accounts which contributed in creating a common framework in the study of social 

cognitive neuroscience will be briefly presented below: the social cognitive neuroscience account 

(which named the field itself) and the second person neuroscience account. 

 

1.1. Social cognitive neuroscience 

Social cognitive neuroscience (Lieberman, 2007; Lieberman, Gaunt, Gilbert, & Trope, 2002; 

Ochsner & Lieberman, 2001) was defined as a promising and rapidly growing interdisciplinary field 

combining the tools of cognitive neuroscience (such as neuroimaging, neurophysiology and 

neuropsychology) with questions and theories from various social sciences including social 

psychology, but also economics and political science. 
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In two extensive reviews (Lieberman, 2007; Lieberman et al., 2002) some of the most 

eminent authors in this field examined four broad areas of research within social cognitive 

neuroscience in order to highlight common processing systems: understanding others (in terms of 

representing their minds or experiencing their mental states), understanding oneself (recognizing 

one self and reflecting on the self), controlling oneself (intentional and unintentional self-

regulation), and the processes that occur at the interface of self and others (imitation, the interaction 

between self and social understanding, attitudes and prejudice, social connection and rejection, and 

social decision-making). In this last field, some topics are of particular interest for the work 

presented in this thesis, as social rejection (on which we will focus in the next Chapter), emotion 

recognition and face processing (on which we will focus later in this Chapter). 

By reviewing these fields, the authors highlighted two core processing distinctions that can be 

neurocognitively identified across all of these domains. The first is the more classic distinction 

between automatic vs. controlled processes, originally proposed by cognitive psychology 

(Schneider & Shiffrin, 1977). Consistent with the notion that these two categories of processes are 

supported by distinct systems (Smith & DeCoster, 1999), distinct neurocognitive systems have been 

hypothesized to support these two forms of social cognition (Fig. 1.1). 

 



Chapter 1: Social Cognition 

________________________________________________________________________________ 

13 

 

 

Fig. 1.1: Hypothesized neural correlates of the C-system (dark shade) supporting reflective social cognition (controlled 

processing) and the X-system (light shade) supporting reflexive social cognition (automatic processing) displayed from (A) 

lateral, (B) ventral, and (C) medial views (adapted from Lieberman, 2007) 

 

What they defined as the X-system, named for the “x” in “reflexive” (Lieberman et al., 2002; 

Satpute & Lieberman, 2006), corresponds to an automatic social cognition system: it is fast, 

spontaneous, typically sensory, unaffected by cognitive load, facilitated by high arousal, 

phylogenetically older, represents common cases, and is characterised by parallel processing and 

non-reflective consciousness. The neural regions associated with the X-system (Fig 1.1) are the 

amygdala, basal ganglia, ventromedial prefrontal cortex (VMPFC), lateral temporal cortex (LTC), 

and dorsal anterior cingulate cortex (dACC). On the other hand, the C-system, named for the “c” in 

reflective, corresponds to a controlled social cognition system: it is slow, intentional, typically 

linguistic, altered by cognitive load, impaired by high arousal, phylogenetically newer, represents 

exceptions and abstract concepts, and is characterised by serial processing and reflective 

consciousness. The neural regions associated with the C-system are lateral prefrontal cortex (LPFC), 

medial prefrontal cortex (MPFC), lateral parietal cortex (LPC), medial parietal cortex (MPC), 

medial temporal lobe (MTL), and rostral anterior cingulate cortex (rACC). 
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Alternatively, these authors also proposed a second distinction in processes involved in social 

cognition (Lieberman, 2007), which is data-driven, i.e., a discrimination found in several studies 

investigating topics across numerous domains of social cognitive neuroscience, not deriving from a 

specific theory of social sciences. The differentiation they propose is between internally-focused 

processes, that focus on one’s own or another’s mental interior state (e.g., thoughts, feelings, 

experience), and externally-focused processes, that focus on one’s own or another’s visible features 

and actions, which are perceived through sensory modalities and are experienced as part of the 

material world. This distinction emerges from investigations in social cognitive neuroscience. 

 

Fig. 1.2: Neural correlates of internally-focused (small circles with white text on a black background) and externally-

focused processes (black text on a white background) from multiple domains of social cognition (adapted from Lieberman, 

2007). Each circle represents a study in which an internally- or externally-focused process was found to be correlated with 

neural activity over that region. Small circles are placed schematically within a region and are not meant to indicate a precise 

location within a region. 

 

As regards this distinction, a clear division seems to be present between the neural correlates 

of tasks that focus attention on interior psychological worlds and tasks that focus attention on the 

exterior social world and the physical social agents in it. Externally-focused processes are 

associated with a lateral fronto-temporo-parietal network, whereas internally-focused processes are 

associated with a medial fronto-parietal network (Fig 1.2). 

On the one hand, the externally-focused network is more active during social-cognitive tasks 

that focus attention on the external, physical, and most often visual characteristics of other 
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individuals, oneself, or the interaction of the two. On the other hand, the internally-focused network 

is more activated by social-cognitive tasks that focus attention on the internal, mental, emotional, 

and experiential characteristics of other individuals or oneself. 

It is important to highlight that this categorization is not a distinction between self- and other-

focused cognition: it is orthogonal to and cuts across self and other processing. Consequently, this 

distinction refers to two ways that self and other can each be processed. 

Considering this theoretical framework, in this thesis we will focus particularly on externally-

focused processes (i.e., visual processing of social stimuli as faces and bodies, in Study 2 and 3) or 

on the interaction between internally- and externally-focused processes (i.e., the influence of social 

exclusion on the perception of specific facial features, in Study 1). Alternatively, if we consider the 

previous “classical” distinction between automatic and controlled processes, these researches are 

focused on processes involved in the X-system (Study 2 and 3) or on the interaction between C- and 

X-systems (Study 1). 

 

1.2. Second person neuroscience 

The theoretical account of second person neuroscience (Schilbach, 2010; Schilbach et al., 

2013) assumes the premise that social cognition is fundamentally different when we are in 

interaction with others rather than merely observing them. 

In discussing their point of view, the authors consider two neuroanatomically distinct large-

scale networks that have obtained central relevance as the neural substrates of social cognition: the 

so-called mirror neuron system (Rizzolatti & Sinigaglia, 2010) and the mentalizing network (Frith 

& Frith, 2010).  
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The former is thought to include areas of inferior frontal cortex (IFC) (in particular the 

ventrolateral premotor cortex – VLPMC) and inferior parietal cortex (IPC) (Rizzolatti & Sinigaglia 

2010). Individual nodes of this network are known to become active during both the execution and 

observation of goal-directed actions in monkeys and humans (Rizzolatti & Craighero, 2004). They 

suggested that its functional relevance for cognition results from a “mirror mechanism” that allows 

individuals to understand the actions of another individual by giving the observer a “first-person 

grasp” of the motor goals and intentions of the other. These are the bases of the simulationist 

account of social cognition, also called first-person social cognition by the authors. 

The latter is a network of brain regions recruited by tasks which tap “the ability to read the 

desires, intentions, and beliefs of other people” (Frith & Frith, 2008). In line with meta-analyses of 

functional neuroimaging studies which have investigated mentalizing, medial prefrontal cortex 

(MPFC) and the posterior cingulate cortex (PCC) were identified as the most important nodes of 

this network, sometimes also referred to as the “cortical midline structures” (Northoff & Bermpohl, 

2004; Schilbach, Bzdok, et al., 2012). The study of this mentalizing network has provided important 

evidence for the so-called “Theory Theory” account of social cognition, believed to give an 

inferential, reflective, and what was called by the authors “a third-person grasp” of others’ mental 

states (Frith & Frith, 2008, 2010). 

Both these accounts are, in fact, committed to spectator theories of knowledge. They have 

focused on the use of “isolation paradigms” (Becchio, Sartori, & Castiello, 2010), in which 

participants are required to merely observe others or think about their mental states rather than 

participate in social interaction with them. 

As opposed to these two accounts, Schilbach and colleagues (2013) proposed an approach to 

the investigation of social cognition focused on second-person engagements in order to “help social 

neuroscience to really go social”. These authors based their work on classical theories, drawing 

upon Gestalt theory and phenomenology: before recent social cognition research, there was already 
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an important body of theory and research proposing that, when relating to one another, people are 

not engaged in a tortuous process of inferences and theorizing about one another, but immediately 

experience the other as a subject (Heider & Simmel, 1944; Runeson & Frykholm, 1983; Schultz, 

1972). Their approach to social knowing was based on interaction and emotional engagements 

between people, rather than mere observation. This second-person approach already produced 

results in neuroimaging and psychophysiological studies, finding profound differences in neural 

processing related to the reciprocity of social interaction. 

This approach makes explicit reference to the enactive account of cognition, which stresses 

that cognition is achieved by an animal’s active exploration of and coupling with its environment 

(De Jaegher, 2009; Di Paolo & De Jaegher, 2012). According to this approach, an individual adopts 

a “second-person perspective” in which interaction with the other can be considered as essential or 

even constitutive for social cognition, rather than simply observing others and relying on a “first- 

(or third-) person grasp” of their mental states (as in previous approaches).  

The central claims of the second person neuroscience account are that social cognition is 

fundamentally different when we are emotionally engaged with someone as compared to adopting 

an attitude of detachment, and when we are in interaction with someone as compared to merely 

observing him/her (Fig 1.3). 
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Fig. 1.3: Schematic depiction of interaction contingencies for situations of (A) no social interaction and no emotional 

engagement, (B) no social interaction, but emotional engagement, (C) social interaction, but no emotional engagement, and 

(D) social interaction and emotional engagement. Dotted lines indicate the absence or relatively decreased influence of actions 

on oneself (vertical arrows) or the other (oblique arrows), temporal sequence is shown from top to bottom (adapted from 

Schilbach et al., 2013). For abbreviations: see body text. 

 

The authors argue that a “second-person grasp” of other minds is first closely related to 

feelings of engagement with and emotional responses to the other. According to their point of view, 

awareness of other minds fundamentally depends on emotional engagement and responsiveness to 

another person’s states or actions, in contrast with a detached observer’s attitude, which does not 

include such responding (Reddy, 2003, 2008; Rietveld, 2008). The authors indicate that affective 

responses relying upon proprioceptive afferences from the body and action-based processes are 

likely to be closely linked and to interact in complex ways. For example, it would seem plausible 

that emotional responses could facilitate more cognitive ways of understanding minds, whereas the 

absence of such responses could make this a more effortful process. Processes involving emotional 

engagement (see Schilbach et al., 2013 for an extensive review) typically elicited greater activation 

of subcortical structures as bilateral amygdala (AMY in Fig 1.3) and insula (INS), compared to 

tasks requiring a detached attitude. 
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Secondly, the authors see social interaction as a key feature of “grasping” other minds. Social 

interactions are characterized by intricate reciprocal relations with the perception of socially 

relevant information prompting reactions, which are themselves processed and reacted to. Being in 

interaction with someone additionally depends on the perception of the environment in terms of the 

resources assumed collectively by both interactors rather than those held by each individual alone 

(Costall, 1995; Marsh, Richardson, & Schmidt, 2009; Richardson, Marsh, & Baron, 2007; 

Schilbach, Eickhoff, Cieslik, Kuzmanovic, & Vogeley, 2012). In social interaction, rather than 

exercising one’s own reflective capacities we exercise our own practical know-how in dealing with 

others as interactors. Schilbach et al. (2013) highlighted three aspects of social interaction that are 

important for research in social cognitive neuroscience. (i) interaction involves different roles for 

the interactors. At the simplest level, one can be an “initiator” or a “responder” in an interaction, i.e., 

the same action can be performed in an attempt to initiate an interaction or as a response to someone 

else’s action. (ii) shared intentions and motivations are created as new within an interaction, with 

relevant consequences for the performance of joint actions and for the progress of the interaction 

itself. (iii) interaction always involves experience, suggesting that social phenomena must be 

understood, at both the psychological and the neural level, within the context of the past interactions 

and must involve developmental trajectories. Social interactions (in comparison to analogous tasks 

not involving social interaction) elicited greater activation of the anterior cingulated cortex (ACC) 

and, if also a high level of emotional engagement is involved, other subcortical structures as the 

ventral striatum (VS), the ventral tegmental area (VTA), and the lateral habenula complex (LatHb). 

The second person neuroscience approach is therefore extremely relevant to comprehend 

today’s studies in the field of social cognitive neurosciences, since it has brought a new perspective 

and theoretical framework to study social cognition. However, no direct interaction was used as a 

manipulation in the studies that will be presented in this thesis, even though a bogus social 

interaction was used to induce social exclusion in Study 1. Nevertheless, this approach could bring 
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important insights considering the implications of these studies and it definitely represents a 

potential development of this research. 

 

After a general discussion about what social cognition is and the presentation of the most 

outstanding accounts, a more specific theoretical framework ought to be introduced. The studies in 

this thesis focused on a specific subfield of social cognitive neuroscience, which is the visual 

perception of faces and bodies. Consequently, in the next Paragraphs the neural bases of these 

processes (Paragraph 2) and the main theoretical models and frameworks in which they are outlined 

(Paragraph 3) will be presented and discussed. 

 

2. Neural bases of face and body perception 

Human faces are a socially special stimulus and a very broad field of research has been 

focusing on the study of face processing (see Rossion & Gauthier, 2002 for a review). Faces 

provide numerous cues relevant for social communication and interaction, essential for recognition 

of other people’s identity, gender, age, intentions and emotional state. All faces are symmetrical and 

share a common 3D structure (i.e., two eyes above the nose, above the mouth), but humans are able 

to easily indentify hundreds of different faces (McKone & Yovel, 2009). Thanks to the fascination 

for this extraordinary ability, researchers in the field of social cognitive neuroscience have 

examined in depth the neural bases of face processing. We will present below only results of studies 

in the field of neuroimaging, obtained mainly using functional magnetic resonance imaging (fMRI) 

methodology. Psychophysiological correlates of face and body perception will be presented in 

Chapter 3. 
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Fig. 1.4: Schematic representation of the location of face sensitive (light shade) as well as body sensitive (dark shade) 

neural areas (adapted from Minnebusch & Daum, 2009). 

 

Thanks to fMRI studies, a region in the fusiform gyrus was identified, the fusiform face area 

(FFA), which is activated more strongly by passive viewing of faces compared to passive viewing 

of objects (Fig. 1.4) (Haxby, Hoffman, & Gobbini, 2000; Kanwisher & Yovel, 2006). Bilateral FFA 

activation correlated with correct face identification, with the highest correlations in the right 

hemisphere (Haxby et al., 1999; Kanwisher, McDermott, & Chun, 1997; Rossion et al., 2000), 

suggesting preferential lateralization of face processing over the right FFA. As well as FFA, also 

the superior temporal sulcus (STS) and the inferior and middle occipital gyri showed significantly 

greater activation during face processing in the same studies, also showing a right hemispheric 

dominance. The inferior occipital face-sensitive area was named occipital face area (OFA; Gauthier 

et al., 2000) and seems to be sensitive to invariant features of face stimuli, while the STS appears to 

process dynamic aspects of faces (e.g., expression, gaze).  

It was clearly proven that the FFA is specifically involved in face perception and 

identification (Kanwisher & Yovel, 2006; Kanwisher, McDermott, & Chun, 1997), even if its 

precise functional role remains to be fully explored and understood. According to an alternative 
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view (the so-called “expertise hypothesis”, Gauthier, Tarr, Anderson, Skudlarski, & Gore, 1999) the 

FFA activation may reflect expertise in processing a certain category of visual stimuli. The FFA 

might thus be activated by any stimulus which the subject perceives as distinct specimen rather than 

as generic example of a category, independently of the nature of this category (e.g., humans, birds, 

dogs, objects, etc.). Faces may activate this cortical region because all people are experts in face 

perception since birth. We will not discuss in depth the expertise hypothesis, since it is not the 

purpose of this Chapter and it is still debated in literature (Gauthier & Bukach, 2007; McKone & 

Robbins, 2007; Robbins & McKone, 2007). 

Even though body processing was not studied as extensively as face processing, also bodies 

represent a category of special social stimuli (de Gelder, 2009). As a matter of fact, bodies share 

important communicative features with faces, i.e., they contribute to recognition of identity, gender, 

age, intentions and emotional state. As faces, all bodies are symmetric and share a specific 3D 

structure (i.e., legs connected to the lower part of the torso, arms to the upper part and head on top). 

As face perception, also perception of human bodies has been associated with specific cortical 

areas (Downing, Chan, Peelen, Dodds, & Kanwisher, 2006; Downing, Jiang, Shuman, & Kanwisher, 

2001; Downing & Peelen, 2016; Peelen & Downing, 2017, 2007; Schwarzlose, 2005). The 

extrastriate body area (EBA) (Fig. 1.4) shows greater activation during perception of human bodies 

and body parts compared to objects or faces (Downing, Jiang, Shuman, & Kanwisher, 2001). The 

EBA seems to be part of a specialized system for the identification of a stimulus as a human body. 

EBA activation is also generalized to line drawings, stick figures and silhouettes, indicating that the 

EBA might have an abstract body representation (Downing, Jiang, Shuman, & Kanwisher, 2001). 

Moreover, EBA seems to be insensitive to familiarity of bodies, suggesting that this area may be 

involved in body detection but not identification (Hodzic, Muckli, Singer, & Stirn, 2009). It is 

interesting to know that EBA activation could be modulated by the presence or absence of a face 

(Minnebusch, Suchan, & Daum, 2009), but this topic will be discussed more in depth in Chapter 3. 
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From the anatomical point of view, EBA is located at the posterior end of the inferior 

temporal sulcus (Fig. 1.4) and overlaps with the visual motion selective and object-form selective 

areas (Downing, Wiggett, & Peelen, 2007; Peelen & Downing, 2007a). Overlapping activation in 

this region might reflect a common neuronal system engaged in body, object, and motion perception. 

A few studies using multi-voxel pattern analysis (MVPA) with fMRI data were performed to 

investigate whether this overlap reflected a common neural system or processing mechanisms 

related to this region could differentiate between categories. MVPA is a method aimed to decode 

the information that is represented in the subject’s brain at a particular time-point. Instead of 

focusing on individual voxels, MVPA uses pattern-classification algorithms (from machine 

learning) to determine the information that is represented in a given pattern of activity (Norman et 

al., 2006). These studies indicated functional independence in overlapping extrastriate cortical 

regions (Downing, Wiggett, & Peelen, 2007; Peelen & Downing, 2007a, 2007b; Peelen, Wiggett, & 

Downing, 2006). Using this method, Downing and colleagues (2007) showed that the form of a 

human body, visual motion and object form elicited independent patterns of fMRI activation. 

Furthermore, a second area sensitive to vision of human body form was identified, the 

fusiform body area (FBA) (Peelen & Downing, 2005; Schwarzlose, 2005) (Fig. 1.4). The FBA is 

located in the posterior fusiform gyrus and responds to the form of the whole body rather than body 

parts (Taylor, Wiggett, & Downing, 2007), thus showing a specific and separate function from EBA. 

Moreover, the FBA may distinguish between familiar and unfamiliar bodies (Hodzic, Kaas, Muckli, 

Stirn, & Singer, 2009).  

Therefore, faces and human bodies seem to be processed in adjacent and partially overlapping 

but distinct networks within the fusiform gyrus (Peelen & Downing, 2005, 2007b; Schwarzlose, 

2005), i.e., face- and body-selective activations can be dissociated both anatomically and 

functionally.  
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After having discovered selective activation for faces and bodies in these neural areas, some 

brilliant experts managed to systematize neural networks in neurocognitive models, thus giving a 

precise theoretical framework to face and body perception. 

 

3. Theoretical models of face and body perception 

 

 

Fig. 1.5: Face perception model by Bruce & Young (1986) 

 

The first box-and-arrows cognitive model of face processing was suggested by Bruce & 

Young (1986) (Fig. 1.5). According to this model, the perceptual image of a face is analysed 

through view-centred descriptions (for mainly featural processing) and then transformed in view- 

and expressions-independent description. The processing occurring during these first modules is 

named structural encoding. After structural encoding, information is passed to two functionally 

separate pathways, i.e., (i) one pathway (left of the picture) for changeable features recognition, 
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composed of independent modules specialized in processing emotional expression, facial speech 

and directed visual processing; (ii) a second pathway (low-right of the picture) is aimed to identity 

recognition and is composed of serial modules specialized in face recognition, identity processing 

and name generation. The authors hypothesized complete functional independence between the two 

pathways, since they are aimed to process different information. This independence was 

corroborated by studies on prosopagnosic patients, which found a double dissociation between 

identity recognition and emotional expression identification in face processing (Bruyer et al., 1983; 

Kurucz & Feldmar, 1979). 

Burton, Bruce, & Johnston (1990) proposed a revision of Bruce & Young’s model: these 

authors extended this cognitive functional model using an interactive activation implementation. 

We will not present Burton et al.’s model in detail since it goes beyond the purpose of this Chapter. 

 

Fig. 1.6: Face processing model by Haxby et al. (2000) 

 

Some years later, a hierarchical neuroanatomical model for face processing (Fig. 1.6) was 

developed by Haxby, Hoffman, & Gobbini (2000), originating from Bruce & Young’s (1986) 
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model. This model identified neural bases of the different modules involved in face processing 

according to Bruce & Young. This model is divided in a core system and an extended system. The 

core system is specialized in visual face analysis and includes three cortical areas: inferior occipital 

gyri (IOG) (corresponding to the region later named OFA) are assumed to be the bases of Bruce & 

Young’s structural encoding and are dedicated to the extraction of early perceptual facial features. 

Two independent circuits originate from this area, processing separate information: (i) on the one 

hand, IOG is connected to STS, which processes changeable and dynamic aspects of faces, i.e., eye 

gaze, facial expressions and lip movements. This information is strongly involved in socio-

emotional processing of faces (Haxby, Hoffman, & Gobbini, 2002), and it is independent from 

identity recognition. It corresponds to the first pathway in Bruce & Young’s model; (ii) on the other 

hand, IOG showed strong connections with FFA, designated to process invariant aspects of faces. 

The processing occurring in this area is aimed to recognize the facial identity, thus it corresponds to 

the first pathway in Bruce & Young’s model. It is important to underline that, in Haxby et al.’s 

model, IOG, FFA and STS have reciprocal connections. Therefore structural encoding, processing 

of changeable and invariant aspects can interact with each other. This property will be further 

discussed in Chapter 5. 

Instead, the extended system comes into play if additional information is extracted from faces. 

It is composed of several cortical and subcortical areas, which can process information received 

from the core system. The extended system is multimodal, therefore it can be accessed by both 

faces and other stimuli. FFA is connected to the anterior temporal lobe, where person identity, name 

and biographical information are stored. Furthermore, STS is connected to the intraparietal sulcus 

(IPS; specialized in spatial attention deployment, particularly in respect to gaze direction), to the 

auditory cortex (processing pre-lexical speech information, in particular prosody) and to the limbic 

system, insula and amygdala (specialized in emotional information processing). 
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O’Toole and colleagues revised Haxby et al.’s model (O’Toole, Roark, & Abdi, 2002; Roark, 

Barrett, Spence, Abdi, & O’Toole, 2003), proving the interaction between the two processing 

pathways (against the independence hypothesis of Bruce & Young). In particular, these authors 

studied the contribution of dynamic information to recognition of identity. They proved that 

dynamic information contribute to identity recognition in non-optimal conditions, e.g., poor 

visibility, low resolution, or long distance (O’Toole et al., 2002). FFA and STS would thus be both 

involved in a network aimed to recognize identity, by using both static and dynamic facial 

information. 

 

With regard to body shape processing, three models of body perception have been put forward 

so far (see Minnebusch & Daum, 2009 for a review). The first model was suggested by Taylor et al. 

(2007) and is based on similarities between face and body processing, focusing on EBA and FBA. 

The second model hypothesizes that visual processing of body shapes involves an extensive fronto-

temporo-parietal network (Urgesi, Calvo-Merino, Haggard, & Aglioti, 2007; Urgesi, Berlucchi, & 

Aglioti, 2004; Urgesi, Candidi, Ionta, & Aglioti, 2007). The third model proposed a segregation 

between a body-detection network and a body-identification network (Hodzic, Kaas, et al., 2009; 

Hodzic, Muckli, et al., 2009). 
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Fig. 1.7: Body perception model by Taylor et al., 2007 (adapted from Minnebusch & Daum, 2009) 

 

Taylor and colleagues (2007) highlighted the fact that two cortical regions seem to be 

specialized in the perception of human bodies (FBA and EBA) and body parts (EBA only) (Peelen 

& Downing, 2007b). Taylor et al. have emphasized the parallels of face and body processing 

considering the similar functional neuroanatomy in the face-sensitive OFA and the body-sensitive 

EBA, and in the FFA and the FBA (Fig. 1.7). Varying the amount of body information gradually 

from single fingers to the whole body form, EBA activation remained approximately constant while 

FBA showed a clear increase when whole torsos were presented. The EBA thus seems to be 

involved in the basic analysis of body features (analogous to OFA in face processing), while FBA 

(analogous to FFA) seems to be implicated in processing the configuration of body parts (Taylor et 

al., 2007). Functional connectivity between face-specific regions was analysed (Fairhall & Ishai, 

2007) and the results confirmed this hypothesis, while functional connectivity between EBA and 

FBA still needs to be explored. 
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Fig. 1.8: Body perception model by Urgesi et al., 2007 

 

Urgesi, Calvo-Merino, Haggard, & Aglioti (2007) have suggested that the human brain 

includes two dissociable and independent pathways, specialized for processing human bodies (Fig. 

1.8): one pathway processes the whole body in a configural way and involves dorsal stream brain 

areas and the mapping of observed postures onto the observer’s sensorimotor representation through 

a mirror mechanism (Rizzolatti & Craighero, 2004). This sensorimotor representation seems to be 

generated in the superior parietal lobe (SPL) and in the ventral premotor cortex (VPMC). These 

authors found no Body Inversion Effect (marker of configural processing) after disrupting the 

activity of SPL and VPMC through repetitive transcranial magnetic stimulation (rTMS). Configural 

processing of bodies, thus, depends on sensorimotor representations rather than visual 

representations in the extrastriate visual cortex, which seems to be involved in local body 

processing. The second pathway processes local features of the body, such as body parts and body 

form, and is associated with the EBA. Studies on patients with focal lesions in the EBA and ventral 

premotor cortex (Moro et al., 2008) provide evidence for this model. These authors reported a 

double dissociation between deficits in body form perception (defined “body form agnosia” and 

associated with lesions including EBA) and deficits in action perception (defined “body action 

agnosia” and associated with lesions including VPMC), producing thus important evidence for a 

dissociation of these two types of perception. 
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Fig. 1.9: Body perception model by Hodzic et al. (2009a, 2009b) (adapted from Minnebusch & Daum, 2009) 

 

A study by Hodzic, Kaas, Muckli, Stirn, & Singer (2009) found the existence of a third region 

(beside the previously reported EBA and FBA) in the inferior parietal lobe (IPL) that might be 

sensitive to the perception of human bodies (Fig. 1.9). This region seems to be involved in the 

identification of both body parts and whole bodies (Hodzic, Muckli, et al., 2009). Therefore, these 

authors proposed the existence of distinct (but strictly connected) networks for body detection (the 

body-detection network, including bilateral EBA, right FBA and right IPL) and for body 

identification (the body-identification network, involving areas in the inferior frontal gyrus, the 

cingulate gyrus, the post-central sulcus, IPL and FBA). The right IPL seems to be critical to 

perceive one’s own body together with the right inferior parietal sulcus, the left posterior orbital 

gyrus and the lateral occipital gyrus (Hodzic, Kaas, et al., 2009). Moreover, a fronto-parietal 

network might encode an abstract concept of self. 

 

After having discussed the main theoretical frameworks of face and body perception, we will 

briefly present below the literature concerning two specific topics in the field of face and body 

processing: perception of emotional expressions and of approach-avoidance orientation. Both these 

topics are further investigated in the studies presented in this thesis. 
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4. Emotional expressions 

In social cognition, faces are the most important and most studied stimuli to communicate 

emotions to other members of the species. Emotional facial expressions are particularly salient 

stimuli and, in humans, are immediate indicators of affective dispositions in other people. The most 

famous cross-cultural study in the emotional expression field (Ekman & Friesen, 1971) proved that 

the facial expression of six basic emotions is universal. They are expressed and recognized by the 

same facial patterns in many different cultures. The six basic emotions are happiness, sadness, 

anger, fear, disgust and surprise. These emotions were recognized with comparable accuracy by 

very different cultures: western individuals and inhabitants of New Guinea. 

Emotional expressions recognition may rely on disparate strategies (Adolphs, 2002a, 2002b). 

For example, recognition of fear from a facial expression may occur by linking the perceptual 

properties of the facial stimulus to various knowledge-based processes. These include the 

knowledge of the concept of fear, its lexical label “fear”, the perception of the emotional fear 

response (or a representation of it) that the stimulus may trigger in the observer, and also knowledge 

about the motor representations of facial movements necessary to produce the expression shown in 

the stimulus. 

Considering the massive emotional significance of facial expression, numerous recent 

functional imaging, lesion, and single-cell recording studies have used emotional faces to identify 

neural substrates of emotional processing. These studies have found that brain areas generally 

involved in the processing of emotional information are also activated during the processing of 

facial emotion (Adolphs, 2003). A rapid evaluation of the emotional and motivational significance 

of facial expression appears to be mediated by the amygdala and orbitofrontal cortex, while 

structures such as the anterior cingulate, prefrontal cortex and somatosensory areas seem to be 
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linked to the conscious representation of emotional facial expression for the strategic control of 

thought and action (Damasio et al., 2000; Fusar-Poli et al., 2009; Gorno-Tempini et al., 2001; 

Kesler-West et al., 2001; Lane, Fink, Chau, & Dolan, 1997; Streit et al., 1999), as well as to the 

production of concomitant feeling states (Adolphs, 2003). 

Further separation of neural networks has been demonstrated for processing specific facial 

emotions (most of the following neural regions are highlighted in Fig. 1.10). The amygdala has 

often been linked with processing of fearful faces (Adolphs, Tranel, Damasio, & Damasio, 1994; 

Morris et al., 1996; Morris, Ohman, & Dolan, 1998; Vuilleumier, Armony, Driver, & Dolan, 2001; 

Whalen et al., 2001) and sad faces (Blair, Morris, Frith, Perrett, & Dolan, 1999; F. Schneider, Habel, 

Kessler, Salloum, & Posse, 2000), while the cingulate sulcus seems to be activated by happy faces 

(Kesler-West et al., 2001; Phillips et al., 1998) and the orbitofrontal regions by angry faces (but not 

exclusively, as we will discuss later) (Blair et al., 1999). Disgust seems to activate preferentially 

basal ganglia and insula (Adolphs, Tranel, & Damasio, 2003; Calder, Keane, Manes, Antoun, & 

Young, 2000; Phillips et al., 1997, 1998). Most of the above studies offer evidence of a dissociation 

as well as an overlapping of the cerebral structures involved in processing different facial emotions. 

Therefore, it is important to examine further findings related to some of these structures. 

The amygdala takes part in recognition of emotional signals through at least two classes of 

input mechanisms: a subcortical route via the superior colliculus and the pulvinar (in the thalamus), 

and a cortical route via the visual neocortex. Structures in the subcortical route are activated both 

when normal individuals are shown subliminal facial expressions of fear (J. S. Morris, Ohman, & 

Dolan, 1999), and when individuals with blindsight, due to striate cortex damage, show to 

discriminate emotional facial expressions (de Gelder, Vroomen, Pourtois, & Weiskrantz, 1999; 

Morris, de Gelder, Weiskrantz, & Dolan, 2001; Tamietto et al., 2009). Lesion studies have 

consistently found a deficit in recognition of emotional facial expressions following bilateral 

amygdala damage, typically disproportionate for fear (Adolphs, Tranel, Damasio, & Damasio, 
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1995; Anderson & Phelps, 2000; Calder, 1996; Calder, Lawrence, & Young, 2001), but sometimes 

involving multiple negative emotions, including fear, anger, disgust, and sadness (Adolphs, 1999; 

Adolphs et al., 1999; Schmolck & Squire, 2001). 

Nevertheless, such activation seems to depend on passive or implicit processing of the 

emotion: perceptual processing of facial expressions of fear can activate the amygdala, whereas 

asking participants to label the emotion can instead result in deactivation (Hariri, Bookheimer, & 

Mazziotta, 2000). The reduction of amygdala activity in response to emotional expressions, when 

the demand for explicit emotion recognition is increased, is quite commonly observed (Critchley et 

al., 2000) and may be mediated by the amygdala’s inhibition by frontal cortex. 

Also the orbitofrontal cortex seems to play a major role in emotional expression processing. 

Damage to the orbitofrontal cortex, especially in the right hemisphere, may result in a generalized 

impairment of emotions recognition from the face and the voice (Hornak, Rolls, & Wade, 1996). 

These findings are consistent with the increased activation found in right orbitofrontal cortex during 

fearful faces processing (compared to neutral faces) (Vuilleumier et al., 2001). Opposite to 

amygdala’s activation in response to passive viewing of emotional faces or gender judgements, 

orbitofrontal regions may be activated when subjects are engaged in a cognitive task requiring 

explicit identification of the emotion (Nakamura et al., 1999; Narumoto et al., 2000). The 

orbitofrontal cortex, like the amygdala, can exhibit extremely rapid responses to emotionally salient 

stimuli, therefore these structures can modulate early aspects of perceptual processing via top-down 

influences (Kawasaki et al., 2001). The earliest activity that discriminates between emotional facial 

expressions is seen in midline occipital cortex as early as 80 ms to 110 ms (Pizzagalli, Regard, & 

Lehmann, 1999), while responses encoding fine-grained, subordinate, information sufficient to 

distinguish different emotional expressions only appear at around 170 ms (Shlomo Bentin, Allison, 

Puce, Perez, & McCarthy, 1996; Sugase, Yamane, Ueno, & Kawano, 1999). These findings suggest 
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the possibility that responses to emotional stimuli in visual cortices may be modulated by feedback, 

perhaps from structures such as the amygdala and orbitofrontal cortex. 

Moreover, it was demonstrated that right somatosensory cortices play a critical role in facial 

expression processing in an investigation of 

the association between lesion location and 

facial emotion recognition (Adolphs, Damasio, 

Tranel, Cooper, & Damasio, 2000). The 

interpretation of these findings is based on the 

literature related to the mirror neuron system 

(Gallese, 2003; Iacoboni, 2009; Rizzolatti & 

Craighero, 2004; Rizzolatti & Sinigaglia, 

2010). This interpretation posits that viewing 

facial expressions of emotion may trigger an 

emotional response in the perceiver that 

mirrors the emotion shown in the stimulus 

(Wild, Erb, & Bartels, 2001), and that 

representing this emotional response in 

somatosensory cortices in turn provides 

information about the emotion. This idea, that 

knowledge of other people’s emotions may 

rely on simulating the observed emotion, is 

consistent with several other findings in 

humans and monkeys (Rizzolatti & Sinigaglia, 

2010). 

Fig. 1.10: Processing of emotional facial expressions as a function of time. 

(A) Structures involved in emotion recognition at various time points. A: 

amygdala; FFA: fusiform face area; INS: insula; O: orbitofrontal cortex; 

SC: superior colliculus; SCx: striate cortex; SS: somatosensory cortex; 

STG: superior temporal gyrus; T: thalamus. 

(B) Time course of emotion recognition, from the onset of the stimulus at 

the top, through perception to final recognition of the emotion at the 

bottom (adapted from Adolphs, 2002a). 
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Starting from these findings, Adolphs (2002a, 2002b) developed a very elegant model to 

describe recognition of emotional facial expressions (Fig. 1.10). 

1. Upon presentation of an emotionally meaningful stimulus, an individual might 

envision a first, feed-forward flow of information processing. Initial perception of the 

face modulates activity in subcortical structures as well as in early visual cortices. The 

subcortical structures implicated include the superior colliculus and the pulvinar, 

structures probably specialized for very fast, automatic, and coarse processing of the 

stimulus. Information from the pulvinar, in turn, feeds into early processing within the 

amygdala. Cortical structures would include V1, V2, and other early visual cortices, 

via input from the lateral geniculate nucleus of the thalamus. This early visual 

processing would extract perceptual information from faces and, after about 80-120 

ms in humans, would coarsely categorize the stimulus as expressing an emotion or not, 

on the basis of the structural properties of the image. The early visual processing may 

be relatively specialized to extract information about highly salient stimuli and may 

likely be fairly automatic and obligatory. 

2. After this early visual processing stage, regions more anterior and including visual 

association cortices (FFA, STS) would construct more detailed perceptual 

representations that depend more on processing the configuration of the face. Separate 

representations are constructed that make explicit information useful for recognizing 

identity or recognizing emotion (Haxby et al., 2000). During this fine-grained 

encoding, posterior temporal cortices and cortex in the fusiform gyrus construct a 

detailed structural representation of the face, by about 170 ms post-stimulus onset. 

Contribution of dynamic information to create a representation of the face through 

temporal areas may occur at this stage of processing. 
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3. In a third processing stage, late feed-back processes from the orbitofrontal cortex and 

the amygdala to visual cortices may contribute to produce a conceptual representation 

of the emotion signalled by the face. This processing stage seems to occur after 300 

ms post-stimulus onset. During this stage, also somatosensory-related cortices in the 

right hemisphere seem to participate in representing aspects of the body state that 

define an emotion. 

Importantly, there would be feed-back influences from the amygdala at multiple temporal 

scales. Amygdala and orbitofrontal cortices serve to link a perceptual representation of the facial 

expression to three strategies for producing conceptual knowledge of the emotion: First, they may 

modulate perceptual representations via feed-back. This mechanism might contribute, in particular, 

to fine-tuning the categorization of the facial expression and to the allocation of attention to 

particular features. Second, the amygdala and orbitofrontal cortices may trigger associated 

knowledge, via projections to other regions of neocortex and to the hippocampal formation. This 

mechanism might contribute especially to retrieval of conceptual knowledge about the emotion. 

Third, they may generate an emotional response in the subject, via connections to motor structures, 

hypothalamus, and brainstem nuclei, where components of an emotional response to the facial 

expression can be activated. This mechanism might contribute to the generation of knowledge about 

another person’s emotional state, via the process of simulation, and would draw on somatosensory 

related cortices in the right hemisphere for representing the emotional changes in the perceiver. 

As already mentioned, body shape perception was studied less extensively than face 

perception in social cognition, and the same goes for emotional expressions of body postures. 

However, in the last years the emotional body language (EBL) found new interest in social 

cognitive neuroscience and an increasing number of studies were performed to investigate this 

aspect (see de Gelder, de Borst, & Watson, 2015; de Gelder, 2006; de Gelder, 2009; Minnebusch & 

Daum, 2009 for extensive reviews). 
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A first hypothesis in modelling the perception of EBL posited that a single system might be 

responsible for the perception and production of EBL, and this system may be part of the mirror-

neuron network (Gallese, Keysers, & Rizzolatti, 2004; Gallese, 2003). According to this hypothesis, 

perception of emotion is based on the same motor representation which is associated with emotion 

expression, similar to action understanding and execution. Whereas this was already hypothesized 

for facial expressions (see above), this theory is even more valid for emotions expressed by body 

postures or body movements. We would use our own body for the perception of other people and 

for understanding their emotions and intentions (Gallese, Keysers, & Rizzolatti, 2004). Therefore, 

the mirror-neuron system seems to play an important role in the perception of both facial and bodily 

emotional expressions: increased activation were observed in the amygdala, insula, fusiform gyrus 

and STS while processing EBL (Gallese, Keysers, & Rizzolatti, 2004; Grèzes, Pichon, & de Gelder, 

2007; Hadjikhani & De Gelder, 2003), with higher activation for dynamic (compared to static) body 

expressions in motion-sensitive areas as STS and the premotor cortex (Grèzes et al., 2007). 

After analysing the available literature, de Gelder et al. (2006, 2015) postulated a two-system 

theory of EBL (Fig. 1.11), not very different from Adolphs’ model (2002a, 2002b) for the 

perception of facial expression. This model consists of two separate emotional circuits cooperating 

with each other: a rapid and non-conscious automatic system including predominately subcortical 

structures (superior colliculus, pulvinar, striatum, basolateral amygdala) and a cortical system 

(visual cortices - IOG, the fusiform gyrus and STS - together with frontoparietal motor system and 

connections between the amygdala and the dorsolateral prefrontal and ventromedial prefrontal 

cortex) with bidirectional connections to the first system. The second system processes EBL in 

more detail and predicts behavioural consequences of an emotion by decoding emotional stimuli in 

combination with past experience, memory and conceptual knowledge. These two systems are 

connected to a third system, aimed to process body awareness of EBL in relation to body 
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representation (ventromedial prefrontal cortex, anterior cingulated cortex, somatosensory cortex and 

insula). 

 

 

Fig. 1.11: The three interrelated brain networks involved in emotional body language processing according to de 

Gelder et al. (2006, 2015). 

(1) Reflex-like emotional body language (EBL) (orange) involves the superior colliculus (SC), pulvinar (Pulv), 

striatum and amygdala (AMG). 

(2) Body awareness of EBL (green) involves the insula, somatosensory cortex (SS), anterior cingulate cortex (ACC) 

and ventromedial prefrontal cortex (VMPFC). 

(3) Visuomotor perception of EBL (blue) involves the lateral occipital complex (LOC), superior temporal sulcus (STS), 

intraparietal sulcus (IPS), fusiform gyrus (FG), amygdala (AMG) and premotor cortex (PM). 

Visual information from EBL enters in parallel via a subcortical (red) and a cortical (blue) input system. Feed-

forward connections from the subcortical to the cortical system and body awareness system are shown in red, reciprocal 

interactions between cortical system and body awareness system are shown in blue (adapted from de Gelder, 2006) 

 

A brief citation has to be done for Schindler, Van Gool, & de Gelder's (2008) model. They 

proposed a biologically inspired, hierarchical model of the recognition of emotion expressed by 

body postures. According to this computational model, discriminations between neutral expressions 

and the six basic emotions (anger, disgust, fear, happiness, sadness and surprise) can be achieved by 
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input based on static views of body postures, with emotional body language being based on low-

level form processing. This computational model seems to bring evidence corroborating de Gelder’s 

model. 

 

5. Approach and avoidance 

Approach and avoidance are investigated in association with emotional response, in terms of 

“behavioural states” (Adolphs 2002a, b). The tendency to approach or avoid an individual may be 

related to threat (e.g., angry or fearful expressions) or not (e.g., happy or sad expressions). This 

tendency may be conveyed by different social cues, i.e., facial expression, gaze direction, body 

posture, vocal prosody, etc. 

The investigation of these behavioural tendencies was carried out in the framework of 

appraisal theories of emotions (Frijda, 1986; Lazarus, 1991; Scherer, Schorr, Johnstone, 2001; 

Scherer, 1992; Scherer, Scherer, & Ekman, 1984). Appraisal theories of emotions hypothesize that 

emotional responses are generated by appraisals (evaluations, interpretations, explanations) of a 

stimulus/event. Different appraisals may lead to different specific reactions in different people. 

With regard to evaluation of social stimuli (e.g., facial expressions), appraisal theories suggest that 

the face expresses cognitive processes involved both in the orienting of attention (primarily gaze 

direction) and in the evaluation of emotion-eliciting events. This relationship implies an interaction 

effect between perceived gaze direction and perceived facial expression in inferring emotions from 

the face. Thus, gaze direction plays a key role in interpreting emotional expressions, since it 

becomes part of the overall constellation of facially expressive cues that constitute what we 

perceive as a facial expression. Many studies have evaluated these theories, especially testing their 

validity regarding the appraisal of facial expressions (Adams & Kleck, 2003, 2005; Sander, 
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Grandjean, Kaiser, Wehrle, & Scherer, 2007) and in the updating process in working memory 

(Artuso & Palladino, 2015; Artuso, Palladino, & Ricciardelli, 2012).  

By investigating this behavioural tendency in the framework of appraisal theories, Adams & 

Kleck developed their shared signal hypothesis (Adams & Kleck, 2003, 2005; Adams, Ambady, 

Macrae, & Kleck, 2006). They postulated that all social cues expressing the tendency to approach or 

avoid an individual were processed as a whole, in an overall appraisal of the social stimulus (in their 

case, a face) (Adams & Kleck, 2005). According to their theory, when gaze direction matches the 

underlying behavioural intent (approach-avoidance) communicated by an emotional expression, the 

appraisal of that emotion would be enhanced. They proved their theory by performing a series of 

experiments in which happy and angry (approach-oriented), fearful and sad expressions (avoidance-

oriented) were combined with direct (approach-oriented) and diverted (avoidance-oriented) gaze 

direction. The results of these experiments demonstrated that emotion recognition was faster when 

emotional expression and gaze direction showed congruent behavioural tendency (Adams & Kleck, 

2003). The same result was found also by using trait attributions to neutral faces, blended 

expressions of fear and anger, different emotional intensity (Adams & Kleck, 2005), and also 

moving faces visually going near to or far from the participant (Adams, Ambady, Macrae, & Kleck, 

2006). 

From the neurocognitive point of view, these authors investigated the neural bases of this 

“shared” appraisal of facial expressions and gaze directions in an fMRI study (Adams, Gordon, 

Baird, Ambady, & Kleck, 2003). They demonstrated that the amygdala seems to be sensitive to 

“ambiguous threat”: it showed greater activation while processing approach-oriented expression 

(anger) with avoidance-oriented gaze direction (diverted) and vice versa. In other words, the 

amygdala showed to be sensitive to incongruence in the binding between facial expressions and 

gaze direction. Once again, the amygdala is proven to represent a crucial structure in the appraisal 

of social stimuli conveying emotions. 
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This hypothesis was also corroborated by studies using eye-tracking (Rigato, Menon, Farroni, 

& Johnson, 2013), which showed sensitivity to the gaze-expression congruence for both the 

approach- and avoidance-oriented emotions in adult participants, and also using EEG: these studies 

found that gaze-expression congruence increased the amplitude of N170 (an occipitotemporal 

component linked to structural encoding of faces) (Akechi et al., 2010) or P2 (an occipitotemporal 

component linked to higher-level conceptual encoding of stimuli) (Rigato, Farroni, & Johnson, 

2009) and even later (Klucharev & Sams, 2004) ERP components. We will present and discuss 

these ERP components more extensively in Chapter 3 and 5. 

In a recent study, Paulus & Wentura (2015) proposed that emotions cannot be considered as 

universally approach- or avoidance-oriented. On the contrary, approach and avoidance reactions to 

emotional expressions would be triggered by their appraisal based on the specific context. As a 

matter of fact, they demonstrated that negative emotional expressions (anger, fear, sadness) elicited 

avoidance reactions if contrasted with expressions of happiness, whereas, if contrasted with a 

different negative emotional expression, anger and sadness triggered approach reactions and fear 

activated avoidance reactions. Therefore, these authors concluded that different behavioural 

reactions may be triggered if the valence (positive/negative connotation) of the 2 emotions 

presented in a task differ or are the same. Approach and avoidance are not always basic behavioural 

states, but actually they could be triggered by a more complex appraisal of the emotional cues in the 

face. This appraisal would be aimed to extract the social message conveyed by facial expression, 

depending thus also on the context in which they are located. 

 

6. Aim and topics of the thesis 

As we saw, social cognition is an extremely broad field of study, sometimes even considered 

as an approach to studying different fields of knowledge (Carlston, 2013). Therefore, it is necessary 



Chapter 1: Social Cognition 

________________________________________________________________________________ 

42 

 

to narrow the field of research on specific topics in order to increase our knowledge, always 

keeping an eye on the big picture of the theoretical framework we discussed. 

Investigations carried out in this thesis were aimed in two different directions within the field 

of social cognition. On the one hand, the first study (composed of two experiments, presented in 

Chapter 2) was aimed to investigate the influence of social exclusion, a manipulation pertaining the 

internally-focused system according to Lieberman’s (2007) model, on the perception of two 

different, but interacting, facial cues: emotional expression and gaze direction. The perception of 

these cues is clearly supported by the externally-focused system. These features were chosen 

considering (i) the critical importance of emotional expressions in social cognition, as widely 

discussed above, (ii) the relevance of gaze as a signal of social inclusion or exclusion (that will be 

discussed in the next Chapter) and (iii) the interaction between these two features in the appraisal of 

facial expressions. The identification of gaze direction was specifically impaired by social exclusion, 

while no impairment was found for emotional expression recognition. The results of this study 

brought important insights concerning the relevance of gaze as a signal of potential re-inclusion, 

and how the impaired processing of gaze direction may reiterate social exclusion. 

On the other hand, research was carried out in a different direction, investigating and 

comparing the encoding of faces and bodies. This was done by performing (i) a meta-analytic 

review on the body inversion effect (in Chapter 3), aimed to investigate consistency and size of this 

effect, fundamental in studying structural encoding of body shapes; (ii) a study on the neural 

oscillations involved in face and body inversion effects (in Chapter 4). Neural oscillations were 

measured by means of the electroencephalographer (EEG) and showed that configural processing of 

faces and bodies involve different perceptual mechanisms; (iii) a study investigating the influence 

of inversion and emotional expression on the visual encoding of faces and bodies, and how these 

two manipulations may interact (in Chapter 5). The neural correlates of these processes were 

investigated by means of event-related potentials (ERPs). Both inversion and emotional expressions 
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were shown to influence the processing of these stimuli, during different stages and through 

different perceptual mechanisms, but a systematic study in which inversion and four different 

emotional expressions were manipulated in both faces and bodies was never performed. These 

studies were aimed to shed new light on how faces and bodies are perceived, how they convey 

emotional information, pointing out similarities and differences between these two stimulus 

categories. 

 

 



 

 

 

 

 

 

CHAPTER 2 

 

EXCLUDE THE EMO: 

How social exclusion modulates social information 

processing: 

a behavioural dissociation between facial expressions 

and gaze direction 
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1. Introduction 

This Section presents the state of the art in the literature about social exclusion, with a specific 

focus on the topics addressed in the study. It will start with a generic presentation and definition of 

what social exclusion is and its effects on cognitive processing. Then the discussion will narrow to 

the effects of social exclusion on affective state and social information processing. After this 

literature review, the study will be presented. 

 

1.1. What is social exclusion? 

Everyone has experienced social exclusion in different measures. Being excluded, ostracised, 

or even simply ignored is part of everybody’s life. Thus, everyone knows how painful, crippling, 

and confusing this experience can be. This pain arises because being excluded is a threat to our need 

to belong (Baumeister & Leary, 1995), one of the most fundamental human needs. 

In psychological terms, social exclusion is defined as being ignored and excluded by someone 

(Williams, 2007). Despite subtle definition differences, the terms “ostracism” and “social exclusion” 

will be used as synonyms in this thesis. In addition to our personal experience, we know from many 

studies that social exclusion has specific impacts on our behaviour, cognitive abilities, emotional 

feelings, and especially our motivation, defined as fundamental needs (see Baumeister, Brewer, 

Tice, & Twenge, 2007 for a complete review). 

From the behavioural point of view, ostracism does appear to have a very strong effect on 

aggressiveness, as shown in different studies (Chow, Tiedens, & Govan, 2008; Riva, Romero Lauro, 

DeWall, Chester, & Bushman, 2014; Twenge, Baumeister, & Tice, 2001). This reflects the effect of 

the anger experienced during ostracism: Chow and colleagues (2008) showed in their studies that 
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self-reported anger is the strongest mediator between experienced social exclusion and anti-social 

behaviours (especially for unfair social exclusion). 

The effects of social exclusion on cognitive performance are very well known: ostracism can 

cause a significant decrease in different cognitive skills as a consequence of the experienced threat 

to individuals’ need to belong (Baumeister et al., 2007), also defined as a “defensive state of 

cognitive deconstruction” (Twenge, Catanese, & Baumeister, 2003). This effect was clearly shown 

by worse performance in IQ tests (Baumeister, Twenge, & Nuss, 2002), time interval estimations, 

proverbs explanations, simple reaction times tasks (Twenge et al., 2003), and purely cognitive tasks 

such as the antisaccade task (Jamieson, Harkins, & Williams, 2010). This last study also shows an 

important effect of re-inclusion, which will be discussed later. The ostracism effect on cognitive 

performance is also supported by psychophysiological evidence: Otten & Jonas (Otten & Jonas, 

2013) measured the electrophysiological responses to a Go/No-go task performed after social 

inclusion/exclusion. In No-go trials, excluded participants showed specific ERP patterns: larger 

amplitude of N2 and smaller amplitude of P3 components, reflecting an increased ability to detect 

response conflicts and decreased inhibition of predominant (unwanted) responses, respectively. 

Inhibition and self-regulation are indeed some of the cognitive features affected by ostracism and 

threat to the need to belong: socially excluded participants were shown to lose self-control on 

different measures, as demonstrated by impulsive eating, reduced persistence on a frustrating task, 

less tendency to show a healthful but unpleasant behaviour, and impaired performance on an 

attention control (dichotic listening) task (Baumeister, DeWall, Ciarocco, & Twenge, 2005). 

 

1.2. Social exclusion and affective state 

If the effect of ostracism on cognition is often referred to as “cognitive deconstruction”, its 

effect on emotional feelings is often defined as “emotional (or affective) numbness”. Despite the 
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fact that on an intuitive ground it is easy to think that the dominant reaction to ostracism could be 

immediate emotional distress, in fact the most common response was emotional insensitivity 

(Baumeister et al., 2007; DeWall & Baumeister, 2006), which often led to a lack of empathy and 

prosocial behaviour (Twenge, Baumeister, DeWall, Ciarocco, & Bartels, 2007). In addition to 

cognitive performance, Twenge et al. (2003) also studied the influence of social exclusion on 

emotions, by using both explicit measures and an implicit emotion task (word guessing). Although 

clear differences in explicit measures were not found, the study showed that excluded participants 

tended to report fewer emotional words in the implicit emotion task, displaying a deficiency in 

emotional information processing. 

 

Fig. 2.1: Cortical neural regions associated with the affective and sensory components of pain. 

The neural regions associated with the affective component of pain (in green) include the dorsal anterior cingulate cortex 

(dACC) (a) and the anterior insula (b). 

The neural regions associated with the sensory component of pain (in blue) include the posterior insula, primary 

somatosensory cortex (S1), and secondary somatosensory cortex (S2) (b) (adapted from Eisenberger, 2015) 

 

This effect of emotional numbness has often been related to the effect of physical numbness 

generated by ostracism: as a form of induced analgesia, social exclusion reduces sensitivity to 

physical pain, increasing both an individual’s threshold for and tolerance to it (DeWall & 
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Baumeister, 2006). Therefore, a very fruitful line of research has been devoted to studying the 

overlap between physical and social pain (induced by social exclusion), the so-called pain overlap 

theory (see Eisenberger, 2015 for a complete review) (Fig. 2.1). On the one hand, several fMRI 

studies found that there is a strong overlap between neural areas active during experiences of 

physical and social pain, especially the dorsal anterior cingulated cortex (dACC) and the anterior 

insula (Eisenberger & Cole, 2012; Eisenberger & Lieberman, 2004; Eisenberger, Lieberman, & 

Williams, 2003; Macdonald & Leary, 2005; Slavich, Way, Eisenberger, & Taylor, 2010; Way, 

Taylor, & Eisenberger, 2009), supported by studies using behavioural or self-report data 

(Eisenberger, Jarcho, Lieberman, & Naliboff, 2006; Riva, Wirth, & Williams, 2011). On the other 

hand, some recent studies, specifically focused on psychological features of painful experience, 

have set a boundary condition to pain overlap theory (Riva & Andrighetto, 2012; Riva, Williams, & 

Gallucci, 2014), stressing specific characteristics of physical and social pain that are not 

overlapping. Nevertheless, the debate on pain overlap theory boundaries is still open, and it’s not 

the purpose of this work going deeply into it. 

 

Fig. 2.2: A display showing the typical dynamic passages during a session of the Cyberball game (adapted from Williams & 

Jarvis, 2006) 
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In order to explain in a more specific and accurate way how social exclusion manipulations 

work, we present Cyberball (Williams, Cheung, & Choi, 2000; Williams & Jarvis, 2006) (Fig. 2.2). 

Cyberball is a manipulation-inducing method of mild social exclusion that is very broadly used 

since it is fast (lasting approximately 3 min) and easy to administer. It has shown very consistent 

effects, recently collected in a comprehensive meta-analysis (Hartgerink, van Beest, Wicherts, & 

Williams, 2015). Cyberball indeed showed its efficacy in many different experimental contexts 

(Carter‐Sowell, Chen, & Williams, 2008; Gonsalkorale & Williams, 2007; van Beest & Williams, 

2006; Zadro, Williams, & Richardson, 2004) and in different populations: children (Zadro et al., 

2013), adolescents (Ruggieri, Bendixen, Gabriel, & Alsaker, 2013a), bullying victims (Ruggieri, 

Bendixen, Gabriel, & Alsaker, 2013b), alcohol-dependent individuals (Maurage et al., 2012), and 

individuals affected by borderline personality disorder (Staebler et al., 2011). It is a simple ball-

tossing game in which the participant is led to believe that he or she is playing online with other 

people. The participant can be included, receiving one-third of the passes from the other characters, 

or excluded, receiving only two passes in the beginning of the game and none thereafter. 

 

1.3. Social exclusion and social information processing 

Many studies have investigated the consequences of social exclusion on experienced emotions 

and feelings, but only a few have examined in depth how emotional and social information is 

processed by an individual who has experienced ostracism. It is well known that social information 

is usually processed in a specific way, as shown by the activation of selective brain regions or 

networks (see previous Chapter). In addition, since ostracism is primarily a social phenomenon, one 

may reasonably expect that it affects social information processing, assuming an interaction 

between the two systems described by Lieberman (2007) and presented in the previous Chapter. 
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The best-known effect of ostracism on social information processing is the so-called “tuning 

to positivity” (DeWall et al., 2011; DeWall, Maner, & Rouby, 2009). In their 2009 study, DeWall 

and colleagues revealed that socially excluded participants showed an enhanced selective attention 

to social signals of acceptance, in particular, smiling faces. This effect was tested on several tasks 

including visual search, eye-tracking, and visual cueing. In the 2011 study (DeWall et al., 2011), 

they extended these results by showing that social exclusion increased non-conscious positive affect. 

This process was revealed to be automatic and unconscious. In fact, it was detected only in tasks 

that required an implicit processing of emotional information (spontaneous recall of more positive 

memories, higher weight to positive emotions in words judgement and words completion) but was 

not shown in explicit emotional tasks (overestimation of explicit distress and underestimation of 

implicit positivity in an imagined situation of social exclusion). Interestingly, this “tuning to 

positivity” effect was not found in excluded participants with depressive symptoms or low self-

esteem (ibidem). Therefore, the automatic emotion regulation and enhanced selective attention, both 

tuned to make positive emotions and acceptance-related signals more accessible, were described as 

protective mechanisms related to positive mental health. 

Other studies have explored the importance of re-inclusion after experiencing social 

exclusion: since ostracism threatens people’s fundamental need to belong (Baumeister et al., 2007; 

Baumeister & Leary, 1995), looking for any possible signal of social inclusion may become a 

priority for these individuals. Socially excluded people are more accurate in discerning real from 

fake smiles (Bernstein, Young, Brown, Sacco, & Claypool, 2008), manifesting higher accuracy in 

detecting re-inclusive signals. In another experiment, socially excluded participants showed worse 

performance on a cognitive task, but when they knew they could have a chance of being re-included, 

they performed even better than included participants (Jamieson et al., 2010). This effect was 

explained as higher motivation to increase their own inclusionary status by demonstrating their 

worth on the cognitive task. In addition, excluded people tend to recall social events more 
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accurately (Gardner, Pickett, & Brewer, 2000) and show higher motivation to create social binding 

with new partners (Maner, DeWall, Baumeister, & Schaller, 2007). These effects were again 

explained as a consequence of the threatened need to belong. To close the loop, individuals with a 

greater need to belong tend to be more attentive to and accurate in decoding social cues (Pickett, 

2004) 

Considering the existing work in the literature, it is clear that some effects of social exclusion 

on social information processing exist, but they still need to be explored in depth. We know that 

social exclusion improves the processing of re-inclusive signals, but many questions concerning the 

interaction of these two processes are still unanswered. 

The study we are going to present is aimed to explore more in depth some specific features of 

the interaction between these processes. 

 

1.4 Aim of the study 

We decided to investigate social information processing (after social inclusion/exclusion) 

using faces. Facial processing was broadly studied (see Chapter 1) and robust literature described 

how faces are perceived through very elegant models (Adolphs, 2002b; Haxby et al., 2000). More 

specifically, this study was based on appraisal theories of emotions (see Chapter 1, Paragraph 5) 

and, starting from the shared signal hypothesis (Adams & Kleck, 2005), it was aimed to investigate 

the processing of emotional expressions and gaze direction (and their combination) after social 

inclusion/exclusion. 

Many research questions could be extrapolated from this context. For instance, a scared face 

looking away from us is a socially relevant stimulus that may warn us about an approaching danger, 

even if it is not related to exclusion or inclusion. Other combinations of facial expression and gaze 
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direction may have different meanings to included and excluded participants. What is the role of 

important personal differences, such as participants’ empathy and gender, in these processes? The 

aim of this study is to answer these questions about how social information processing is affected 

by social exclusion. 

Therefore, we decided to study the processing of faces with different emotional expressions 

and gaze directions after social exclusion or inclusion. The processing of these stimuli was tested in 

two different tasks, asking alternatively explicit processing of one out of the two features: emotional 

expression recognition or gaze direction recognition. By doing so, we aimed to explore if there were 

any differences in explicitly and implicitly processed features (i.e., emotion and gaze direction, 

respectively, during emotion recognition, or vice-versa during gaze direction recognition). 

Several hypotheses can be made: since it is known that social exclusion can impair cognitive 

abilities (Twenge et al., 2003) or enhance social information processing (DeWall et al., 2009), we 

expected that (i) social exclusion could enhance or impair some or all facial features processing, and 

(ii) this enhancement/impairment was moderated by participants’ empathy. In the literature 

(Twenge et al., 2007), in fact, the effects of social exclusion on prosocial behaviour were shown to 

be mediated by participants’ empathy. Therefore, it is reasonable to expect that this construct may 

be a moderator of the effects of social exclusion on social information processing. Finally, we 

expected that (iii) this enhancement/impairment was dependent on participants’ gender, as 

differences between males and females in social information processing have been widely reported 

(Pavlova, 2016), and the effects of social exclusion have been shown to change depending on 

participants’ gender (Williams & Sommer, 1997). 
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2. EXPERIMENT 1 

To test these hypotheses, Experiment 1 was conducted. The participants were required to (i) 

fill in the Empathy Quotient questionnaire (Baron-cohen & Wheelwright, 2004) to record a 

validated measure of empathy, (ii) take part in the Cyberball procedure (one half of the participants 

excluded, one half included), (iii) fill in the Positive And Negative Affect Scale (PANAS) (Watson, 

Clark, & Tellegen, 1988) as a self-report measure of positive and negative emotions felt after social 

exclusion/inclusion, and (iv) take part in a behavioural task in which they were asked to recognize 

emotional expressions or gaze direction from displayed faces. 

 

2.1. Methods 

2.1.1. Participants 

A total of 62 participants were recruited mostly among psychology undergraduate students at 

the University of Milan – Bicocca. Two participants were excluded from the analyses since one 

could not understand the instructions for the tasks, and one already knew the bogus nature of the 

Cyberball paradigm (and thus could not be considered a naïve participant). The remaining 60 

participants (30 males and 30 females, mean age = 24.9 yr, std dev = 3.79) were included in the 

analyses. In both Experiment 1 and Experiment 2, participants received course credits for their 

participation in the study. Both experiments were conducted with the approval from the local 

Ethical Committee of the University of Milan – Bicocca and in accordance with the ethical 

standards established in the 1964 Declaration of Helsinki. All participants had normal or corrected-

to-normal vision. None of the 60 remaining participants knew about the Cyberball procedure before 

taking part in the experiment. 
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2.1.2. Materials and procedure 

The experiment was carried out in a dimly illuminated room. After reading and signing the 

informed consent, participants were seated approximately 60 cm away from a 19-inch LCD monitor 

(resolution: 1024 × 768 pixels; refresh rate: 60 Hz) interfaced with a personal computer with an 

Intel® Core™ i7-3517U 1.90 GHz processor (see Fig. 2.3). 

 

Fig. 2.3: Experimental procedure for Experiment 1. 

 

To begin with, participants filled in a computerized version of the Empathy Quotient (EQ) 

questionnaire (Baron-cohen & Wheelwright, 2004), presented using E-Prime® 2.0 (W. Schneider, 

Eschman, & Zuccolotto, 2007) software. This questionnaire consisted of 60 statements: 40 

questions assessing participants’ empathy and 20 filler questions. Participants were asked to 

respond to each statement choosing among four possible answers (“Strongly agree”, “Slightly 

agree”, “Slightly disagree”, “Strongly disagree”) using their mouse. The rough scores and category 

scores were recorded (according to the authors’ cut-offs, explained in the Results section). 



Chapter 2: How social exclusion modulates social information processing 

________________________________________________________________________________ 

55 

 

After completing the EQ questionnaire, participants took part in the Cyberball procedure 

(Williams & Jarvis, 2006). The Cyberball game was presented using Inquisit® 4 (Draine, 2014) 

software. Half of the participants were included during this procedure, receiving one-third of the 

passes; the other half were excluded, receiving only two passes in the beginning of the game and 

none thereafter. The number of male and female participants was balanced in each condition 

(inclusion: 15 males, 15 females, exclusion: 15 males, 15 females). 

Then, participants filled in the PANAS questionnaire (Watson et al., 1988) to assess 

participants’ felt positive and negative emotions just after the Cyberball game. The questionnaire 

was presented in computerized form using E-Prime® 2.0 (W. Schneider et al., 2007) software. A 

list of 20 adjectives (10 positive and 10 negative, in mixed order) was presented to participants, and 

they were asked to indicate to what extent they were feeling the emotion described by the adjective 

at that precise time. 

After the PANAS questionnaire, participants began the experimental task. This was 

performed using E-Prime® 2.0 (W. Schneider et al., 2007) software. The stimuli used in this task 

were 96 pictures of Caucasian faces taken from the Radboud Faces Database (RaFD) (Langner et al., 

2010). The faces were chosen using 8 different identities (4 male actors and 4 female actresses; 4 

identities were used only during the training phases): for every identity, 12 pictures were chosen, 

representing 4 different emotions (happiness, sadness, anger and fear) combined with 3 different 

gaze directions (direct, left and right). These pictures were presented in a size of 25 x 30 cm (681 x 

1024 pixels) and subtended a visual angle of 23° x 26.6°. 

The experimental task was divided in 4 alternating blocks in order to avoid learning effects. 

Depending on the block, participants were asked to perform 2 different tasks: during the first and 

third blocks, they were asked to identify facial expressions, and during the second and fourth blocks, 

they were asked to identify gaze direction. Participants could respond by pressing different keys on 

the keyboard: during the emotion recognition task they pressed key “Q” for happiness, key “D” for 
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sadness, key “K” for anger and key “P” for fear; during the gaze direction recognition task they 

pressed key “C” for left, the spacebar for direct and key “M” for right. The keys were marked using 

adhesive labels representing emoticons (for keys “Q”, “D”, “K”, “P”) or arrows (for keys “C”, “M”, 

and the spacebar). The association between every key and every emotion/gaze direction was 

reported in the experimental instructions and by the experimenter him- or herself before the 

beginning of the experiment. Participants were asked to respond as accurately and quickly as 

possible. The instructions were shown at the beginning of each block and repeated after every 

training phase. 

Every trial was composed of the presentation of the face (selected in random order) for 1 s, 

followed by a black screen for maximum of 5 s. Participants could respond during both the 

presentation of the face and the black screen. If participants had not answered 5 s after the black 

screen was shown, the trial was considered unanswered, and the following trial was presented. A 

grey screen lasting 1 s followed every response, before the presentation of the following stimulus. 

Every block was composed of 12 training trials and 64 test trials. During the test phase, every 

stimulus with a direct gaze was presented twice in order to balance the doubled number of stimuli 

with averted gazes (left and right). After every training phase, participants were given feedback 

reporting how many trials were answered correctly out of 12. The identity of the stimuli varied 

across the training phases (one different identity for each training phase), while the 4 identities 

presented during the test phase were the same across all blocks. 

After completing the experimental tasks, participants were debriefed about the experiment 

(especially about the bogus nature of the Cyberball game) and the experimenter answered their 

questions. 

The entire experiment lasted approximately 25 min. Participants were free to interrupt the 

experiment in any moment and to take a brief pause between different blocks. 
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2.2. Results 

Statistical analyses were performed using RStudio software (version 1.0.44, (RStudio Inc., 

2016)), based on R software (version 3.3.2, (R Core Team, 2016)). Plots were created using the 

open-source package “ggplot2” (Wickham, 2009). Power analyses were performed using the open-

source package “pwr” (Champely, 2016). Mixed Effect Linear Model analyses were run using the 

open-source packages “lme4” (Bates, Maechler, Bolker, & Walker, 2014) and 

“lmerTest”(Kuznetsova, Brockhoff, & Christensen, 2015). Post hoc comparisons were performed 

using the open-source package “lsmeans”(Lenth, 2016). R
2
 computations were performed using the 

open-source package “MuMIn” (Barton, 2016). 

 

2.2.1. Power Analysis 

First, a power analysis was performed before collecting data in order to determine how many 

participants were needed to find reliable results. The power analysis was performed for general 

linear models, considering f 
2
 as a measure of effect size. f 

2
 is a measure of effect size based on R

2
, 

as shown in Formula 1, and is considered to be the most reliable effect size measure in Mixed 

Effects Models (Selya, Rose, Dierker, Hedeker, & Mermelstein, 2012), which will be used in 

further analyses. f 
2
 is typically used as a measure of effect size with continuous dependent variables. 

In fact, we have also used it (as a function of R
2
 changes) for effects computed on participants’ 

accuracy (binomial) because there is no literature related to other effect size measures in mixed 

effects models. 
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Formula 1: Formula used in order to calculate f 2 effect size from R2. 

 

To determine the strength of the effect size, we based our decision on a meta-analysis 

assessing the effects of the Cyberball procedure (Hartgerink et al., 2015), which found a large effect 

(d > 1.4) of social exclusion. We decided to consider a medium-large effect of social exclusion in 

our power analysis, in order to be conservative: f 
2
 = 0.3 is suggested as a medium-large effect size 

(Jacob Cohen, 1988). Other parameters were set in the analysis: numerator degrees of freedom were 

set to 1, since we were mainly interested in the main effect of Exclusion and in the interaction effect 

of Exclusion * Task
1
 (both effects have 1 degree of freedom); Alpha (Type I error probability) was 

set to 0.05; and the power of the test (1 - Type II error probability) was set to 0.95. This power 

analysis led to the result of 43.33 degrees of freedom for the denominator, suggesting that testing 44 

participants would give a reliable result. We decided to test 60 participants in order to be 

conservative and to find even more reliable results. 

All of the following analyses were performed using (Linear or Generalized Linear) Mixed 

Effects Models (LMM or GLMM). Since the most appropriate use of these models is under debate 

(e.g., 75,76), it is important to specify the decisional pipeline we followed to create the models. 

First, all of the fixed effects that allowed the model to converge were included. This inclusion 

typically meant keeping a full factorial model for LMM, but not for GLMM. The same criterion 

was used to decide whether to include the random effects. In addition, we included only random 

effects that presented a correlation |r| < .80 with other random effects in order to avoid overfitting. 

                                                 
1
 As a matter of fact, Exclusion * Task is a between-within subjects effect. We decided to keep f 

2
 = 0.3 in this effect as 

well in order to be conservative: if exclusion and task factor are not correlated, the power remains 0.95; if they are 

correlated, the power increases. 
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Whenever we needed to choose between two random effects that fit the previous criteria but would 

not allow the model to converge if taken together, we performed two Likelihood Ratio Tests (LRTs) 

with a null model and chose the model with the best resulting LRT. The significance of each effect 

was estimated using the Satterthwaite approximation for degrees of freedom in LMMs and 

performing LRTs with corresponding null models in GLMMs. 

 

2.2.2. Main analyses 

The first main analysis for this experiment was a GLMM using the following as independent 

factors:  

 Exclusion (Cyberball manipulation; between subjects; 2 levels: included, excluded),  

 Task (experimental task; within subjects; 2 levels: emotion, gaze direction),  

 Direction (gaze direction in stimuli; within subjects; 2 levels: direct, averted),  

 Emotion (emotion expressed by the stimuli; within subjects; 4 levels: happiness, 

sadness, anger, fear)  

Participants’ Accuracy (binomial: 0-1) was used as the dependent variable. The distribution 

used in the GLMMs was binomial. Included fixed effects are listed in Table 1, while included 

random effects are listed in Table 2. All tables are available in the Appendix. The R
2
 calculations of 

the model were as follows: Marginal R
2
 (considering only the variance explained by fixed effects) = 

0.24 and Conditional R
2
 (considering also the variance explained by random effects) = 0.34 

(Nakagawa & Schielzeth, 2013). 

The statistically significant fixed effects were as follows: Emotion: χ
2
 (3) = 195.95, p < .001; 

Direction: χ
2
 (1) = 39.331, p < .001; Task: χ

2
 (1) = 443.16, p < .001; Emotion * Task: χ

2
 (3) = 
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72.795, p < .001; Direction * Task: χ
2
 (1) = 5.109, p = .024; and Exclusion * Task: χ

2
 (1) = 6.3085, 

p = .012. 

The last effect (Exclusion * Task; Fig. 2.4) is the most interesting one according to our 

hypotheses, since it is the only statistically significant effect involving an interaction with the 

manipulation of social exclusion. We then probed this interaction effect with Simple Effect, in order 

to understand how social exclusion influenced different experimental tasks. A Simple Effect 

analysis is analogous to post hoc multiple comparisons but is only used to test an interaction effect. 

In this analysis, the difference between two (or more) groups (in our case, included and excluded 

participants) is tested under two (or more) conditions (i.e., the two experimental tasks) (Cohen, 

Cohen, West, & Aiken, 2013). In this way, we found a statistically significant difference between 

included and excluded participants in the gaze direction identification task (included mean = 0.982; 

excluded mean = 0.973; z = 2.227; p = .026), but not in the emotion recognition task (included 

mean = 0.900; excluded mean = 0.902; z = 0.410; p = 0.682). 

 

Fig. 2.4: Plot representing the effects of social exclusion in different tasks on participants’ Accuracy in Experiment 1. In this 

and following plots dots represent the mean value and error bars represent 95% confidence intervals. 
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The second main analysis for this experiment was a LMM using the same independent 

variables of the previous model and participants’ response times (RTs; continuous) as the dependent 

variable. Trials containing errors (Accuracy = 0) and outliers were removed from this analysis. To 

identify outliers, we compared the same model performed on 2 different datasets, where trials 

exceeding the average ± 2 or 3 standard deviations for each participant were removed. Since the 

results did not differ on a significant level between the two models, we kept 3 standard deviations as 

a cut-off. RTs were logarithm-transformed in order to obtain a normal distribution of the residuals. 

Fixed effects included interactions across all levels among the four independent variables in a full 

factorial model. Included random effects are listed in Table 3. The R
2
 calculations of the model 

were as follows: Marginal R
2
 = 0.42; Conditional R

2
 = 0.58. 

The statistically significant fixed effects were as follows: Direction: F (1, 57.9) = 7.4, p 

= .009; Emotion: F (3, 57.8) = 118.8, p < .001; Task: F (1, 13875.2) = 12691.4, p < .001; Direction 

* Emotion: F (3, 13858.4) = 3.7, p = .011; Direction * Task: F (1, 13885.1) = 5.5, p = .019; 

Emotion * Task: F (3, 13894) = 234.5, p < .001; Exclusion * Task: F (1, 13875.2) = 11.2, p < .001; 

and Exclusion * Task * Direction: F (1, 13885.1) = 6.5, p = .011. 

The last two effects (Exclusion * Task and Exclusion * Task * Direction) were the only 

statistically significant effects containing an interaction with the manipulation of social exclusion. 

We then probed these interaction effects with Simple Effect. In Exclusion * Task interaction, we 

found that excluded participants were slower than included ones (excluded mean = 939 ms; 

included mean = 865 ms; t (59.54) = -1.969; p = .0536), approaching a statistically significant 

difference during the emotion recognition task, while there was no significant difference during the 

gaze direction identification task (excluded mean = 577 ms; included mean = 548 ms; t (59.18) = -

1.257; p = .2136). The Simple Effect probing the Exclusion * Task * Direction interaction showed 

that the trend of exclusion found in the emotion recognition task was mainly carried by stimuli with 

direct gaze (included mean = 853 ms; excluded mean = 927 ms; t (61.25) = -2.126; p = .0375). All 



Chapter 2: How social exclusion modulates social information processing 

________________________________________________________________________________ 

62 

 

other comparisons between included and excluded participants across Task and Gaze direction were 

not significant. 

 

2.2.3. Analyses with Empathy Quotient 

Then, four different analyses were performed in order to understand the role of the Empathy 

Quotient score as a moderator of the previous effects, maintaining the previous independent 

variables. Two analyses were performed on participants’ Accuracy (using the structure of the first 

main analysis) and two on participants’ RTs (using the structure of the second). The first one used 

the Empathy Quotient score (centred on the overall mean) as a moderator in a GLMM but did not 

show any significant interaction effects, including the EQ score. The second analysis used the 

Empathy Quotient categories as a 4-level moderator in a GLMM, as defined by Baron-Cohen’s cut-

offs (Baron-Cohen, 2004): “Low” category: EQ < 32; “Medium”: 33 < EQ < 52; “Over the mean”: 

53 < EQ < 63; and “Very High”: 64 < EQ < 80. The only statistically significant effect in the 

interaction with EQ categories was EQ categories * Task (χ
2
 (2) = 8.24, p = .016), which was 

irrelevant for our hypotheses. 

The third analysis used the EQ score as moderator and RTs (log-transformed) as the 

dependent variable in a LMM. Fixed effects included interactions across all levels among the five 

independent variables in a full factorial model. Included random effects are listed in Table 4. 

The most relevant effect was the significant main effect of the EQ score (Fig. 2.5): t (73) = -

2.674, p = .009. This effect showed that participants with higher EQ scores responded more quickly. 

Another significant effect was the EQ score * Task: F (1, 13848.5) = 26.5, p < .001. This effect 

shows that the slope of the previous effect was more negative in the emotion recognition task, but 

we are not going into further detail since it did not interact with social exclusion. 
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Fig. 2.5: Scatterplot representing participants’ Empathy Quotient scores (centered of the overall mean) on X-axis and trials 

predicted RTs on the Y-axis in Experiment 1. Data are fitted by a regression line plotted using the General Linear Model 

method. Shaded area represents Standard Error. 

 

Similar to the analyses on Accuracy, the last analysis on RTs included the Empathy Quotient 

categories as a 4-level moderator in a LMM. Fixed effects included interactions across all levels 

among the five independent variables in a full factorial model. Included random effects are listed in 

Table 5. 

Significant main effects and interactions including the EQ category scores were as follows: 

EQ category: F (2, 54) = 3.9, p = .026; EQ category * Task: F (2, 13831) = 35.5, p < .001; EQ 

category * Emotion * Task: F (6, 13830.3) = 2.3, p = .031; and EQ category * Exclusion * Task: F 

(2, 13831) = 24.8, p < .001. This last effect (EQ category * Exclusion * Task; Fig. 2.6) was 

revealed to be the most interesting, since it included the interaction EQ category * Exclusion. Post 

hoc tests were then performed on this effect. Comparisons of different EQ category scores indicated 

that in the emotion recognition task, excluded participants who scored “Low” (mean = 931 ms) or 

“Medium” (mean = 983 ms) in the EQ category were significantly slower than those who 

performed “Over the mean” (mean = 738 ms; “Low” comparison: t (55.55) = 2.378, p = .021; 
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“Medium” comparison: t (55.51) = 3.378, p = .001). Furthermore, in comparing included and 

excluded participants, we found that during the emotion recognition task, included participants in 

the “Medium” category showed significantly faster RTs than excluded participants (included mean 

= 884 ms; excluded mean = 983 ms; t (55.55) = -2.158; p = .035). 

 

Fig. 2.6: Plot representing the differences between Empathy Quotient categories in different tasks on participants’ 

Response Times in Experiment 1, divided by social inclusion or exclusion of participants. 

 

2.2.4. Analyses with participants’ Gender 

To understand the role of gender differences as a moderator of the effects of social exclusion, 

we performed two analyses including participants’ Gender as a moderator: a GLMM on Accuracy 

and a LMM on RTs. 

The first analysis maintained all the previous independent variables and added Gender as 

moderator. Participants’ Accuracy was the dependent variable. Included fixed effects are listed in 

Table 6, while included random effects are listed in Table 7. 

The statistically significant effects including Gender were as follows: main effect of Gender: 

χ
2
 (11) = 54.494, p < .001; Gender * Task: χ

2
 (1) = 31.944, p < .001; Gender * Exclusion: χ

2
 (1) = 
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3.591, p = .058 [p-value close to the level of significance]. This last effect (Gender * Exclusion; Fig. 

2.7) is the most interesting according to our hypotheses and was probed with a Simple Effect: male 

excluded participants were shown to be significantly less accurate than included male participants 

(excluded mean = 0.925; included mean = 0.939; z = -2.488; p = .013), while excluded female 

participants were not significantly more accurate than included female participants (excluded mean 

= 0.951; included mean = 0.943; z = 0.14; p = .89). 

 

Fig. 2.7: Plot representing the effects of social exclusion in different participants’ gender on participants’ Accuracy in 

Experiment 1. 

 

The second analysis was a LMM maintaining the four previous independent variables and 

adding Gender as a moderator. The dependent variable was log-transformed RTs. In this model, 

outliers over 2 std dev from the mean were removed, since this model showed a higher proportion 

of explained variance (conditional R
2
2 st dev = .582, conditional R

2
3 st dev = 0.576) and reduced the 

level of noise in the dataset (i.e., the F values of some effects were shown to be higher when outliers 

over 2 std dev were excluded) compared to the model excluding outliers over 3 std dev from the 

mean. Fixed effects included interactions across all levels among the five independent variables in a 

full factorial model. Included random effects are listed in Table 8. 
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The only statistically significant effect containing an interaction with Gender was Gender * 

Emotion * Exclusion: F (3, 13533.9) = 4.25, p = .005. 

 

2.2.5. Analyses on PANAS 

Two independent samples t-tests were performed in order to determine if there were any 

significant differences in PANAS scores between included and excluded participants. In both t-tests, 

the independent dummy variable was Exclusion, while the dependent variable in one case was 

Positive Affect score (obtained by summing all positive items in the PANAS), and the dependent 

variable in the other case was Negative Affect score (all negative items summed). These tests 

revealed no significant differences in any model examined: Positive Affect: t (58) = -0.459, p 

= .648; Negative Affect: t (58) = -0.848, p = .4. Additionally, social exclusion appeared to have no 

influence on participants’ positive or negative affect. 
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3. EXPERIMENT 2 

In Experiment 1, we found that excluded participants were less accurate in gaze direction 

identification and slightly slower in emotion recognition when compared to included participants. 

Moreover, this effect on response times was found to be moderated by participants’ Empathy 

scores: only during the emotion recognition task, the participants who were excluded and scored in 

the “Over the mean” Empathy category were shown to be faster than those who were excluded and 

in lower Empathy categories. Finally, excluded male participants were shown to be less accurate 

than included male participants. All of these effects were considered particularly interesting, taking 

into account the reciprocal influence of gaze direction in reading emotional expressions and vice-

versa (Adams & Kleck, 2005), the importance of empathy in ostracism-related phenomena (Twenge 

et al., 2007), and the gender-specific features of social cognition (Pavlova, 2016), which will be 

discussed later. 

To replicate these effects in a more controlled experimental design, we ran Experiment 2. 

Specifically, since in Experiment 1 we did not find any effect of exclusion on the PANAS 

questionnaire (experienced emotions), which in previous studies was often used as a manipulation 

check for the Cyberball manipulation (DeWall et al., 2011; Twenge et al., 2001, 2003), we included 

another measure that has been shown to be strongly associated with social exclusion effects 

(Eisenberger et al., 2003; Jamieson et al., 2010; van Beest & Williams, 2006): the Need Threat 

Scale (Williams, 2009).  

A methodological issue we had to face was that the order of blocks was not varied between 

participants, despite the fact that we alternated the two experimental tasks in four different blocks to 

avoid learning effects. This issue could be a potential confound in the interpretation of the results; 

therefore we decided to present the four experimental blocks in reverse order to half of the 
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participants (balanced for social exclusion and gender) in Experiment 2. Thus, half of them 

performed the experiment in the order emotion – gaze – emotion – gaze and the other half in the 

order gaze – emotion – gaze – emotion. 

Moreover, we were concerned about the duration of the Cyberball manipulation. If the 

PANAS and further questionnaires were administered just after the Cyberball game as a 

manipulation check, we could not be sure of the lasting effects of social exclusion until the end of 

the experimental tasks. For this reason, we decided to present the questionnaires (Need Threat Scale 

and PANAS post-manipulation) after the experimental tasks to half of the participants (balanced by 

exclusion, gender and experimental tasks order). The other half filled in the questionnaires just after 

the Cyberball manipulation, as in Experiment 1. In this way, we tested for any possible differences 

in the questionnaires’ scores related to the presentation order (before or after the experimental tasks). 

 

3.1. Methods 

3.1.1. Participants 

In total, 51 participants were recruited based on the criteria described in Experiment 1. None 

of them participated in the previous experiment. The sample size was smaller than that of 

Experiment 1, since the power analysis performed for Experiment 1 showed that 44 participants 

were sufficient to show reliable results, which was confirmed by the effect sizes. Six participants 

were excluded from the analyses since three could not understand the instructions for the tasks, two 

already knew about the bogus nature of the Cyberball paradigm (and thus could not be considered 

naïve participants), and one was an outlier for age (47 years). A total of 45 remaining participants 

(22 males and 23 females, mean age = 22.9 yrs, std dev = 2.66) were included in the analyses. 
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3.1.2. Materials and procedure 

The materials and experimental procedure were the same as in Experiment 1, except the Need 

Threat Scale (NTS) questionnaire (Williams, 2009) was administered just after the Cyberball 

manipulation and before the PANAS questionnaire (Fig. 2.8), since the NTS questionnaire is more 

sensitive than the PANAS and can more accurately discriminate differences between included and 

excluded participants. 

 

Fig.2.8: Experimental procedure for Experiment 2. Arrows represent counterbalanced order (across participants) of (i) 

questionnaires (Need Threat Scale and PANAS post-manipulation) and experimental tasks; and (ii) different experimental 

tasks. 

 

The NTS questionnaire, as a matter of fact, is widely used in the literature to measure the 

effects of social exclusion as a threat to fundamental needs (Eisenberger et al., 2003; Gonsalkorale 

& Williams, 2007; Williams et al., 2000). The questionnaire was presented in computerised form on 

E-Prime® 2.0 software (Schneider et al., 2007). We decided to use it in the version presented by 

Zadro et al. (2004): 12 statements were presented in random order, 3 for each fundamental need 

(Belonging, Self-esteem, Meaningful existence, Control). Participants were asked to specify a score 

from 1 (Absolutely false) to 5 (Absolutely true) for each item. The aggregate score for each 
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fundamental need was then computed by summing the scores of the three related items. Three 

further questions were included as manipulation checks, as in Zadro et al (ibidem): “What percent 

of the throws were thrown to you?” (1 = 0%, 5 = 100%), “To what extent were you included by the 

other participants during the game?” (1 = None, 5 = Completely), “During the Cyberball game I 

felt…” (1 = Rejected, 5 = Accepted). Furthermore, we also decided to include the PANAS 

questionnaire before the Empathy Quotient questionnaire. In this way, we had a measure of 

experienced emotion both before and after the Cyberball manipulation. In this way, we could obtain 

a more sensitive measure of participants’ emotional experience by computing the difference 

between scores before and after the ostracism manipulation. Moreover, the NTS questionnaire could 

not also be used before the manipulation in the same way, since it was specifically concerning the 

Cyberball game, and thus could not be presented more than once. 

The entire experiment lasted approximately 28 min. 

 

3.2. Results 

All analyses were performed in the same order and with the same structure (independent 

variables, moderators, type of models, decisional pipeline for factor inclusion) as in Experiment 1. 

All differences from previous analyses are noted. 

 

3.2.1. Main analyses 

The first main analysis was a GLMM on Accuracy. Included fixed effects are listed in Table 9, 

while included random effects are listed in Table 10. The R
2
 calculations of the model were as 

follows: Marginal R
2
 = 0.21; Conditional R

2
 = 0.27. 
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The statistically significant fixed effects were as follows: Emotion: χ
2
 (3) = 114.9, p < .001; 

Direction: χ
2
 (1) = 12.782, p < .001; Task: χ

2
 (1) = 260.53, p < .001; Exclusion * Task: χ

2
 (2) = 

14.638, p < .001; Emotion * Task: χ
2
 (3) = 49.099, p < .001. 

The only significant interaction with the social exclusion manipulation was the 2-way 

interaction Exclusion * Task (Fig. 2.9). As in Experiment 1, we probed this interaction with Simple 

Effect in order to determine how social exclusion influenced participants’ Accuracy in the different 

tasks. In the gaze direction identification task, included participants responded more accurately than 

excluded participants (included mean = 0.986; excluded mean = 0.969; z = -2.985; p = .003), while 

included and excluded participants showed no significant differences in the emotion recognition 

task (included mean = 0.909; excluded mean = 0.916; z = 0.374; p = .709). 

 

Fig.2.9: Plot representing the effects of social exclusion in different tasks on participants’ Accuracy in Experiment 2. 

 

The second main analysis was a LMM using participants’ RTs (continuous) as dependent 

variable. Trials with Accuracy = 0 and outliers were removed from this analysis. To identify 

outliers, we performed the same procedure used in the previous experiment. Since the results 
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differed (some effects changed in a significant way) between the models when keeping 2 vs. 3 std 

dev from the mean, we kept 2 standard deviations as a cut-off in order to be more conservative. RTs 

were logarithm-transformed in order to obtain a normal distribution of the residuals. Fixed effects 

included interactions across all levels among the four independent variables in a full factorial model. 

Included random effects are listed in Table 11. The R
2
 calculations of the model were as follows: 

Marginal R
2
 = 0.34; Conditional R

2
 = 0.62. 

The statistically significant fixed effects were as follows: Emotion: F (3, 10289.7) = 117, p 

< .001; Task: F (1, 10289.9) = 8624.8, p < .001; Direction * Emotion: F (3, 10293) = 5.5, p < .001; 

Direction * Task: F (1, 10294.3) = 23.1, p < .001; Emotion * Task: F (3, 10289.6) = 140, p < .001; 

Exclusion * Task: F (1, 10289.9) = 62.9, p <.001; and Exclusion * Task * Emotion: F (3, 10289.6) 

= 3.8, p = .010. 

The last two effects (Exclusion * Task and Exclusion * Task * Emotion; Fig. 2.10) are the 

only statistically significant effects involving an interaction with the manipulation of social 

exclusion. We then probed these interaction effects with Simple Effect, but the multiple 

comparisons revealed no significant differences. 
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Fig.2.10: Plot representing the effects of social exclusion in different tasks on participants’ Response Times in Experiment 2, 

divided by emotions expressed by stimuli. 

 

A Simple Effect analysis on the 3-way interaction Exclusion * Task * Emotion (Fig. 2.10) 

revealed very interesting trends, although no significant differences between included and excluded 

participants were found (all p-values > .07). To explore these trends more in depth, four different 

models were created, one for each emotion. All of these models were analogous to the main one: 

LMMs, with Intercept | Subject and Direction | Subject as random effects, same independent and 

dependent variables, except for Emotion, as only one emotion was considered in each model. These 

models revealed a significant effect of Exclusion * Task for all emotions (Happiness: F (1, 2687.01) 

= 24.7, p < .001; Anger: F (1, 2454.08) = 13.73, p < .001; Fear: F (1, 2453.59) = 35.83, p < .001), 

except for Sadness, which did not show this effect as statistically significant (F (1, 2458.36) = 1.91, 

p = .167). Simple Effect analysis on these effects did not show any significant comparisons between 

included and excluded participants (all p-values > .09). 
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3.2.2. Analyses with Empathy Quotient 

Four different analyses, analogous to those carried out in Experiment 1, were performed in 

order to understand the role of the Empathy Quotient score as a moderator of the previous effects. 

Two analyses were performed on participants’ Accuracy and two on participants’ RTs. The two 

analyses on Accuracy were two GLMMs that used the Empathy Quotient score (centred on the 

overall mean) and the Empathy Quotient categories (as defined before) as moderators. None of 

these models showed any significant interaction effects including EQ * Exclusion. 

The third and fourth analyses considered RTs a dependent variable in two LMMs using the 

Empathy Quotient score (centred on the overall mean) and the Empathy Quotient categories as 

moderators. Despite the fact that the third model did not include any significant interactions 

including EQ * Exclusion, the fourth model showed an interaction effect including these factors: 

EQ category * Exclusion * Emotion * Task. This model included as fixed effects interactions across 

all levels among the five independent variables in a full factorial model, while included random 

effects are listed in Table 12. Post hoc comparisons (Tukey correction) did not show any significant 

comparisons between included and excluded participants on any level of Emotion, Task, or EQ 

category considered. Nevertheless, this effect shows that the previous 3-way interaction (Exclusion 

* Task * Emotion) was moderated by participants’ empathy scores; however, too many levels were 

involved in the interaction, which prevented us from exploring this effect further. 

 

3.2.3. Analyses with participants’ Gender 

As in Experiment 1, two analyses were performed in order to understand the role of 

participants’ Gender as a moderator of the previous effects. 
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The first analysis is a GLMM using participants’ Accuracy as the dependent variable and 

Gender as a moderator. Included fixed effects are listed in Table 13, while included random effects 

are listed in Table 14. 

The statistically significant fixed effects including Gender were as follows: main effect of 

Gender: χ
2
 (10) = 22.064, p = 0.015; Gender * Exclusion: χ

2
 (1) = 9.5551, p = .002. The main effect 

of Gender showed that female participants (mean = 0.951) were generally more accurate than male 

participants (mean = 0.939). The interaction effect Gender * Exclusion (Fig. 2.11a) was also the 

most interesting for our hypotheses, since it confirmed the trend we found in Experiment 1. This 

effect was probed with a Simple Effect: excluded male participants were shown to be significantly 

less accurate than included male participants (excluded mean = 0.925; included mean = 0.952; z = -

3.574; p < .001), while excluded female participants were not significantly more accurate than 

included female participants (excluded mean = 0.962; included mean = 0.943; z = 0.785; p = .432). 

Furthermore, this Simple Effect analysis showed that included female and male participants did not 

differ from each other in a significant way (z = -1.561, p = .119), while excluded females showed 

significantly higher Accuracy than excluded males (z = 2.819, p = .005). 

 

Fig.2.11: A.: Plot representing the effects of social exclusion in different participants’ gender on participants’ 

Accuracy in Experiment 2. B.: Plot representing the effects of social exclusion in different participants’ gender on 

participants’ Response Times in Experiment 2. 
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The second analysis performed using Gender as a moderator was a LMM using log-

transformed RTs as dependent variable. As in the first experiment, outliers over 2 std dev from the 

mean were removed. Fixed effects included interactions across all levels among the five 

independent variables in a full factorial model. Included random effects are listed in Table 15. 

The significant fixed effects involving the Gender were as follows: Gender * Task: F (1, 41) = 

5.807, p = .021; Gender * Exclusion: F (1, 41) = 4.215, p = .046. 

This second interaction effect, which was interesting as it involved social exclusion effect 

(Fig. 2.11b), was probed with a Simple Effect and showed that excluded male participants were 

slightly faster than included male participants, showing a trend towards statistical significance 

(excluded mean = 663 ms; included mean = 791 ms; t = -1.902; p = .064), while excluded female 

participants were not significantly slower than included female participants (excluded mean = 763 

ms; included mean = 667 ms; t = 0.995; p = .326). 

 

3.2.4. Analyses of between-subjects variables 

The first analysis of between-subjects variables was performed on PANAS questionnaire 

scores. For each participant, two scores of PANAS Positive Difference and PANAS Negative 

Difference were computed, subtracting the scores obtained before the Cyberball game from those 

obtained after. Then, two independent samples t-tests were performed in order to find any 

significant differences between included and excluded participants on these two scores. Neither 

showed any statistically significant differences: PANAS Negative Difference: Excluded mean = 

2.14, Included mean = 0.54, t (43) = -1.070, p = .291; and PANAS Positive Difference: Excluded 

mean = -4.81, Included mean = -3.67, t (43) = 0.711, p = .481. Given these findings, we can 

conclude that social exclusion did not influence PANAS scores. 
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The second analysis was aimed to test whether there were any significant differences between 

included and excluded participants in the Need Threat Scale (NTS) questionnaire. Four different 

scales (one for each fundamental need) were created for each participant by summing the scores of 

the related items. Four independent samples t-tests were performed in order to find any significant 

differences in these scales. All of these tests found significantly lower scores for excluded 

participants: Belongingness: Excluded mean = 4.38, Included mean = 7.92, t (43) = 6.158, p < .001; 

Control: Excluded mean = 4.67, Included mean = 7.46, t (43) = 5.488, p < .001; Meaningful 

Existence: Excluded mean = 6.81, Included mean = 9.71, t (43) = 4.249, p < .001; Self-esteem: 

Excluded mean = 7.52, Included mean = 9.63, t (43) = 2.844, p = .006. 

The third analysis was aimed to study the differences in manipulation checks that were used 

between included and excluded participants. Three independent samples t-tests were performed on 

the scores obtained by participants in each of the three questions used as manipulation checks. 

Excluded participants obtained significantly lower scores in all these tests: Accepted: Excluded 

mean = 1.48, Included mean = 2.67, t (43) = 4.207, p < .001; Included: Excluded mean = 1.05, 

Included mean = 2.42, t (43) = 6.035, p < .001; and Percentage of throws received: Excluded mean 

= 1.52, Included mean = 2.25, t (43) = 5.107, p < .001. 

The fourth between-subjects analysis was aimed to check if the Cyberball manipulation 

effects lasted until the end of the experiment. To do so, we looked for any possible differences in 

NTS scores and manipulation checks due to the order of questionnaires and experimental task 

presentation. If no differences in the questionnaires between these two groups were found, then we 

could assume that the manipulation effects lasted until the end of the experiment. Therefore, seven 

independent samples t-tests were performed on the four NTS scales and on the three manipulation 

checks, with order of questionnaires as the grouping factor. None of these tests revealed significant 

differences in any scores due to the order of questionnaires: Belonging: t (43) = 0.73, p = .469; 

Control: t (43) = 1.627, p = .111; Meaningful Existence: t (43) = 0.61, p = .545; Self-esteem: t (43) 
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= 1.533, p = .133; Accepted: t (43) = 0.985, p = .330; Included: t (43) = -0.679, p = .501; and 

Percentage of received throws: t (43) = -1.598, p = .117. 
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4. GENERAL DISCUSSION 

The aim of this study was to explore how social exclusion manipulation can influence social 

information processing. To this end, two experiments were carried out, in which participants were 

asked to identify two of the most relevant and interacting features studied in social cognition 

(Adams & Kleck, 2005), i.e., facial expression and gaze direction (which varied across all stimuli). 

Participants were asked to perform these experimental tasks after being socially included or 

excluded by means of the Cyberball paradigm (Williams & Jarvis, 2006). To replicate the results 

found in Experiment 1 in a more robust experimental design and to be confident about the 

effectiveness of the Cyberball manipulation, Experiment 2 was designed. This experiment 

replicated the most important part of the results obtained in Experiment 1, thus corroborating them. 

We found a significant Exclusion * Task interaction in both experiments, both on participants’ 

Accuracy and RTs: results on Accuracy showed that socially excluded participants were less 

accurate in the gaze direction recognition task, while they did not show any significant differences 

in the emotion recognition task. By contrast, the results on RTs showed no differences between 

included and excluded participants in any of the two tasks, thus confirming some influence of social 

exclusion on social information processing, as hypothesized. This finding is in line with the results 

of studies by DeWall and colleagues (DeWall et al., 2011, 2009), which showed an increase in 

selective attention to signals of social acceptance after social exclusion (due to the threatened need 

to belong), leading to faster identification of smiling faces and longer fixations on them during eye-

tracking tasks. Considering that faces can potentially show signals of re-inclusion (or further threat) 

through a combination of emotional expressions and gaze direction (Wirth, Sacco, Hugenberg, & 

Williams, 2010), one could have expected higher deployment of attentional resources in processing 

these cues after social exclusion. In contrast, no enhancement was found, but lower accuracy for 

excluded participants was detected. This result is consistent with the “deconstructed state” 
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(Baumeister et al., 2007) found by Twenge et al. (Twenge et al., 2003). In this study, these authors 

found effects of cognitive deconstruction (lower performance in cognitive tasks) and emotional 

numbness (deficiency in emotional information processing) in socially excluded people. According 

to our results, these phenomena seem to extend to a “social cognition impairment”, specifically 

affecting the processing of gaze direction, the main feature that communicates where the other 

person is attending to (Driver et al., 1999; Ricciardelli, Bricolo, Aglioti, & Chelazzi, 2002) and 

possible social re-inclusion (Wirth et al., 2010). This “social cognition impairment” is a new effect 

and, to the best of our knowledge, it has not been reported before. It shows that excluded people 

enter into the deconstructed state induced by ostracism, which impairs their ability to deploy their 

own attentional resources in processing potentially re-inclusive cues. Therefore, the numbness 

induced by ostracism does not only concern cognitive and emotion-related abilities. Exclusion 

seems to elicit an effect linked to refusal. That is, ostracized people experience more difficulties in 

processing signals concerning other people’s attention. This refusal effect could be due to 

threatening people’s need to belong (Baumeister & Leary, 1995). In other words, if people were 

excluded, they did not belong to that group; thus, they did not pay attention and process potentially 

re-inclusive signals from the faces they saw. 

Our results did not show an overall impairment in both tasks, but we did find a specific 

decline in gaze direction judgement, which suggests a dissociation between the two tasks, implying 

the involvement of different processes. As stated before, gaze direction plays a key role in 

interpreting the meaning of expressions, since it becomes part of the configuration of different cues 

that constitute what is perceived as a facial expression (Adams & Kleck, 2005). The gaze is a 

fundamental feature in the appraisal of emotional expressions because it conveys their meaning 

(Artuso et al., 2012; Sander et al., 2007). Its fundamental role in conveying the meaning of the 

facial expression to the observer is most likely the reason why gaze direction recognition is 

specifically impaired by social exclusion (“social cognition impairment”), thus damaging its crucial 
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processing. Some recent work has shed new light on the effects of ostracism on the perception of 

gaze direction (Lyyra, Wirth, & Hietanen, 2017), showing that this social feature is clearly involved 

in the processes affected by social exclusion. 

It is important to acknowledge that this specific effect on gaze direction recognition is small 

(~ 1-2% on participants’ Accuracy) but extremely consistent. It was coherent between Experiment 1 

and 2, both in direction and in effect size. Moreover, the variance in participants’ Accuracy in gaze 

direction recognition was very low: the variance pooled across experiments was 0.0003 for included 

participants and 0.0008
2
 for excluded ones. Therefore, we can conclude that the social exclusion 

manipulation generates an apparently small, but very consistent, effect. In addition, gaze-related 

effects (e.g., gaze cueing) are very small (i.e., differences typically smaller than 100 ms) but 

extremely constant in direction and size (Carraro et al., 2016; Frischen, Bayliss, & Tipper, 2007). 

Since gaze direction processing is a low-level ability, participants very often reach a ceiling effect 

in their Accuracy in gaze-related tasks, giving approximately 100% correct responses (ibidem). In 

these cases, an effect creating a difference of just 1-2% can represent a very effective manipulation. 

The lack of statistically significant differences between included and excluded participants in 

RTs for both tasks is probably due to the large variation of RTs among different participants and 

different categories of stimuli and to the sensitivity of the measure in these experiments. 

Next, it is important to consider the results in light of the appraisal theories (Sander et al., 

2007). In Experiment 1, the increase in excluded participants’ RTs in emotion recognition was 

mainly due to stimuli with direct gaze; in Experiment 2, the stimuli expressing all emotions but 

sadness presented the Exclusion * Task interaction effect. These results showed that modifying 

these social features (facial expression and gaze direction) modulated the previous effects of social 

exclusion. The result found in Experiment 1 seems to be counterintuitive given the “Tuning to 

                                                 
2
 Such a small variance can also explain why mixed effects models with Task as random effect could never converge: if 

within-task variance is so small, it is almost impossible to capture it with a random effect. 
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positivity” effect reported in the literature (DeWall et al., 2011), since direct gaze is a potentially re-

inclusive signal, and stimuli with direct gaze are processed slower by excluded participants during 

emotion recognition. However, this result is much clearer considering the “social cognition 

impairment” effect caused by social exclusion: on the one hand, faces with direct gaze have a much 

stronger social meaning to the observer and, thus, are processed in a faster way in the appraisal of 

faces by included participants. On the other hand, excluded participants appear to be socially numb; 

therefore, they do not show this advantage for “socially enhanced” stimuli with direct gaze. The 

second result is even more interesting considering this hypothesis: stimuli conveying sadness do not 

show an Exclusion * Task interaction effect. While all the other emotions we considered have 

strong social meanings and are perceived either as a reward (happiness) or a possible threat (anger 

and fear), the processing of sadness does not bring an evolutionary advantage or have any survival 

value (i.e., avoiding dangers or obtaining rewards) and, thus, is less socially relevant (Lipp, Price, & 

Tellegen, 2009). Considering the social value of the other emotions, they present the “social 

cognition impairment”, while sadness is not conveying socially relevant information and thus does 

not show any specific advantage or disadvantage for excluded participants. 

As far as hypothesis (ii) is concerned, that the effects of social exclusion are moderated by 

participants’ empathy, our results showed effects of moderation by the Empathy Quotient scores in 

Experiment 1. Specifically, participants higher in EQ tended to be faster in all tasks (main effect), 

and in emotion recognition tasks, excluded participants who scored “Low” or “Medium” in the EQ 

category were significantly slower than those who performed “Over the mean”. The interpretation 

of this effect is very intuitive, since empathy by definition is related to social information 

processing (Baron-cohen & Wheelwright, 2004); therefore, people higher in empathy are expected 

to perform more quickly in tasks involving the processing of social information. It also indicates 

that EQ is a reliable measure of the construct of empathy. The second result (EQ category 

moderation) shows some sort of protective value of empathy: despite the “social cognition 
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impairment”, participants higher in empathy remain faster in social information processing and 

highly motivated in searching for possible re-inclusion, thus resulting in being less affected by the 

“social cognition impairment”. These results, however, were not replicated in the second 

experiment, probably because of the smaller sample size, noisier data, and a slightly different 

experimental design. Therefore, although our data seem to suggest a protective value of empathy 

towards social exclusion, future research is needed to corroborate it. 

Regarding our third hypothesis about an effect of gender differences (Pavlova, 2016) (see 

Williams & Sommer, 1997 for an example of the different effects of ostracism), our results showed 

that a difference between male and female participants in exclusion effects emerged clearly on both 

Accuracy and RTs in Experiment 2, while it almost reached statistical significance on Accuracy 

data in Experiment 1. In other words, excluded male participants overall tended to be less accurate 

and faster than included male participants, while excluded female participants showed a more 

accurate and slower performance than included female participants. Therefore, the participant’s 

gender seems to play an important role in the way people respond to ostracism effects. On the one 

hand, excluded male participants’ performance was in line with the effects reported in the literature 

in terms of emotional and cognitive numbness (Baumeister et al., 2007; Jamieson et al., 2010), here 

extended to include also the “social cognition impairment”. In particular, they showed difficulties in 

a social cognition task caused by ostracism, as well as low interest in processing social information 

(as shown by lower RTs) by deploying less attentional resources. On the other hand, female 

participants seem to present higher motivation to be re-included. In fact, despite the difficulty they 

found in performing the tasks (indicated by higher RTs) caused by social exclusion to overcome the 

“social cognition impairment”, excluded female participants put more effort in performing the tasks 

and had more motivation, as shown by higher accuracy compared to included female participants. 

This was also the case in Experiment 1, although this difference did not approach statistical 
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significance, probably due to the methodological differences between the two experiments. Overall, 

these results extend our knowledge on gender differences in response to social exclusion. 

A limitation of this study is the lack of a manipulation check concerning the effects of the 

Cyberball game before and after the game itself. Our best manipulation check on the Cyberball 

game was the NTS questionnaire. However, because of its nature, this questionnaire cannot be 

administered both before and after the manipulation. Future research should address this issue by 

using an implicit measure that is more sensitive than the PANAS (e.g., skin conductance), the 

administration of which could be repeated more than once within the same experiment. Despite this 

limitation, in Experiment 2 we found clear evidence of the efficacy of our Cyberball manipulation 

both after the Cyberball game and after the experimental tasks. 

In conclusion, this study investigated for the first time the effects of social exclusion on two 

fundamental facial features (emotional expression and gaze direction) taken together. Contrary to 

what is known in the literature, we found that social information processing was not globally 

enhanced or impaired, i.e., not all social cues were affected in the same way by social exclusion. 

Gaze processing was specifically impaired by ostracism, probably because it has a crucial role in 

communicating important social aspects, i.e., not only social attention but also the comprehension 

of intentions and mental states. Moreover, this study also showed that male and female participants 

seem to react differently to social exclusion, and empathy seems to play a modulatory role in the 

detrimental effects of ostracism. 
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5. Appendix 

 

Table 1:  

Fixed effects included in the main analysis on Accuracy in Experiment 1. 

Emotion 

Task 

Direction 

Exclusion 

Emotion * Task 

Emotion * Direction 

Emotion * Exclusion 

Task * Direction 

Task * Exclusion 

Direction * Exclusion 

 

Table 2:  

Random effects included in the main analysis on Accuracy in Experiment 1. 

Random effect Explained variance Std Dev 

Intercept | Subject 0.4767 0.6904 

 

Table 3:  

Random effects included in the main analysis on Response Times in Experiment 1. 

Random effect Explained variance Std Dev 

Intercept | Subject 0.025190 0.15871 

Emotion [Fear] | Subject 0.001823 0.04270 

Emotion [Happiness] | Subject 0.002791 0.05283 

Emotion [Sadness] | Subject 0.001392 0.03731 

Direction | Subject 0.001456 0.03816 
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Table 4:  

Random effects included in the analysis using Empathy Quotient scores as moderator on Response 

Times in Experiment 1. 

Random effect Explained variance Std Dev 

Intercept | Subject 0.023297 0.15263 

Emotion [Fear] | Subject 0.001743 0.04175 

Emotion [Happiness] | Subject 0.002753 0.05247 

Emotion [Sadness] | Subject 0.001377 0.03711 

Direction | Subject 0.001539 0.03923 

 

Table 5:  

Random effects included in the analysis using Empathy Quotient categories as moderator on 

Response Times in Experiment 1. 

Random effect Explained variance Std Dev 

Intercept | Subject 0.023447 0.15312 

Emotion [Fear] | Subject 0.001956 0.04423 

Emotion [Happiness] | Subject 0.002945 0.05427 

Emotion [Sadness] | Subject 0.001398 0.03739 

Direction | Subject 0.001499 0.03872 

 

Table 6:  

Fixed effects included in the analysis using Gender as moderator on Accuracy in Experiment 1. 

Gender 

Direction 

Emotion 

Task 

Exclusion 

Gender * Direction 

Gender * Emotion 

Gender * Task 

Gender * Exclusion 
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Direction * Emotion 

Direction * Task 

Direction * Exclusion 

Emotion * Task 

Emotion * Exclusion 

Task * Exclusion 

Gender * Emotion * Task 

Gender * Direction * Task 

 

Table 7:  

Random effects included in the analysis using Gender as moderator on Accuracy in Experiment 1. 

Random effect Explained variance Std Dev 

Intercept | Subject 0.4598 0.678 

 

Table 8:  

Random effects included in the analysis using Gender as moderator on Response Times in 

Experiment 1. 

Random effect Explained variance Std Dev 

Intercept | Subject 0.040666 0.20166 

Task | Subject 0.018872 0.13738 

Direction | Subject 0.001633 0.04041 

 

Table 9:  

Fixed effects included in the main analysis on Accuracy in Experiment 2. 

Emotion 

Task 

Direction 

Exclusion 

Task * Exclusion 

Direction * Exclusion 

Emotion * Exclusion 
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Emotion * Direction 

Emotion * Task 

 

Table 10:  

Random effects included in the main analysis on Accuracy in Experiment 2. 

Random effect Explained variance Std Dev 

Intercept | Subject 0.2725 0.522 

 

Table 11:  

Random effects included in the main analysis on Response Times in Experiment 2. 

Random effect Explained variance Std Dev 

Intercept | Subject 0.039281 0.19819 

Direction | Subject 0.001178 0.03432 

 

Table 12:  

Random effects included in the analysis using Empathy Quotient categories as moderator on 

Response Times in Experiment 2. 

Random effect Explained variance Std Dev 

Intercept | Subject 0.0664971 0.25787 

Direction | Subject 0.0007729 0.02780 

Task | Subject 0.0302570 0.17395 

Direction * Task | Subject 0.0037542 0.06127 

 

Table 13:  

Fixed effects included in the analysis using Gender as moderator on Accuracy in Experiment 2. 

Gender 

Direction 

Emotion 

Task 
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Exclusion 

Gender * Direction 

Gender * Emotion 

Gender * Task 

Gender * Exclusion 

Direction * Emotion 

Direction * Task 

Direction * Exclusion 

Emotion * Task 

Emotion * Exclusion 

Task * Exclusion 

Gender * Direction * Emotion 

 

Table 14:  

Random effects included in the analysis using Gender as moderator on Accuracy in Experiment 2. 

Random effect Explained variance Std Dev 

Intercept | Subject 0.1942 0.4407 

 

Table 15  

Random effects included in the analysis using Gender as moderator on Response Times in 

Experiment 2. 

Random effect Explained variance Std Dev 

Intercept | Subject 0.053962 0.23230 

Task | Subject 0.025680 0.16025 

Direction | Subject 0.001045 0.03233 

Direction * Task | Subject 0.003370 0.05805 

 

 

 



 

 

 

 

 

 

CHAPTER 3 

THE BODY-INVERSION EFFECT 

A meta-analytic review 
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1. Introduction 

This chapter presents a meta-analysis of the literature about the body-inversion effect. In the 

introduction we discuss a systematic review of the studies related to face and body perception, in 

particular the configural processing of these stimuli, their neural correlates and the face and body 

inversion effects. Then, we focus specifically on the latter, by examining how this effect can be 

modulated by manipulating different features involved in configural processing, and by 

investigating the behaviour of clinical populations in which this effect is disrupted. This review was 

aimed at illustrating the ongoing debate in the literature about the processes involved in the body 

inversion effect. 

Subsequently, the proper meta-analysis on the body inversion effect (and on how it can / 

cannot be modulated) is presented and discussed in the light of the reviewed literature. 

 

1.1. Face and body perception 

Faces and bodies provide extremely important non-verbal cues for social interaction, 

communication and comprehension. Psychological and neurocognitive research has focused mainly 

on face perception until now, considering the uniqueness of this stimulus and investigating how its 

perception differs from the perception of other objects (Kanwisher & Yovel, 2006; Rossion & 

Gauthier, 2002). In the last 15 years, however, many researchers have understood the importance of 

the body as a social stimulus and have investigated how it is perceived, considering many 

differences and commonalities with the perception of other social and non-social stimuli 

(Minnebusch & Daum, 2009). 
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Faces and bodies are different from a visual point of view, but they share some fundamental 

social features: both can convey information relevant for recognition of people’s identity and 

identification of their emotional state, gender, age and also intentions. Faces are symmetric and all 

share a common 3D configuration of critical elements (i.e., two eyes above the nose, above the 

mouth), and the same is for bodies (a torso, with a head on the top, two arms connected to the 

higher part and two legs to the lower part). The recognition and discrimination of different people 

require precise visual processing of shape, size and spatial relations of the features in both faces and 

bodies. To sum up, both categories of stimuli seem to be processed by specific cognitive 

mechanisms by means of the underlying specialized neural bases (Kanwisher & Yovel, 2006; 

Peelen & Downing, 2007b). 

 

1.1.1. Configural processing in faces and bodies 

It is now widely accepted that face perception depends on the detailed analysis of the 

configuration of facial features, also known as configural processing (Maurer, Le Grand, & 

Mondloch, 2002; McKone & Yovel, 2009). The definition of “configural processing” includes any 

processes involved in the perception of relations among the features of a stimulus, as opposite to 

analytic processing (Fig. 3.1b), characterized by feature-based processing mechanisms (Maurer et 

al., 2002). 
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Fig. 3.1: Examples of faces that differ (a) in second-order relations, and (b) in featural information (adapted from Maurer et 

al., 2002). The first (a) level of configural information is disrupted by face inversion, while featural processing (b) is less 

affected by inversion. 

 

Maurer and colleagues (2002) defined three different types of configural face processing: (1) 

first order spatial relations, which can be defined as the relative coordinates in space of constituent 

parts of an object, such as the placement of the eyes above the nose. First-order relations help to 

define a stimulus as a face, since all faces share the same basic configuration. Evidence that first-

order spatial relations are more important for faces than for other objects derives from the fact that 

scrambled faces are much more difficult to categorize and recognize than their scrambled object 

counterparts (Baenninger, 1994; Collishaw & Hole, 2000; Donnelly, Humphreys, & Sawyer, 1994). 

(2) Holistic processing refers to the fact that all features of a face are bound together into wholes (or 

gestalts). The face representation is not decomposed into individual parts, but it is integrated in a 

template representations (Farah, 1991; Farah, Tanaka, & Drain, 1995; Gauthier & Tarr, 2002). 

Holistic processing is not only based on internal facial features, but also on the external contours. 

The clearest demonstration of holistic facial processing is the face composite effect (Young, 

Hellawell, & Hay, 1987) (Fig. 3.2): two identical top halves of a face are perceived as being 

different if they are combined with different bottom parts. This effect shows that facial features 

cannot be processed independently. If the bottom and top halves are misaligned, the effect 
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disappears. (3) Second order spatial relations refer to the spatial or metric distances among internal 

features (e.g., distance between the eyes, between the eyes and the nose, between the nose and the 

mouth, etc.) (Fig. 3.1a). The recognition of different faces requires the encoding of information 

about small variations in the spacing between different features (Diamond & Carey, 1986; Le Grand, 

Mondloch, Maurer, & Brent, 2001). One theory that may explain the use of second-order relations 

in face processing postulates that faces are encoded in terms of their deviation from a mentally 

represented average face that is abstracted from all the faces a person has seen (Valentine & Bruce, 

1986). Second-order relational information refers to the deviation between the position of a 

particular point on a face (e.g., the outer edge of the eyes) and the position of that point on a 

prototype face, constructed by superimposing several faces together or averaging the positions of all 

face points over a set of faces (Carey, Schonen, & Ellis, 1992). 

 

Fig. 3.2: Picture showing an example of the Face Composite Effect (adapted from Soria Bauser et al., 2015) 

 

Maurer and colleagues (2002) left an open question by asking whether these different types of 

configural processing are independent of each other or hierarchically organized in a continuum. 

Further studies, especially investigating configural processing in bodies (Minnebusch & Daum, 

2009 for a review; Reed, Stone, Grubb, & McGoldrick, 2006; Soria Bauser, Schriewer, & Suchan, 
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2015), highlighted the hierarchical nature of these mechanisms by disrupting different levels of the 

continuum and showing the impossibility to use higher level mechanisms (e.g., holistic processing) 

when lower level ones (e.g., first-order relations) were disrupted, for example, by scrambling facial 

features (Reed et al., 2006). 

Another point on an hypothetical configural processing continuum refers to the structural 

information or hierarchical structure (Reed et al., 2006). This point was not originally considered 

by Maurer et al. (2002), but investigated in a systematic series of experiments by Reed and 

colleagues (2006). The authors demonstrated the existence of this configural process between the 

first-order relational information level and the holistic processing level (Fig. 3.3). The structural 

information is based on the proposal that recognition processes could work on the hierarchical 

structure of objects because particular features were embedded within an overall structure of the 

object (Marr, 1982). For example, unlike many objects, faces are recognized not only by the fact 

that the nose is below the eyes but also from the fact that the nose is in a particular position relative 

to the general structure of the face, thus, in the centre. The position of particular parts within the 

overall structural hierarchy of an object specifies another type of configural information, different 

from first-order information. First-order relationships provide information about the hierarchical 

structure of an object, whereas structural information defines the position of parts in the overall 

hierarchy. First-order relational information is thus necessary, but not sufficient, to define structural 

information. 
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Fig. 3.3: Illustration of the configural face and body continuum (adapted from Minnebusch & Daum, 2009). It is relevant to 

highlight the position of the structural information processing, investigated in body configural processing by Reed and 

colleagues (2006). 

 

The face inversion effect (FIE) is considered to be a critical evidence for configural face 

processing (Yin, 1969): the recognition of faces presented upside down is much more difficult than 

the recognition of upright faces, as demonstrated by longer time required to process inverted faces 

and higher error rates in face matching tasks. Although most objects are more difficult to recognize 

upside down than upright, inversion disproportionately disrupts the recognition of faces relative to 

the recognition of other objects (Carey et al., 1992; Yin, 1969). The FIE is thought to reflect 

configural processing and it clearly affects each of the different configural processing levels 

(Maurer et al., 2002). It is probably the most robust phenomenon in face processing literature, since 

it was found in different tasks and for both familiar and unfamiliar stimuli (Rossion & Gauthier, 

2002). 

Some years ago, it was clearly demonstrated that configural processing is fundamental also 

for the visual perception of human bodies (Reed, Stone, Bozova, & Tanaka, 2003; Stekelenburg & 

De Gelder, 2004). Reed and colleagues (2006) showed that faces and bodies partly share the same 

processing pathway, but configural recognition of bodies depends particularly on the structural 

information processing (Fig. 3.3). Configural processing of bodies has also been confirmed by 
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studies that investigated the body inversion effect (BIE). This effect is analogous to the FIE: 

recognition of inverted body postures (compared to upright) yielded to slower reaction times and 

higher error rates (Reed et al., 2003, 2006). In fact, the BIE (in full bodies) per se does not allow 

any conclusions about the exact configural mechanism involved, and the amount of information 

needed for the body processing. Nevertheless, inversion effects were not observed for isolated body 

parts or scrambled bodies (disrupting respectively analytic processing and first-order information), 

showing that the whole body form, or at least one half of it (containing all information needed to 

access its structural hierarchy) is necessary for the configural processing (Reed et al., 2006). The 

study by Reed and colleagues (ibidem) showed the importance of structural information and first-

order relations between body parts and the whole body context in order to perform configural body 

processing. 

To summarize, the available findings show that human bodies and faces might share the same 

processing pathway during the early processing stages (first-order relations and structural 

information), while their perception might be dissociated at later processing stages (Fig. 3.3) 

(Minnebusch & Daum, 2009). 

 

1.1.2. Neural bases of face and body perception 

Studies aimed at investigating the neural bases and correlates of face and body perception are 

presented and discussed below. Studies employing the functional magnetic resonance imaging 

(fMRI) methodology were already presented (see Chapter 1), and revealed that specialized (and 

partly overlapping) cortical networks are involved in face and body perception. 

Psychophysiological studies performed by means of the electroencephalogram (EEG) or 

magnetoencephalogram (MEG) are reported below, since a large number of these studies focused 

on the FIE and BIE, with particular attention to the configural processes. This family of techniques 
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has different temporal and spatial resolutions from fMRI technique, 

thus, it is important to consider both of them. The use of 

electrophysiological techniques allows an extremely high temporal 

resolution, but lower spatial resolution than fMRI, especially when 

studying the activity of subcortical structures. Event-related 

potentials (ERPs) represent the measured brain response that is the 

result of a specific event (sensory, cognitive or motor). ERPs are 

obtained by averaging the activity recorded by the M/EEG over 

several trials in a single condition (Luck & Kappenman, 2011). 

A negative event-related potential (ERP) peaking around 170 

ms after stimulus onset (named N170) is consistently elicited by 

human faces (Bentin, Allison, Puce, Perez, & McCarthy, 1996; 

Eimer, 2000; Rossion et al., 2000). This component presents the 

maximum amplitude over occipito-temporal areas, even though its 

exact neural source is not completely clear. In the FIE, N170 shows 

longer latency and often larger amplitude for inverted (compared to 

upright) faces (Eimer & Holmes, 2007; Itier & Taylor, 2004; 

Rossion et al., 2000; Rossion & Gauthier, 2002). This is not the case 

for objects (Fig 3.4). The N170 component is thought to be generated by the neural processes 

involved in structural encoding stages, where the representation of face configuration is created for 

recognition (Eimer, 2000; Jacques & Rossion, 2007). 

Moreover, the P100 component, an early ERP component peaking around 90-120 ms after 

stimulus onset, is sensitive to processing of human faces. P100 was shown to be larger for faces 

than for objects and larger and delayed for inverted than upright faces (Itier & Taylor, 2004; 

Rossion et al., 2000). The P100 component appears to show an early global response to faces and 

Fig.3.4: ERPs recorded at occipito-

temporal location to upright (solid line) 

and inverted (dotted line) faces (top), 

bodies (middle), and objects (bottom). 

(adapted from Stekelenburg & de Gelder, 

2004). The inversion effect can be clearly 

seen as larger and delayed N170 

component in faces and bodies, but not 

objects. 
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most probably reflects the perception of a stimulus as a face (Herrmann, Ehlis, Muehlberger, & 

Fallgatter, 2005). 

A source localization analysis of these two components identified the source of P100 in the 

fusiform gyrus, while the source of N170 was localized in a occipito-temporo-parietal network 

comprising the fusiform face area (FFA), and the lateral occipito-temporal cortex (LOTC) (ibidem) 

(see also Chapter 1). 

P100 and N170 components present many similarities and this fact raises a question about the 

exact timewindow in which differences between upright and inverted faces are processed, i.e., the 

timewindow of facial configural processing. Jacques & Rossion (2007) explored the relationship 

between behavioural performance (accuracy, RTs, efficiency based on both) and the 

electrophysiological FIE: they found that both P100 and N170 components were affected by face 

inversion, but behavioural FIE correlated only with the N170 amplitude. This result suggests that 

the behavioural FIE takes place during the perceptual structural encoding phase. 

An effect of inversion on the N170 component was observed also for body perception: larger 

amplitude and longer latencies were observed in this component for inverted (compared to upright) 

bodies (Fig. 3.4) (Righart & de Gelder, 2007; Stekelenburg & De Gelder, 2004). This result 

corroborates the idea that body perception is supported by the underlying mechanism of configural 

processing, even though an inversion effect was not found on the P100 component as in faces. 

Despite showing a similar inversion effect, some differences between face and body 

perception in the N170 component were found. First and foremost, N170 for bodies showed 

significantly smaller amplitude than for faces (Stekelenburg & De Gelder, 2004). The peak activity 

in this component while perceiving bodies was detected at a slightly longer latency, around 190 ms 

after stimulus onset, and for this reason it was named differently (N190) by some researchers 

(Thierry et al., 2006). Also the location of the N190 component differs from facial N170: it was 
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detected over the right posterior extrastriate cortex (ibidem), even though the exact sites remain to 

be investigated in depth by using combined EEG-fMRI methodology. 

These findings demonstrate that bodies are processed by specialized cortical structures that, 

on the one hand, share some communalities with face perception (configural processing) while, on 

the other hand, are at least in part dissociable from mechanisms involved in face and object 

perception. The precise pattern of similarities and differences is still to be determined and some 

processes specific of body perception will be investigated in further paragraphs. 

 

1.2. Manipulation of body perception 

Various sources showed that FIE is a very robust effect: it can be found also when performing 

different tasks, with familiar and unfamiliar faces, and also using scrambled stimuli (see Rossion & 

Gauthier, 2002 for a review; Soria Bauser & Suchan, 2013). On the contrary, the BIE was shown to 

be modulated or even cancelled using particular stimuli or under specific circumstances. The 

investigation of how the BIE can be modulated is presented below, considering the main topics 

actually debated in literature: (1) importance of the head for configural processing, (2) the body 

composite effect and body configural processing, (3) importance of using naked / clothed stimuli, 

(4) BIE in clinical populations. To note that the same variables are also taken into account during 

the meta-analysis (see Part 2). 

 

1.2.1. Importance of the head 

Starting in 2004, some fMRI studies began to investigate the influence of face perception 

when processing bodies: Cox, Meyers, & Sinha (2004) found that contextual cues (e.g., masked 

faces) elicit object-specific neural responses over FFA while processing bodies. Morris, Pelphrey, 
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& McCarthy (2006) showed that occipito-temporal activation elicited by bodies is modulated by the 

presence or absence of the face. These authors hypothesized that even masked faces, presented in 

the context of the body, might activate face-specific mechanisms and it was unclear whether faces, 

bodies, or both were fundamental for the results they found. The origin of this hypothesis stands in 

the fact that, in nature, body shapes include head and face and, thus, body processing may be based 

on both facial and bodily information. 

In order to further test this hypothesis, Minnebusch, Suchan, & Daum (2009) investigated the 

behavioural and electrophysiological (N170) BIE using headless bodies as stimuli. They found the 

opposite inversion effect in headless bodies: participants showed significantly worse behavioural 

performance (efficiency scores) and larger and delayed N170 when processing upright headless 

bodies compared to inverted ones. The typical BIE was replicated for whole bodies (with masked 

face) in both behavioural and electrophysiological results. These findings proved their hypothesis: 

configural processing may be important for the recognition of human bodies with heads, 

representing a naturalistic silhouette, but not for bodies without heads. This implies that even 

masked faces might activate face-specific processing mechanisms to some degree, which in turn 

might be responsible for the reported inversion effect. Facial information (even if masked) may be 

thus responsible for configural processing of bodies. 

A series of studies by the research group of Brandman & Yovel further investigated the role 

of facial information in the BIE. Yovel, Pelc, & Lubetzky (2010) found that the BIE is disrupted 

when removing the head from stimuli, but remains intact when removing the arms or a leg. This 

result demonstrated that the head has a special status in the processing of the human body and its 

presence is critical for intact body discrimination. The importance of (implicit) facial information in 

the BIE was also investigated in an fMRI study (Brandman & Yovel, 2010), in which face-selective 

areas (OFA and FFA) showed a pattern of activation reflecting behavioural BIE: their activation 

was shown to be sensitive to inversion of whole bodies, but not of headless bodies. Vice versa, 
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body-selective areas were sensitive to inversion of both whole and headless bodies. These results, 

together with the findings of Cox et al. (2004), suggest a critical role for the head in the processing 

of human bodies: configural processing in BIE may thus be mediated by face-specific areas 

involved in head processing. From these findings, they hypothesized that the inversion effect found 

for faceless bodies may reflect a FIE resulting from contextual processing of body cues rather than 

an effect of body-selective processing. This hypothesis was tested in a following study (Brandman 

& Yovel, 2012), where a behavioural inversion effect was found also for faceless heads with 

minimal body context (head with only shoulders). The authors discuss this result as proving that 

faceless stimuli with adequate body context may be detected as faces, processed by face-specific 

mechanisms and thus generate a FIE. 

The hypothesis formulated by these authors is in fact quite speculative, especially considering 

that many other studies found behavioural and electrophysiological BIEs using headless bodies 

(Arizpe, Mckean, Tsao, & Chan, 2017; Bonemei, Costantino, Battistel, & Rivolta, 2017a; 

Minnebusch, Keune, Suchan, & Daum, 2010; Mohamed, Neumann, & Schweinberger, 2011; R. A. 

Robbins & Coltheart, 2012; Susilo, Yovel, Barton, & Duchaine, 2013; Tao, Zeng, & Sun, 2014; 

Thierry et al., 2006). By any means, what can be demonstrated with high confidence by these 

findings is that FIE and BIE seem to rely on different mechanisms of configural processing (Yovel 

et al., 2010): while face processing depends on all different stages of configural processing 

(including holistic processing and second-order relations), body processing seems to rely more on 

first-order relations and structural information (disrupted by head removal). This statement is 

further supported by the literature about the body composite effect (see below). 
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1.2.2. Lessons from the body composite effect 

The face composite effect (Young et al., 1987) is considered one of the demonstrations of 

holistic face processing since it shows that facial features cannot be processed independently. A 

series of studies by Soria Bauser and colleagues (Soria Bauser, Schriewer, & Suchan, 2015; Soria 

Bauser, Suchan, & Daum, 2011) investigated the different mechanisms of configural processing of 

face and body by combining inversion effect and composite effect. They found both behavioural 

(Soria Bauser, Suchan, & Daum, 2011) and electrophysiological (Soria Bauser, Schriewer, & 

Suchan, 2015) evidence of holistic and second-order relations processing for faces but not for 

bodies. As a matter of fact, they replicated FIE, BIE, and face composite effect, but they found no 

body composite effect. These findings show important differences in face and body processing: 

since inversion is thought to disrupt first-order relational information, holistic processing and 

second-order relational processing (Maurer et al., 2002), the differences they found might rely on 

the fact that composite effect has an impact on holistic processing but not on first-order relational 

information. Moreover, the fact that BIE was found in both aligned and misaligned bodies is further 

evidence for the absence of holistic processing in bodies. From the psychophysiological point of 

view (Soria Bauser, Schriewer, & Suchan, 2015), the P200 seems to be the component reflecting 

holistic and second-order relational information processing, while the N170 appears to be more 

linked to first-order relational information and structural information processing. 

This hypothesis was further demonstrated by a study (Soria Bauser & Suchan, 2013) (not 

involving the composite effect) in which both behavioural and electrophysiological (N170) results 

showed that scrambling stimuli abolished the BIE but not the FIE. Since scrambling disturbs first-

order relational information and structural information, these findings show that bodies are 

processed in a feature-based manner when this information is missing. On the contrary, FIE was not 

disrupted by scrambling, probably because the eye region (which remained intact in scrambled 
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faces) activates face-specific brain processes (Itier, Alain, Sedore, & McIntosh, 2007; Nemrodov & 

Itier, 2011). 

Considering these findings, face and body processing may share some early perceptual 

mechanisms, but they present important differences in configural processing. 

 

1.2.3. The importance of clothes 

A factor that was shown to modulate body perception and, in particular, the BIE is the amount 

of clothing depicted on body stimuli (Bonemei et al., 2017a; Hietanen & Nummenmaa, 2011). 

Hietanen & Nummenmaa (2011) showed that the N170 component was larger for naked bodies than 

for partially or completely clothed bodies, and even faces. These results suggest an enhanced visual 

processing of naked bodies, probably reflecting affective arousal and potentially beneficial in 

identifying potential mating partners and competitors. Bonemei et al. (2017) investigated the 

influence of clothing on the BIE and found behavioural inversion effects only for naked bodies 

(both with minimal and full body context, whole and headless) and not for clothed bodies. They 

discussed these findings as a demonstration of configural processing of naked bodies, while clothed 

bodies may trigger clothes-sensitive rather than body-sensitive perceptual mechanisms. 

Clothed and naked bodies are both typically used in studies on body perception, but rarely the 

choice of one of the two categories is discussed. These findings suggest that, on the contrary, the 

choice of naked or clothed stimuli may be potentially confounding in interpreting results of the BIE 

or other phenomena related to body perception. For this reason, clothing was included as a potential 

moderator in our meta-analysis. 
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1.2.4. Clinical studies 

One of the proofs typically used to demonstrate the uniqueness of body processing is the fact 

that a selective deficit in body perception comparable to prosopagnosia for faces has never been 

observed (Minnebusch & Daum, 2009; Peelen & Downing, 2007b). Body perception is most likely 

mediated by a distributed cortical network (see Chapter 1), therefore a damage to different 

components of the network may lead to specific and distinct body processing deficits. 

Prosopagnosia is defined as a deficit in the ability to recognize a person by the face only 

(Bodamer, 1947; Rivolta, 2013). While acquired prosopagnosia is typically caused by a damage to 

bilateral occipito-temporal areas, congenital or developmental prosopagnosia (CP) is a condition 

characterized by a lifelong impairment in face recognition, and affecting around 2.5% of the general 

population (Kennerknecht et al., 2006). CP has been linked to a specific impairment in configural 

face processing (Palermo et al., 2011; Rivolta et al., 2014; Rivolta, Palermo, Schmalzl, & Williams, 

2012). Since we already discussed that face and body perception partly share some configural 

mechanisms (Reed et al., 2006) and show overlapping neural representations (Peelen & Downing, 

2007b), it is interesting to investigate how people affected by CP process faces and bodies. Righart 

& de Gelder (2007) first showed abnormalities in body processing in CP subjects, since both FIE 

and BIE were absent on the N170 component. Many other studies found behavioural results of 

impaired body processing in CP subjects (Biotti, Gray, & Cook, 2017; Moro et al., 2012; Rivolta, 

Lawson, & Palermo, 2016). These findings demonstrate that CP subjects might have a deficit in 

both configural face and body processing. This could be a further evidence for common 

configuration-based mechanisms shared between the two stimuli categories, suggesting a more 

general impairment of configural processing in CP subjects (Righart & de Gelder, 2007), which is 

critical for early stages of both stimuli encoding. However, it is important to avoid generalizing 

these results, especially given the high individual variability in CP subjects: Righart & de Gelder 
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(ibidem) themselves found the electrophysiological BIE in one CP participant and Susilo, Yovel, 

Barton, & Duchaine (2013) found a preserved behavioural BIE in three out of four acquired 

prosopagnosic patients. These findings may suggest that not all CP subjects present a generally 

compromised configural processing: the causes underlying these differences still need to be 

investigated. 

The presence of BIE was also investigated in the population affected by Autism Spectrum 

Disorder (ASD) (Reed et al., 2007). ASD is a family of neurodevelopmental disorders characterized 

by impairments in social interaction, verbal and non-verbal communication and stereotypic 

behaviours (APA, 2013). People affected by ASD often show difficulties in configural processing 

and enhanced detail-based processing, a type of behaviour formalized in the weak central coherence 

theory (Happé & Frith, 2006). Reed and colleagues’ (2007) study found that ASD participants 

showed a preserved FIE, while the BIE was not present. They discussed their results as the fact that 

adults affected by ASD may have developed compensatory strategies for recognizing faces not used 

for body postures. These results also highlight, again, the fact that face and body processing differ 

in the configural mechanisms used. 

The lack of BIE (with preserved FIE) was found also in patients affected by Anorexia 

Nervosa (AN) (Cosimo Urgesi et al., 2014). The authors explain this result as a specific impairment 

of configural body processing: disturbances of body perception in AN seems to be linked to specific 

alterations in the processing of body configurations with respect to the local processing of body part 

details. 

Therefore we found that body processing may result impaired in different clinical conditions, 

either as a consequence of general configural processing deficit (as in CP population) or as a 

selective configural body processing impairment (as in ASD or AN patients). 
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1.3. Meta-analysis on the Body Inversion Effect 

As we widely expressed, the BIE is a robust effect, replicated in many studies performed on 

typically developed population. Different studies on the BIE showed that body perception relies on 

configural mechanisms, partially shared with face processing (first-order relational information and 

structural information), and partially different (absence of holistic processing and second-order 

relational information). The BIE can be modulated by several manipulations of stimuli (and their 

consequent processing) or disrupted in different clinical (ASD, AN) or sub-clinical (CP) conditions. 

In order to test the robustness of this effect and how it can be modulated, we decided to 

perform a meta-analysis on these studies. A meta-analysis is a statistical method that combines the 

results of different studies to assess the summary effect size (Borenstein, Hedges, Higgins, & 

Rothstein, 2009). The aim of a meta-analysis is to derive an estimate closest to the common effect 

size measured by all the studies, by performing a weighted average of the results and their variance. 

A method called meta-regression also allows to estimate how different predictors can modulate the 

effect size in the included studies. Therefore the meta-analysis, together with a systematic literature 

review, seems to be the most appropriate method to test the robustness and variability of the body 

inversion effect. 
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2. Methods 

2.1. Literature search methodology 

Search of relevant studies was conducted using electronic search of different databases: 

Google Scholar, Pubmed, Scopus, Mendeley, and Proquest Dissertations and Theses. The keywords 

used in searches were “body inversion” and “body inversion effect”. A supplementary approach 

used to identify relevant studies was searching references of different review articles (de Gelder et 

al., 2015; de Gelder, 2006; Minnebusch & Daum, 2009), together with requesting researchers 

known for their research on the BIE to provide any unpublished data. 

 

2.2. Selection criteria 

Studies were included in the current review and meta-analysis if they satisfied the following 

criteria: 

 Studies examined perception of upright and inverted bodies and compared them in a 

statistical way. All studies reporting qualitative comparisons were excluded. 

 Studies reported sufficient data to calculate an effect size. 

 Participants could belong to clinical samples. Effect sizes were calculated separately for the 

non-clinical or control participants if a significant difference between samples was 

highlighted. 

 Stimuli used in the study could be both real pictures or simulated 3-D body stimuli. Movies 

of biological motion were also included. 

 Stimuli could be full-body or headless, clothed or naked, since these variables could 

represent a potential influence on BIE. Experiments presenting body parts, scrambled bodies, 
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bodies with missing body parts, heads, misaligned body halves, anthropomorphised robots, 

without control body stimuli were excluded from the analysis. 

All studies were cross-referenced to avoid duplicates in the meta-analysis. Review articles and 

chapters in books were excluded and only empirical studies were considered. 

The selection process is represented by the following flow diagram. 

59 studies were screened and 30 met all the previous criteria (total sample size = 977). The 

full table describing every study is reported in the appendix. 

Selection Flow Diagram (adapted from PRISMA, 2009)  
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2.3. Meta-analytic methods 

The whole meta-analysis was carried out using RStudio software (RStudio Inc., 2016). The 

package “compute.es” (Del Re, 2013) was used to estimate and transform effect size indices. The 

package “metafor” (Viechtbauer, 2010) was used to perform the meta-analysis and create the plots 

presented in the Results section. 

The effect size index we used for all outcome measures was Cohen’s d, i.e. the difference 

between the means of two conditions (upright vs. inverted bodies) divided by their pooled standard 

deviation. The effect size was determined based on the reported statistics, including t, F, p values, 

and means and dispersion measures. When the effect was reported as “non-significant”, with no 

further information, the effect size was set to zero. 29 out of 30 studies presented a within-subjects 

or mixed between/within-subjects design. However, we decided to compute Cohen’s d assuming 

independence of samples: since effect size indices tend to be higher in within-subjects design than 

in between-subjects design (Lakens, 2013), we estimated Cohen’s d assuming no shared variance 

between samples in order to be conservative and provide an under estimation of the effect size. 

Different measures of BIE were extracted from each study, because all studies reported more 

than one experiment, condition (e.g., whole bodies vs. headless bodies), population (clinical vs. 

non-clinical) or measurement. One effect size was computed for each of them, 113 measures in total 

extracted from 30 studies. Considered measures were behavioural (accuracy, d’, reaction times, 

inverse efficiency score, explicit judgements), electrophysiological (ERPs: P100, N170 and P200), 

from fMRI (activation of body-selective areas: EBA and FBA) and eye movement recordings 

(duration of the first fixation and total number of fixations). 

Heterogeneity across sets of outcomes was assessed using the Qhomogeneity statistic. A 

statistically significant result in the test on Qhomogeneity represents high heterogeneity across the 
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results of different studies. It is important to remember that the Qhomogeneity tends to be always 

significant with a large number of studies considered (as every test assessing data distribution) 

(Cohen et al., 2013). 

Since several datasets showed heterogeneous effect sizes, and because random effects models 

are more conservative than fixed effects parameters in these cases, effect sizes and confidence 

intervals (CIs) from a random effects model are presented. In random effects models, the true 

effects in the studies are assumed to have been sampled from a distribution of true effects, and both 

between- and within-study variability are taken into account. 

The “file drawer problem” (Mullen, 1989) was dealt as follows. It defines the fact that only 

studies reporting statistically significant results are typically published in international peer-

reviewed journals, while experiments showing null results tend to be “left behind” by researchers. 

In order to calculate the effect of potential data censoring or publication bias on the results of the 

meta-analysis, the “trim and fill” method (Duval & Tweedie, 2000a, 2000b) was used. Following 

this non-parametric method, a funnel plot of each measure’s effect size against the standard error 

(on the Y axis) was designed. If no publication bias was present, this plot was expected to have the 

shape of a funnel, because studies with smaller sample sizes (and thus, larger standard errors) have 

increasingly larger variation in estimates of their effect size because random variation becomes 

increasingly influential, while studies with larger sample sizes have smaller variation in effect sizes. 

With the trim and fill procedure, the studies with the highest effect size compared to their standard 

error (thus, out of the funnel shape), which are considered to be symmetrically unmatched by 

missing studies, are trimmed and their missing counterparts are “filled” as mirror images of the 

trimmed outcomes. 

Another method typically used in meta-analyses is the Fail-safe method (Rosenthal, 1991). 

This method is aimed to estimate the number of studies with null result that should be added in 
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literature to reduce the considered effect size to “non-significantly different from zero”. Typically, 

the fail-safe number (Nfs) is representative of the robustness of the effect size. 

2.4. Meta-regression 

As stated in the introduction, BIE was reported to be modulated by different variables 

(presence / absence of the head, clothing, etc.). For this reason, a meta-regression was carried out. A 

meta-regression is a method aimed to investigate the influence of one or more predictors used in the 

included studies. The influence of each predictor on combined effect sizes was tested with the 

Qcontrast statistic in a mixed fixed-random effects model. A statistically significant Qcontrast value 

indicates that the difference in effect size between subsets of studies is significant. 

The predictors used in the meta-regression are: 

1. Clothing: clothed (83 measures) or naked (30). 

2. Head: full-body (84), headless (22) or both (7). 

3. Pictures: real pictures (40), simulated 3-D stimuli (67) or biological motion (6). 

4. Task: participants’ task was focused on: attractiveness judgement (3), composite illusion 

(12), continuous flash suppression (5), distortion (11), identity (13), orientation (4), letters 

discrimination (6), posture (56), stimulus category (3). 

5. Measure: behavioural (80), ERPs (28), eyetracking (3), fMRI (2). 

 

Variables 1-3 were particularly important regarding our hypotheses and their modulatory 

effects on BIE found in the literature; variables 4 and 5 were relevant to assess whether the high 

variability in the task performed and in the measure investigated influenced the body inversion 

effect size or not. 
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3. Results 

3.1. Meta-analysis – overall effect 

The combined effect size of the 30 studies (113 measurements) was d = 1.1292, total N = 977, 

95% CI [0.99, 1.26], z = 16.37, p < .001. This result indicates a very large effect according to 

Cohen’s (1988) and Sawilowsky’s (2009) criteria. The results are represented by a forest plot in Fig. 

3.5. 

The Qhomogeneity test showed a statistically significant result, highlighting the very 

heterogeneous set of outcomes: Q (112) = 496.13, p < .001. This result demonstrates the necessity 

of a random effects model, since it allows explaining larger variance compared to a fixed effect 

model. 

 

3.2. Trim and fill method 

The trim and fill method revealed that 25 measurements (Standard Error = 6.97) were trimmed and 

filled to create a symmetrical funnel plot (Fig. 3.6). These studies were probably subject to 

publication bias due to the null results. After implementing the trim and fill method, resulting 

adjusted combined effect size remained large and statistically significant: d = 0.8594, 95% CI [0.71, 

1.01], z = 10.91, p < .001. 

The fail-safe method showed a fail-safe number (Nfs) of 45923, i.e. 45923 studies with null 

result should be added in literature to reduce the considered effect size to “non-significantly 

different from zero” (Rosenthal, 1991). This result is larger than Rosenthal’s (ibidem) criterion of 

5k + 10 (k = the number of measures included in the meta-analysis), indicating that the overall 

effect size is very robust assuming a zero effect size.  
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Fig. 3.5: The forest plot represents the effect size of each study, together with its 95% confidence interval (error bars) and 

sample size (represented by the squares’ dimesion). The mean effect size (d = 1.1292) computed by the random effects model 

is represented by the diamond in the lower part of the plot, while the diamond’s width represents the 95% confidence 

interval. 
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Fig. 3.6: The funnel plot represents included studies as black dots. In this plot the effect size is shown on the X axis and the 

standard error (inversely proportional to the sample size) on the Y axis. The white funnel shape represents the area where all 

studies should lie symmetrically if there were no publication bias, showing that studies with smaller sample sizes (and thus, 

larger standard errors) have increasingly larger variation in estimates of their effect size. The trim and fill method estimated 

25 studies with null result, probably subject to publication bias, represented as white dots in the plot. 

 

3.3. Meta-regression – moderators 

The meta-regression was run in order to investigate the influence of any potential moderators, but it 

revealed no statistically significant differences among the levels of predictors we considered: 

1. Clothing: clothed (d = 0.998, 95% CI [0.858, 1.138]), naked (d = 1.115, 95% CI [0.942, 

1.288]), z = -0.655, p = .512. 

2. Head: full-body (d = 1.068, 95% CI [0.923, 1.212]), headless (d = 0.935, 95% CI [0.791, 

1.078]) or both (d = 0.863, 95% CI [0.646, 1.080]), z = 0.993, p = .321. 
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3. Pictures: real pictures (d = 0.984, 95% CI [0.839, 1.128]), simulated 3-D stimuli (d = 1.027, 

95% CI [0.879, 1.175]) or biological motion (d = 1.359, 95% CI [1.169, 1.548]), z = -0.892, 

p = .372. 

4. Task: participants’ task was focused on: attractiveness judgement (d = 1.333, 95% CI [1.155, 

1.511]), composite illusion (d = 1.143, 95% CI [0.994, 1.293]), continuous flash suppression 

(d = 1.115, 95% CI [0.953, 1.277]), distortion (d = 1.212, 95% CI [1.057, 1.366]), identity 

(d = 0.955, 95% CI [0.780, 1.131]), orientation (d = 0.948, 95% CI [0.838, 1.058]), letters 

discrimination (d = 0.869, 95% CI [0.749, 0.989]), posture (d = 0.986, 95% CI [0.841, 

1.132]), stimulus category (d = 1.003, 95% CI [0.867, 1.140]), z = -0.378, p = .706. 

5. Measure: behavioural (d = 1.049, 95% CI [0.894, 1.205]), ERPs (d = 0.980, 95% CI [0.850, 

1.109]), eyetracking (d = 1.020, 95% CI [0.872, 1.168]), fMRI (d = 0.921, 95% CI [0.781, 

1.061]), z = -0.382, p = .703. 

  



Chapter 3: The Body-Inversion Effect – A meta-analytic review 

________________________________________________________________________________ 

117 

 

 

4. Discussion 

The body inversion effect (BIE) demonstrates the configural processing of body shapes (Reed 

et al., 2003, 2006), showing that recognition of body postures presented upside down is extremely 

more difficult than recognition of upright body postures. The BIE was replicated in several studies, 

but different manipulations were shown to disrupt this effect, e.g., removing the head from bodily 

stimuli or using clothed (compared to naked) stimuli. Thus, a meta-analysis and meta-regression 

were performed to test the robustness of this effect and how it can be modulated by different 

manipulations. 

The main result of the meta-analysis shows that the BIE presents a very large overall effect 

size. This finding shows the robustness of this effect, i.e., inverted bodies were consistently more 

difficult to process than upright bodies, independently of different conditions and manipulations. 

Then we can deduct that configural body processing, as shown by differences caused by BIE, was 

demonstrated and consistent. 

The Qhomogeneity test showed large variability among different studies. This finding indicates 

that the BIE, even if consistent, can actually be modulated by stimulus manipulations, different 

tasks and it can display differences related to the different measures taken into account. This 

provides a further reason to perform a meta-regression and consider its results in the light of the 

literature, in order to find what variables may produce differences in the studies. 

The trim and fill method showed a small publication bias in the studies that were included in 

the meta-analysis. This is quite common in the literature, since experiments with null results are 

generally less likely to be published (Duval & Tweedie, 2000a, 2000b). Even considering the 

estimated unpublished results, the effect size remained large and significantly different from zero. 

This, together with the very high fail-safe number, provides strong evidence for the robustness of 
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the BIE, given the extremely low probability that its true effect size is “non-significantly different 

from zero” (Rosenthal, 1991). 

The meta-regression revealed no statistically significant differences among the levels of the 

predictors. The absence of statistically significant effects shows that (1) the predictors discussed in 

literature (clothing, head presence and type of picture) may not predict changes in the effect size of 

BIE, while the large variance in the effect size is more likely to explain these differences, and (2) 

the BIE is manifested consistently and independently of the task performed by participants and the 

type of measure used. 

Entire lines of research were aimed to highlight specific manipulations that could disrupt the 

BIE (see Paragraphs 1.2.1 and 1.2.3). One advantage of the meta-analytic methods is that the 

studies supporting these hypotheses are considered together with studies, which found no effect of 

the same manipulations. As a matter of fact, on the one hand some studies found specific effects of 

the head removal (Brandman & Yovel, 2010; Brandman & Yovel, 2012; Minnebusch, Suchan, & 

Daum, 2009; Yovel, Pelc, & Lubetzky, 2010) and of clothing (Bonemei et al., 2017a; Hietanen & 

Nummenmaa, 2011), discussing specific hypotheses regarding these differences. On the other hand, 

many studies found BIE using headless stimuli (Arizpe et al., 2017; Bonemei et al., 2017a; 

Minnebusch et al., 2010; Mohamed et al., 2011; Robbins & Coltheart, 2012; Susilo et al., 2013; Tao 

et al., 2014; Thierry et al., 2006). Moreover, most of the other studies included in the meta-analysis 

found BIE by using both naked and clothed stimuli indifferently. Considering both effect size and 

sample size in the meta-regression, these manipulations did not appear to affect the BIE in a 

statistically significant way. This finding does not necessarily mean that the hypotheses claimed by 

these authors are not valid, but they need further evidence and extensive replications in order to be 

robustly supported in the light of the present literature. 

Even though the meta-regression did not yield statistically significant effects, marginal 

differences were found in the effects of Pictures and Task, due to non-overlapping confidence 
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intervals among different levels of the predictors. Even though post-hoc comparisons cannot be 

performed in a meta-regression, it is known that two levels of a variable show a statistically 

significant difference if their 95% confidence intervals are not overlapping (Cohen et al., 2013). 

Considering these differences, Pictures effect showed that studies using biological motion revealed 

higher effect size than those using real pictures. This result may confirm that dynamic information 

represents a fundamental cue in configural body processing (Thompson, Clarke, Stewart, & Puce, 

2005). Specialized visual areas in the posterior superior temporal sulcus (pSTS) produce selective 

neuronal response to movies of facial and bodily motion (Allison, Puce, & McCarthy, 2000; Puce & 

Perrett, 2003). This region is specialized in integrating form and dynamic cues, processing form-

from-motion cues in the case of biological motion stimuli (Thompson et al., 2005). Also the mirror-

neuron system was shown to be involved in perception of biological motion (Fox et al., 2016). The 

mirror-neuron system is a network of areas located over the rostral part of the inferior parietal 

lobule and the caudal part of the inferior frontal gyrus (Rizzolatti & Craighero, 2004), and is 

involved in both perception and execution of action. Also EBA and FBA, involved in structural 

encoding of body shape, are activated by viewing body actions (Astafiev, Stanley, Shulman, & 

Corbetta, 2004). These findings may suggest the involvement of a network including EBA, STS and 

the mirror-neuron system in biological motion configural processing (Thompson et al., 2005). The 

contribution of dynamic information may thus enhance the configural processing of these stimuli 

through this network. For the same reason, inversion, disturbing the overall stimuli configuration, 

may disrupt processing in the whole network and thus create a larger BIE, compared to BIE in static 

pictures. 

Also the Task predictor showed marginal differences: attractiveness judgement showed higher 

effect size than identity, orientation, letters, posture and category discrimination. Furthermore, 

letters discrimination showed a smaller effect size than distortion identification, composite effect 

and attractiveness judgement. The first difference refers to a study (Cook & Duchaine, 2011) in 
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which the attractiveness judgement was used instead of the typical “sequential matching task”. This 

study was aimed to show that both faces and bodies recruit similar orientation-specific processes 

distinct from processes used for generic objects. An attractiveness judgement requires higher level 

processes than a purely perceptual task as the sequential matching task. Therefore, inversion 

disrupts the orientation-specific processes involved in the judgement, leading to a larger BIE than 

the BIE found in perceptual tasks. The second difference refers to a study (Mohamed et al., 2011) 

aimed to study the influence of the attentional load on the BIE: they found the electrophysiological 

BIE on the N170 component also when participants’ task was to discriminate a letter and bodies 

were presented as task-irrelevant distracters. The BIE they found in this task was significantly 

larger than zero, but in this meta-regression we found it to be smaller than the BIE found while 

explicitly processing bodies. This is not surprising, considering that attentional load was already 

proven to modulate face processing (Eimer & Holmes, 2007) and we know that faces and bodies 

partly share some configural processing mechanisms. Besides, all the tasks for which we found a 

difference (distortion identification, composite effect and attractiveness judgement) require high-

level category-specific processes (Cook & Duchaine, 2011; Soria Bauser, Schriewer, & Suchan, 

2015; Soria Bauser & Suchan, 2013; Soria Bauser, Suchan, & Daum, 2011) and, thus, high 

attentional load. 

However, it is important to consider these differences with caution, since they represent 

results found in single studies. Further research will be needed to investigate these differences more 

in depth. 

In conclusion, this meta-analysis showed that the BIE is a very robust effect, replicated in 

several studies, and it can be modulated by some manipulations of stimuli and tasks. However, 

further research is needed in order to understand the specific neurocognitive mechanisms involved 

in configural body processing and related BIE. This leads to the two following studies of my own 

research. 
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The first study was aimed to investigate the processes involved in BIE by analysing 

neurophysiological activity in the time-frequency domain. This methodology, exploring neural 

oscillations, already brought important insights in research on face processing (Tallon-Baudry & 

Bertrand, 1999) and, to our knowledge, was never used to explore neurocognitive mechanisms 

involved in BIE. 

The second study is aimed to investigate the neural correlates of possible modulations of the 

BIE: we explored whether the psychophysiological BIE (in its ERP components) could be 

modulated by the emotion expressed by the stimuli through the emotional body language (de Gelder 

et al., 2015) and by the task performed by participants. 
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Authors Year Condition clothes_noclothesrealphoto_norealwholebody_headlessTask_focus_onMeasure_typeEffect_measureEffect_size Cohens_d d_var Population Sample_size_.1.Sample_size_.2.Between_within
Arizpe, McKean, Tsao (Exp1_Sess1) 2017 free_viewing clothes no_real wholebody posture d' t 6,09 2,15 0,2 healthy 16 16 within
Arizpe, McKean, Tsao (Exp1_Sess2) 2017 free_viewing clothes no_real headless posture d' t 4,11 1,45 0,16 healthy 16 16 within
Arizpe, McKean, Tsao (Exp2_Sess1) 2017 forced_fixationclothes no_real wholebody posture d' t 8,99 3,18 0,28 healthy 16 16 within
Arizpe, McKean, Tsao (Exp2_Sess2) 2017 forced_fixationclothes no_real headless posture d' t 3,62 1,28 0,15 healthy 16 16 within
Barra, Senot, Auclair 2017 clothes no_real wholebody posture accuracy t 3,87 1,17 0,11 healthy 22 22 within
Barra, Senot, Auclair 2017 clothes no_real wholebody posture RTs t 2,87 0,87 0,1 healthy 22 22 within
Bauser, Schriewer, Suchan 2015 clothes real_photo wholebody composite accuracy F 51,1 2,06 0,13 healthy 24 24 within
Bauser, Schriewer, Suchan 2015 clothes real_photo wholebody composite ERP_P100_ampF 13,2 1,05 0,09 healthy 24 24 within
Bauser, Schriewer, Suchan 2015 clothes real_photo wholebody composite ERP_P100_lat F 34,2 1,69 0,11 healthy 24 24 within
Bauser, Schriewer, Suchan 2015 clothes real_photo wholebody composite ERP_N170_ampF 39,5 1,81 0,12 healthy 24 24 within
Bauser, Schriewer, Suchan 2015 clothes real_photo wholebody composite ERP_N170_lat F 42 1,87 0,12 healthy 24 24 within
Bauser, Schriewer, Suchan 2015 clothes real_photo wholebody composite ERP_P200_ampF 18,6 1,24 0,1 healthy 24 24 within
Bauser, Schriewer, Suchan 2015 clothes real_photo wholebody composite ERP_P200_lat F 0 0 0,08 healthy 24 24 within
Bauser, Suchan 2013 clothes real_photo wholebody distortion efficiency F 30,8 1,85 0,16 healthy 18 18 within
Bauser, Suchan 2013 clothes real_photo wholebody distortion ERP_P100_ampF 0 0 0,11 healthy 18 18 within
Bauser, Suchan 2013 clothes real_photo wholebody distortion ERP_P100_lat F 0 0 0,11 healthy 18 18 within
Bauser, Suchan 2013 clothes real_photo wholebody distortion ERP_N170_ampF 14,6 1,27 0,13 healthy 18 18 within
Bauser, Suchan 2013 clothes real_photo wholebody distortion ERP_N170_lat F 0 0 0,11 healthy 18 18 within
Bauser, Suchan, Daum 2011- clothes real_photo wholebody composite accuracy Cohens_d 0 0 0,1 healthy 20 20 within
Bauser, Suchan, Daum 2011- clothes real_photo wholebody composite RTs Cohens_d 1,54 1,54 0,13 healthy 20 20 within
Bauser, Suchan, Daum 2011- clothes real_photo wholebody composite efficiency Cohens_d 1,21 1,21 0,12 healthy 20 20 within
Bonemei, Costantino, Battistel 2017 clothes no_real wholebody posture accuracy t -0,04 -0,01 0,08 healthy 25 25 within
Bonemei, Costantino, Battistel 2017 noclothes no_real wholebody posture accuracy t 4,19 1,19 0,09 healthy 25 25 within
Bonemei, Costantino, Battistel 2017 clothes no_real headless posture accuracy t -0,39 -0,11 0,08 healthy 25 25 within
Bonemei, Costantino, Battistel 2017 noclothes no_real headless posture accuracy t 3,43 0,97 0,09 healthy 25 25 within
Bonemei, Costantino, Battistel 2017 clothes no_real wholebody posture RTs t -1,09 -0,31 0,08 healthy 25 25 within
Bonemei, Costantino, Battistel 2017 noclothes no_real wholebody posture RTs t 2,56 0,72 0,09 healthy 25 25 within
Bonemei, Costantino, Battistel 2017 clothes no_real headless posture RTs t 0,005 0 0,08 healthy 25 25 within
Bonemei, Costantino, Battistel 2017 noclothes no_real headless posture RTs t 1,4 0,4 0,08 healthy 25 25 within
Bosbach, Knoblich, Reed 2006 clothes no_real wholebody posture RTs F 6,46 1,04 0,19 healthy 12 12 within
Bosbach, Knoblich, Reed 2006 clothes no_real wholebody posture accuracy F 17,22 1,69 0,23 healthy 12 12 within
Brandman, Yovel 2012 clothes no_real wholebody posture accuracy t 7,35 2,78 0,28 healthy 14 14 between_within
Brandman, Yovel 2012 clothes no_real headless posture accuracy t 1,57 0,59 0,15 healthy 14 14 between_within
Brandman, Yovel 2012 clothes no_real wholebody posture RTs t 5,06 1,91 0,21 healthy 14 14 between_within
Brandman, Yovel 2012 clothes no_real headless posture RTs t 0,66 0,25 0,14 healthy 14 14 between_within
Brandman, Yovel 2010 clothes no_real wholebody posture accuracy t 3,14 1,4 0,25 healthy 10 10 within
Brandman, Yovel 2010 clothes no_real wholebody posture RTs t 3,18 1,42 0,25 healthy 10 10 within
Brandman, Yovel 2010 clothes no_real wholebody posture fMRI_BodyAreasF 9,65 1,39 0,25 healthy 10 10 within
Brandman, Yovel 2010 clothes no_real headless posture accuracy p 0,7 0,18 0,2 healthy 10 10 within
Brandman, Yovel 2010 clothes no_real headless posture RTs p 0,26 0,52 0,21 healthy 10 10 within
Brandman, Yovel 2010 clothes no_real headless posture fMRI_BodyAreasF 8,14 1,28 0,24 healthy 10 10 within
Cleary, Looney, Brady 2014 noclothes biomotion wholebody distortion RTs F 5,08 0,88 0,17 healthy 13 13 within
Cleary, Looney, Brady 2014 noclothes biomotion wholebody distortion efficiency F 12,88 1,41 0,19 healthy 13 13 within
Cleary, Looney, Brady 2014 noclothes biomotion wholebody distortion d' F 8,75 1,16 0,18 healthy 13 13 within
Cleary, Looney, Brady 2014 noclothes biomotion wholebody distortion RTs F 5,18 0,63 0,08 half_ASD_NoDiffWithControls26 26 within
Cleary, Looney, Brady 2014 noclothes biomotion wholebody distortion efficiency F 7,96 0,78 0,08 half_ASD_NoDiffWithControls26 26 within
Cleary, Looney, Brady 2014 noclothes biomotion wholebody distortion d' F 8,71 0,82 0,08 half_ASD_NoDiffWithControls26 26 within
Cook, Duchaine 2011male_bodies noclothes no_real wholebody attractiveness judgement Cohens_d 1,48 1,48 0,04 healthy 72 72 within
Cook, Duchaine 2011female_bodiesnoclothes no_real wholebody attractiveness judgement Cohens_d 2,43 2,43 0,05 healthy 72 72 within
Cook, Duchaine 2012 all_exp2 noclothes no_real wholebody attractiveness coherence Cohens_d 0,76 0,76 0,12 healthy 18 18 within
Dunkum, Atkins, Beilharz 2016 clothes no_real headless identity accuracy F 280,94 3,2 0,08 half_High_Body-image_concern55 55 within
Minnebusch, Keune, Suchan 2010 clothes real_photo both identity RTs F 9,9 1,11 0,14 healthy 16 16 within
Minnebusch, Keune, Suchan 2010 clothes real_photo both identity ERP_P100_ampF 7,2 0,95 0,14 healthy 16 16 within
Minnebusch, Keune, Suchan 2010 clothes real_photo both identity ERP_N170_ampF 13,8 1,31 0,15 healthy 16 16 within
Minnebusch, Suchan, Daum 2009 clothes real_photo wholebody identity accuracy F 8,6 1,01 0,13 healthy 17 17 within
Minnebusch, Suchan, Daum 2009 clothes real_photo headless identity accuracy F -5,5 -0,8 0,13 healthy 17 17 within
Minnebusch, Suchan, Daum 2009 clothes real_photo wholebody identity ERP_N170_ampF 6,3 0,86 0,13 healthy 17 17 within
Minnebusch, Suchan, Daum 2009 clothes real_photo headless identity ERP_N170_ampF 5,3 0,79 0,13 healthy 17 17 within
Mohamed, Neumann, Schweinberger 2011 clothes real_photo wholebody other_letters ERP_P100_ampF 47,17 1,98 0,12 healthy 24 24 within
Mohamed, Neumann, Schweinberger 2011 clothes real_photo wholebody other_letters ERP_N170_ampF 26,86 1,5 0,11 healthy 24 24 within
Mohamed, Neumann, Schweinberger 2011 clothes real_photo wholebody other_letters ERP_LNC_ampt 2,35 0,68 0,09 healthy 24 24 within
Mohamed, Neumann, Schweinberger 2011 clothes real_photo headless other_letters ERP_P100_ampt 8,87 2,56 0,15 healthy 24 24 within  
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Mohamed, Neumann, Schweinberger 2011 clothes real_photo headless other_letters ERP_N170_ampt 2,19 0,63 0,09 healthy 24 24 within
Mohamed, Neumann, Schweinberger 2011 clothes real_photo headless other_letters ERP_LNC_ampt 1,44 0,42 0,09 healthy 24 24 within
Papeo, Stein, Soto-Faraco 2017 exp1 clothes no_real wholebody stimulus_categoryaccuracy F 11,55 1,07 0,11 healthy 20 20 within
Papeo, Stein, Soto-Faraco 2017 exp2 clothes no_real wholebody stimulus_categoryaccuracy F 8,38 0,89 0,1 healthy 21 21within
Papeo, Stein, Soto-Faraco 2017 exp3 clothes no_real wholebody stimulus_categoryaccuracy F 26,39 1,59 0,13 healthy 21 21within
Reed, Beall, Stone 2007 clothes no_real wholebody posture accuracy F 0,9 0,42 0,2 ASD 10 10 within
Reed, Beall, Stone 2007 clothes no_real wholebody posture accuracy F 23,11 1,82 0,2 healthy 14 14 within
Reed, Stone, Grubb 2006 exp1 noclothes no_real wholebody posture d' F 30,17 1,31 0,07 healthy 35 35 within
Reed, Stone, Grubb 2006 exp2 noclothes no_real wholebody posture d' F 17,24 1,57 0,19 healthy 14 14 within
Reed, Stone, Grubb 2006 exp3 noclothes no_real wholebody posture d' F 27,99 1,53 0,11 healthy 24 24 within
Reed, Stone, Bozova 2003 exp1 clothes no_real wholebody posture accuracy F 34,8 2,02 0,18 healthy 17 17 within
Reed, Stone, Bozova 2003 exp1 clothes no_real wholebody posture RTs F 30,81 1,9 0,17 healthy 17 17 within
Reed, Stone, Bozova 2003 exp2 clothes no_real wholebody posture accuracy F 19,65 1,48 0,14 healthy 18 18 within
Reed, Stone, Bozova 2003 exp2 clothes no_real wholebody posture RTs F 21,06 1,53 0,14 healthy 18 18 within
Reed, Stone, Bozova 2003 exp3 clothes no_real wholebody posture accuracy F 10,61 0,78 0,06 healthy 35 35 within
Reed, Stone, Bozova 2003 exp3 clothes no_real wholebody posture RTs F 11,79 0,82 0,06 healthy 35 35 within
Righart, de Gelder 2007 clothes real_photo wholebody orientation ERP_N170_lat p 0,001 1,55 0,22 healthy 12 12 within
Righart, de Gelder 2007 clothes real_photo wholebody orientation ERP_N170_ampp 0,05 0,85 0,18 healthy 12 12 within
Robbins, Coltheart 2012 exp1 clothes real_photo both identity accuracy p 0,001 1,01 0,09 healthy 24 24 within
Robbins, Coltheart 2012 exp2 clothes real_photo both identity accuracy p 0,019 0,54 0,05 healthy 40 40 within
Stein, Sterzer, Peelen 2012 exp1 clothes real_photo headless continuous_flash_suppressionRTs t 3,52 1,38 0,19 healthy 13 13 within
Stein, Sterzer, Peelen 2012 exp2 clothes no_real wholebody continuous_flash_suppressionRTs t 4,08 1,67 0,22 healthy 12 12 within
Stein, Sterzer, Peelen 2012 exp3 clothes no_real wholebody continuous_flash_suppressionRTs t 4,12 1,68 0,23 healthy 12 12 within
Stein, Sterzer, Peelen 2012 exp4 clothes no_real wholebody continuous_flash_suppressionRTs t 5,47 2,45 0,35 healthy 10 10 within
Stein, Sterzer, Peelen 2012 exp6 clothes no_real wholebody continuous_flash_suppressionRTs t 3,85 1,57 0,22 healthy 12 12 within
Stekelenburg, de Gelder 2004 clothes real_photo wholebody orientation ERP_N170_ampF 6,08 1,01 0,19 healthy 12 12 within
Stekelenburg, de Gelder 2004 clothes real_photo wholebody orientation ERP_N170_lat F 17,7 1,72 0,23 healthy 12 12 within
Susilo, Yovel, Barton 2013 clothes no_real wholebody posture d' t 5,78 1,83 0,14 healthy 20 20 within
Susilo, Yovel, Barton 2013 clothes no_real headless posture d' t 3,06 0,97 0,11 healthy 20 20 within
Tao, Sun 2013 noclothes no_real wholebody posture accuracy F 6,67 0,82 0,11 healthy 20 20 within
Tao, Sun 2013 noclothes no_real wholebody posture RTs F 17,26 1,31 0,12 healthy 20 20 within
Tao, Sun 2013 noclothes no_real wholebody posture Duration_first_fixF 4,48 0,67 0,11 healthy 20 20 within
Tao, Sun 2013 noclothes no_real wholebody posture Number_fix F 7,36 0,86 0,11 healthy 20 20 within
Tao, Sun 2013 noclothes no_real wholebody posture Fix_head F 6,62 0,81 0,11 healthy 20 20 within
Tao, Zeng, Sun 2014 noclothes no_real both posture accuracy F 14,75 1,28 0,13 healthy 18 18 within
Tao, Zeng, Sun 2014 noclothes no_real both posture RTs F 67,51 2,74 0,22 healthy 18 18 within
Tao, Zeng, Sun 2014 noclothes no_real wholebody posture ERP_N170_ampF 5,75 0,8 0,12 healthy 18 18 within
Tao, Zeng, Sun 2014 noclothes no_real headless posture ERP_N170_ampF 12,91 1,2 0,13 healthy 18 18 within
Tao, Zeng, Sun 2014 noclothes no_real wholebody posture ERP_N170_lat F 18,11 1,42 0,14 healthy 18 18 within
Tao, Zeng, Sun 2014 noclothes no_real headless posture ERP_N170_lat F 3,69 0,64 0,12 healthy 18 18 within
Urgesi, Fornasari, Canalaz 2014 noclothes real_photo wholebody identity accuracy Cohens_d 1,66359447 1,66 0,22 healthy 12 12 within
Urgesi, Fornasari, Canalaz 2014 noclothes real_photo wholebody identity accuracy Cohens_d 0,376586742 0,38 0,17 anorexia 12 12 within
Urgesi, Fornasari, Canalaz 2014 noclothes real_photo wholebody identity RTs p 0,001 1,01 0,09 half_anorexia 24 24 within
Vrancken, Germeys & Verfaillie 2017 clothes no_real wholebody composite accuracy F 5,291 0,63 0,08 healthy 29 25 between 
Vrancken, Germeys & Verfaillie 2017 clothes no_real wholebody composite RTs F 4,613 0,59 0,08 healthy 29 25 between 
Yovel, Pelc & Lubetzky 2010 exp1 clothes no_real wholebody posture d' F 24,1 2,2 0,32 healthy 10 10 within
Yovel, Pelc & Lubetzky 2010 exp2 clothes no_real wholebody posture d' t 6,74 3,01 0,43 healthy 10 10 within
Yovel, Pelc & Lubetzky 2010 exp2 clothes no_real headless posture d' t 0,78 0,32 0,17 healthy 12 12 within
Yovel, Pelc & Lubetzky 2010 exp5 clothes no_real wholebody posture d' t 6,74 3,01 0,43 healthy 10 10 within
Zlotowski & Bartneck 2013 clothes real_photo wholebody posture accuracy Cohens_d 0,603896104 0,6 0,04 healthy 47 47 within
Zlotowski & Bartneck 2013 clothes real_photo wholebody posture RTs Cohens_d 0,414385788 0,41 0,04 healthy 47 47 within  

Table describing all the studies included in the meta-analysis and all the specific measures that were used. 
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1. Introduction
3
 

As we discussed, an electrophysiological marker specifically related to configural processing 

was found by means of the event-related potentials (ERPs) technique. Much evidence demonstrates 

the existence of a face- and body-sensitive ERP negative component that peaks at around 170 ms 

post stimulus onset (N170), which reflects early perceptual processing of the human visual system 

(Bentin, Deouell, & Soroker, 1999; Bentin, Allison, Puce, Perez, & McCarthy, 1996; Rossion & 

Gauthier, 2002). Given that the N170 component is larger and delayed for inverted faces and bodies, 

it is believed that this component reflects early perceptual structural encoding (Rossion et al., 2000; 

Stekelenburg & de Gelder, 2004; Watanabe, Kakigi, & Puce, 2003). 

ERPs reflect brain activity that is phase-locked (i.e. evoked) to the stimulus onset and they are 

calculated by averaging the EEG signal from all trials. They, however, hide information deriving 

from induced (non-phase locked) activity, which provides important information, especially in the 

cognitive domain (Donner & Siegel, 2011; Uhlhaas & Singer, 2010). Induced activity can be 

extracted on a single trial level and can be retrieved by time-frequency analyses, also known as 

time-frequency representations (TFRs), on different frequency bands (Donner & Siegel, 2011; 

Oostenveld, Fries, Maris, & Schoffelen, 2011). 

In the primate visual system, high-frequency, low amplitude gamma-band (> 25 Hz) activity 

has been suggested to mediate perceptual binding, and the grouping of visual information (Singer & 

Gray, 1995; Tallon-Baudry & Bertrand, 1999). According to the “representational hypothesis” 

(ibidem), induced gamma synchronization is a signature of bottom-up feature binding (also related 

to holistic processing of faces) and top-down matching between the perceived stimulus and an 

internal object representation of it. This definition seems to imply that gamma-band oscillations 

                                                 
3
 The study presented in this Chapter was carried out at the University of East London, in collaboration with Prof. 

Davide Rivolta. 
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represent a marker of holistic processing and second-order spatial information processing (Maurer 

et al., 2002). Evidence suggests enhanced gamma oscillations induced by faces over occipito-

temporal areas, when compared to control stimuli such as houses or scrambled stimuli (Gao et al., 

2012; Zion-Golumbic & Bentin, 2007; Zion-Golumbic, Golan, Anaki, & Bentin, 2008). Since these 

oscillations show a FIE (i.e., upright faces induce greater gamma synchronization when compared 

to inverted faces), it is likely that this activity reflects the inability of the visual system to bind facial 

features of inverted faces in a representation (Anaki et al., 2007; Dobel, Junghöfer, & Gruber, 2011; 

Lachaux et al., 2005; Matsuzaki, Schwarzlose, Nishida, Ofen, & Asano, 2015; Moratti, Méndez-

Bértolo, Del-Pozo, & Strange, 2014; Uono et al., 2016). 

Theta-band activity (typically represented in the 4-7 or 5-7 Hz range), correlates with various 

cognitive and attentional mechanisms, such as motor planning and imagery, mental rotation, spatial 

attention, and working memory (Ptak, Schnider, & Fellrath, 2017). It has been shown that cortico-

hippocampal interactions mediate theta activity in cognition (Başar, 1999), since it is the 

spontaneous rhythm of different limbic structures. Albeit not specifically linked to the FIE, theta-

band connections between limbic structures and visual cortex were reported in various emotional 

paradigms (Aftanas, Varlamov, Pavlov, Makhnev, & Reva, 2001; Aftanas, Varlamov, Pavlov, 

Makhnev, & Reva, 2002; Başar, Güntekin, & Öniz, 2006; Güntekin & Başar, 2009, 2014) and in 

several experiments involving facial recognition and facial emotional expressions (Başar, Güntekin, 

& Öniz, 2006; Güntekin & Başar, 2009, 2014). In those studies, occipital and occipito-temporal 

areas showed greater theta synchronization when processing emotionally arousing visual stimuli or 

faces showing emotional expressions, at latencies around 200-500 ms post-stimulus. Furthermore, 

enhanced theta-gamma coupling induced by upright faces (compared to inverted faces) has been 

shown in the right inferior occipital gyrus (IOG), after 200 ms post-stimulus onset (Sato et al., 

2014). These results were interpreted as evidence that right-IOG gamma-activity conducts rapid and 

multistage (i.e., both featural and holistic) face processing, in coherence with theta oscillations 
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transmitted from other brain regions. In particular, as demonstrated in a further study (Sato et al., 

2017), theta-gamma coupling shows bidirectional modulatory effects between the IOG and limbic 

structures (i.e., the amygdala). This suggests a subcortico-cortical fast communication dedicated to 

the efficient processing of faces. These findings suggest that occipital theta-band oscillations may 

represent a marker of the fast early perceptual processing of highly salient stimuli. This processing 

is based on the subcortical route including superior colliculus, pulvinar and the amygdala, in the 

model suggested by Adolphs et al. (Adolphs, 2002a, 2002b) (see Chapter 1). 

Although critical in person recognition, faces do not represent the only stimuli on which we 

rely on; person recognition also relies heavily on body processing. Similar to faces, bodies 

constitute fundamental mediums for emotional expression and communication (see Chapter 1, de 

Gelder, de Borst, & Watson, 2015 for a review). At the cognitive and psychophysiological level, 

however, body and face processing share some perceptual mechanisms. Body inversion, like faces, 

causes a drop in performance (i.e., Body-Inversion Effect, BIE) (Bonemei, Costantino, Battistel, & 

Rivolta, 2017b; Reed et al., 2003), which suggests a reliance on configural mechanisms and, as for 

faces, the N170 is larger and delayed for inverted bodies (Stekelenburg & De Gelder, 2004). Even 

though both face and body perception rely on configural processing, these stimulus categories may 

involve different stages of configural processing, to different extent (see Chapter 3 Section 1.1.1, 

Reed, Stone, Grubb, & McGoldrick, 2006). 

Although the ERP correlates of the BIE have been investigated, no study comparing TFR 

activity in Face and Body perception has been conducted and it is not known whether some 

differences also exist at the TFR level as they exist at behavioural level. Despite sharing some 

perceptual and cognitive mechanisms, these stimuli are known to convey different information: 

faces convey information related both to identity and to emotional expressions (Haxby et al., 2000), 

while bodies are known to express mainly emotional information, through the emotional body 

language (de Gelder et al., 2015), and less information about person identity. Thus, in the current 
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study we compared neural oscillations elicited by the presentation of upright and inverted faces to 

those elicited by bodies and houses. Houses were chosen as control stimuli since, as bodies and 

faces, they can vary in specific features and in their configuration (involving holistic processing vs. 

second-order relational processing, Maurer et al., 2002), but they are not social stimuli. Specifically, 

we decided to investigate gamma and theta band activity given that the former is a specific marker 

of feature binding and representation matching processes (Tallon-Baudry & Bertrand, 1999) and 

can inform us about the involvement of holistic processing of the stimuli, while the latter is 

involved in the processing of facial identity, expression and emotionally arousing stimuli (Başar, 

Güntekin, & Öniz, 2006; Güntekin & Başar, 2009, 2014), thus it can tell us how these different 

pieces of information are involved in FIE and BIE. On the one hand, we expected to find greater 

gamma-band activity when participants were processing upright than inverted faces. On the other 

hand, based on the previous literature showing the importance of theta and gamma band activity in 

feature binding and facial recognition processes (Güntekin & Başar, 2014; Tallon-Baudry & 

Bertrand, 1999), we also expected to find some differences among our stimulus categories in theta 

and gamma activity. More specifically, if the processes disrupted by Face and Body Inversion are 

the same, then a similar pattern of oscillatory activity should be elicited by the inversion of both 

these two categories of stimuli, while a different one should be found for inverted houses. By 

contrast, if this is not the case, we expected to find different oscillatory patterns for each of the three 

categories.  
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2. Methods 

2.1. Participants 

Twenty-four healthy participants (11 M; mean age: 28.2 ± 5.8 years) were recruited for the 

experiment mainly among university students and their acquaintances. One participant was 

excluded from the analyses due to technical problems related to data quality. All participants gave 

written informed consent before enrolment in this study and were screened for contraindications to 

EEG: exclusion criteria included the presence of a history of any neurological or psychiatric disease, 

use of active drugs, abuse of any drugs (including nicotine and alcohol) as well as any skin 

condition that could have been worsened by the use of the EEG cap. The study was approved by the 

local Ethics Committee of the University of East London (UEL) and was conducted in accordance 

with the ethical standards laid down in the 1964 Declaration of Helsinki. All participants had 

normal or corrected-to-normal vision and were right-handed. 

 

2.2. Stimuli 

A total of 96 pictures were presented to each participant (one per trial). 32 pictures of faces 

were extracted from the Radboud Faces Database (RaFD), (Langner et al., 2010), 32 pictures of 

bodies were extracted from the Bodily Expressive Action Stimulus Test (BEAST), (Beatrice de 

Gelder & Van den Stock, 2011), and 32 pictures of houses were extracted from the dataset used in a 

previous EEG experiment (Negrini, Brkic, Pizzamiglio, Premoli, & Rivolta, 2017). All pictures 

representing faces and bodies conveyed neutral expression, depicted 32 different actors for faces 

and 32 for bodies (balanced for gender). Half of the pictures were presented upright and the other 

half inverted. 
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All pictures were converted into black and white and cropped to a blank background using 

Adobe Photoshop CS5 software (Adobe Systems Inc., 2011) and had a dimension of 7 x 10.5 cm, 

which subtend a visual angle of 4° x 6° on a 22-inch LCD monitor positioned 100 cm away from 

the participants. In order to match all stimuli’s low-level visual features, mean luminance was 

manipulated using MATLAB® R2016a (The Mathworks Inc., 2016) and the SHINE toolbox 

(Willenbockel et al., 2010). 

 

2.3. Procedure 

After signing informed consent, the EEG cap was put on (see next section for details) and 

participants were conducted and sat in a dimly illuminated electrically-shielded room. There the cap 

was connected to the EEG amplifier and participants began the experiment. The experiment was run 

using E-Prime® 2.0 software (Psychological Software Tools Inc., 2007). Participants were 

presented with 96 stimuli divided in 3 blocks of 32 stimuli that were randomly presented, using a 

permutated blocks order for each participant. Before each block, 5 trials were presented as training, 

a feedback on participants’ response was given. Each trial consisted of a fixation cross shown for 

one second, the stimulus was displayed for 500 ms, followed by a response screen (max duration: 5 

s), during which the participant could respond. Participants’ task was to detect if the stimulus was 

presented upright or inverted, by pressing one out of two buttons on an EGI® Chronos response 

box. After the response (or after 5 s of response screen) a grey screen was presented for one second, 

before beginning the next trial. 
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2.4. EEG data recording and analysis 

EEG data were recorded using a high-density 128-channel Hydrocel Geodesic Sensor Net 

(Electrical Geodesic Inc., EGI, Eugene, OR, USA) referenced to the vertex (Tucker, 1993). The 

EEG signal was amplified with EGI NetAmps 400, digitized at 1000 Hz sampling rate, and 

recorded. No filters were applied during signal recording. Electrodes impedances were kept below 

50 kΩ during the whole experimental procedure. 

EEG data were analyzed using MATLAB® R2016a version (The Mathworks Inc., 2016) 

house-made scripts, EEGLAB (Delorme & Makeig, 2004) and FieldTrip toolboxes (Oostenveld et 

al., 2011). A band-pass filter (1–100Hz) and a notch filter (50 Hz) were applied in order to limit the 

signal of interest and remove the power line noise. Data were subsequently segmented into epochs 

(i.e., trials) of 2000 ms length, starting from the presentation of the fixation cross and ending 500 

ms after the presentation of the response screen. Each trial was baseline-corrected by removing the 

values averaged over a period of 1000 ms (from 1000 to 0 ms before stimulus), during which 

participants were looking at the fixation cross. After visual inspection, trials affected by prominent 

artifacts (i.e., major muscle movement and electric artifacts) were removed, and bad channels were 

deleted. On average, 90 trials per participant were included in the analysis. The signal was 

referenced to the common average of all electrodes (Dien, 1998), and Independent Component 

Analysis (ICA) was applied to remove remaining artifacts related to muscular and ocular activity. 

After removing the remaining artifacts using ICA, noisy channels were spatially interpolated. 
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Fig. 4.1: Plots of ERP activity calculated over 11 right occipito-temporal electrodes, averaged over 23 participants, separated 

for three category of stimuli (Faces, Bodies, Houses). In each plot, the black line represents upright stimuli, while the cyan 

line represents inverted stimuli. This picture clearly shows larger and delayed N170 components (negative deflections around 

170 ms post-stimulus onset) for inverted faces and bodies, but not houses. 

 

In order to obtain ERPs, all trials of each condition were averaged for each participant (Fig. 

4.1). N170 component amplitude was computed by averaging the activity in the range 140-200 ms. 

The exact timewindow was defined by visual inspection of the butterfly plots of each condition. 
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Fig. 4.2: The time-frequency representations (TFRs) of mixed, evoked (phase-locked) and induced (non phase-locked) activity, 

calculated over 11 right occipito-temporal electrodes (Region Of Interest determined by literature on the Face Inversion 

Effect), averaged over 23 participants. The activity elicited by upright faces is shown. The picture shows how induced activity 

is determined by computing the TFR of evoked activity (on ERPs averaged across trials) and subtracting it from mixed 

activity, at single-trial level. 

 

Time-frequency representations (TFRs) of oscillatory power changes were computed, 

separately for each of the 6 stimulus categories (faces upright and inverted, bodies upright and 

inverted, houses upright and inverted). Time-frequency power spectra were estimated using Morlet 

wavelet analysis based on 3.5 cycles at the lowest frequency (5 Hz) increasing to 18 cycles at the 

highest considered frequency (60 Hz) (time steps: 10 ms, frequency steps: 1 Hz) (Oostenveld et al., 

2011). We divided neuronal response components into evoked (i.e., phase-locked) vs. induced (i.e., 

non-phase-locked) by stimuli (Fig. 4.2) (Cohen et al., 2013; David, Kilner, & Friston, 2006; Donner 

& Siegel, 2011; Herrmann, Rach, Vosskuhl, & Strüber, 2014). The TFR of the induced response 

was then isolated by subtracting the individual time-domain average from each trial before 

calculating the TFRs of the single trials (Cohen et al., 2013; Premoli et al., 2017). This approach 

was adopted since we performed single-trial normalization by z-transforming the TFR of each trial 

for each frequency. The z-transformation was performed on the respective mean and standard 

deviation derived from the full trial length. Following the z-transformation, an absolute baseline 

correction for each trial was performed by subtracting the average of the -400 to -100 ms period for 

each frequency to ensure z-values represent a change from the baseline (Premoli et al., 2017). The 
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baseline correction timewindow (-400 to -100 ms) was chosen in order to avoid evoked time-

frequency activity that could be found some ms before the stimulus onset in low frequencies. 

Subsequently, TFRs were averaged across trials per experimental condition. After performing this 

procedure, the result consisted of an event related spectral perturbation (ERSP) measure that is 

robustly normalized based on the single trial level (Grandchamp & Delorme, 2011). In the end, 

TFRs were cropped to the time of interest (-500 to 500 ms), removing time-frequency bins at the 

trial edges for which no values could be computed. Values were averaged across frequency bins to 

calculate the power within the two frequency bands: theta (5-7 Hz) and gamma (28-45 Hz), which 

are considered to be the most representative frequency ranges in the study of social visual stimuli 

(Güntekin & Başar, 2014).  

The gamma range limits were chosen since phase-locked and time-locked gamma oscillations 

following visual stimulations are detectable in the 28-45 Hz range in different timewindows (Basar, 

2012). In particular, the focus of our work was on induced activity and to this end we used the TFR, 

since it is the only technique allowing to study it. 

 

2.5. Statistical analyses 

In order to compare the sensor-level EEG data among different stimulus conditions, non-

parametric cluster-based permutation analyses (Monte-Carlo method based on paired t-statistics) 

(Maris & Oostenveld, 2007) were performed. This method was shown to be extremely accurate in 

solving the multiple comparisons problem in M/EEG data, thus avoiding false positive and false 

negative results, also in comparison with other broadly used approaches (i.e., bootstrap-based and 

Bayesian approaches) (Maris, 2012). Considering data separated for frequency range and 

timewindow, t-values exceeding an a priori threshold of p < .05 were clustered based on 

neighbouring electrodes. Cluster-level statistics were calculated by taking the sum of the t-values 
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within every cluster. The comparisons were done with respect to the maximum values of summed t-

values. By means of a permutation test (i.e., randomizing data across conditions and re-running the 

statistical test 1500 times), we obtained a reference distribution of the maximum of summed cluster 

t-values to evaluate the statistic of the actual data. Clusters in the dataset were considered to be 

significant at an alpha level of .05 if < 5% of the permutations (N = 1500) used to construct the 

reference distribution yielded a maximum cluster-level statistic larger than the cluster-level value 

observed in the original data. 

In order to test whether our data replicated previous findings, three paired-samples t-tests 

were performed separately on ERPs, computed by averaging trials for each participant in each 

condition. These comparisons investigated the inversion effect in different categories (faces upright 

vs. inverted, bodies upright vs. inverted, houses upright vs. inverted) on the N170 component. 

Successively, the ERPs differences between upright and inverted stimuli were computed for the 

three categories (faces, bodies and houses) by subtracting averaged μV values in the inverted 

condition from those in the upright condition, for each timepoint. These differences were, then, 

compared by performing three paired-samples t-tests in order to test any interaction effects (face 

inversion vs. body inversion, face inversion vs. house inversion, body inversion vs. house 

inversion). 
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Fig. 4.3: Plots of induced time-frequency activity calculated over 11 right occipito-temporal electrodes, averaged over 23 

participants, separated for each category of stimuli. This picture allows to observe differences in patterns of activity for every 

category, in particular over theta (5-7 Hz) and gamma (28-45 Hz). 

 

Then, three paired-samples t-tests were performed separately on induced data, in order to 

investigate the inversion effect in different category comparisons (faces upright vs. inverted, bodies 

upright vs. inverted, houses upright vs. inverted). For these tests, the activity in different frequency 

ranges was separated, as described above. One timewindow of interest (TOI) was defined by both 

referring to existing literature on the topic and visual inspection of occipital singleplots of activity 

(Fig. 4.3): the time of interest was set at 250-500 ms for induced activity. This TOI was chosen 

because induced activity (especially in gamma range) typically starts around 280 ms after the 

presentation of the stimulus, and is clearly disentangled from evoked activity at this latency (Tallon-

Baudry & Bertrand, 1999), while 500 ms was chosen as the limit of the TOI because it is the time 

when the response screen was presented, so we expect a different, motor-related activity, after this 

timewindow. In the timewindow z-transformed values were averaged across time bins for each 

frequency.  
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3. Results 

3.1. ERP analysis 

 

Fig. 4.4: Summary of results related to ERPs. All topographies were obtained by calculating the average voltage over the 

timewindow of interest for N170 components (i.e., 140-200 ms after stimulus onset). 

(A) The topographies show the activity evoked by upright and inverted faces (first row), bodies (second row) and houses 

(third row). The third column of topographies shows clusters where statistically significant differences between upright and 

inverted stimuli were found, by means of non-parametric cluster-based permutation tests. Inverted faces and bodies showed 

larger N170 (occipitotemporal areas) and VPP (Vertex Positive Potential, frontal areas) than upright ones. 

(B) The topographies show the results of the comparisons between Inversion Effects (interaction effects): the first and the 

second pictures show that Face Inversion and Body Inversion lead to a significantly different change of activity over the 

previously reported areas, when compared to house inversion. The third picture shows that Face and Body Inversion did not 

differ in a statistically significant way. 

 



Chapter 4: Theta- and Gamma- band activity discriminates face, body and object perception 

________________________________________________________________________________ 

138 

 

Inverted faces showed significantly larger N170 component than upright faces over a large 

bilateral occipitotemporal cluster of 34 electrodes (p = .001) and a frontal cluster of 48 electrodes (p 

= .001). Similarly, inverted bodies showed significantly larger N170 component than upright bodies, 

over a right occipitotemporal cluster (22 electrodes) (p = .008) and a left frontal cluster (23 

electrodes) (p = .008). No statistically significant differences were found between upright and 

inverted houses (Fig. 4.4a). 

Results also revealed a significant interaction between face inversion and house inversion, 

over a bilateral occipitotemporal cluster (29 electrodes) (p = .008) and a frontal cluster (44 

electrodes) (p = .003), suggesting that face inversion generates an increase in N170 amplitude 

which is significantly higher than the increase generated by house inversion. Moreover, a 

significant interaction between body inversion and house inversion was found over a right 

occipitotemporal cluster (19 electrodes) (p = .025) and a left frontal cluster (20) (p = .017), 

suggesting that the increase in N170 amplitude generated by body inversion is significantly higher 

than the increase generated by house inversion. Face inversion and body inversion showed no 

statistically significant differences (Fig. 4.4b). 
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3.2. Induced activity 

 

Fig. 4.5: Summary of results related to induced activity. All topographies were obtained by calculating the average 

power over the timewindow of interest for induced activity (i.e., 250-500 ms after stimulus onset). 

(A) The topographies show the activity induced by upright and inverted faces (first row) and bodies (second row) in 

theta band (5-7 Hz). The third column of topographies shows clusters where statistically significant differences between 

upright and inverted stimuli were found, by means of non-parametric cluster-based permutation tests. Increased theta 

synchronization is highlighted for inverted faces (vs. upright faces) over a right fronto-parietal and a left parietal cluster, 

whereas upright bodies (vs. inverted bodies) showed to induce a significantly stronger theta synchronization over a left-

lateralized occipito-temporal cluster and a right prefrontal cluster. 

(B) The topographies representing gamma-band (28-45 Hz) activity induced by upright and inverted faces are shown. 

The statistical comparison highlighted a stronger gamma synchronization for upright faces (vs. inverted faces) over a right 

occipito-temporal cluster. 
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In the 250-500 ms timewindow a psychophysiological FIE showed that inverted faces, as 

compared to upright faces, showed stronger theta synchronization in a right fronto-parietal cluster 

(14 electrodes) (p = .004) and in a left parietal cluster (10 electrodes) (p = .023) (Fig. 4.5a). 

Participants also showed a stronger theta synchronization induced by upright bodies (as compared 

to inverted bodies) in a left-lateralized occipito-temporal cluster (19 electrodes) (p = .006) and in a 

right prefrontal cluster (12 electrodes) (p = .019). 

The analysis of gamma-band activity showed stronger synchronization for upright faces as 

compared to inverted faces (p = .002) over a right-lateralized occipito-temporal cluster of electrodes 

(21 electrodes) (Fig. 4.5b). 

No other inversion effects were statistically significant.  
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4. Discussion 

 

At the behavioural level, face and body inversion effects have a similar magnitude (Reed et al., 

2003) and are supposedly mediated by a disruption of the configural processing (Bonemei et al., 

2017). The psychophysiological marker of configural processing, the N170 (Rossion & Gauthier, 

2002), also showed similarities between the two categories of visual stimuli (Stekelenburg & De 

Gelder, 2004; Watanabe et al., 2003). Our results, replicating previous evidence, showed the 

presence of the FIE and BIE on the N170 component, thus suggesting a common disruption of 

configural processing in face and body processing. The N170 effect was found over a spread 

bilateral occipito-temporal region for faces, whereas it was more lateralized on the right hemisphere 

for bodies. Also this finding replicates previous literature (Gliga & Dehaene-Lambertz, 2005). 

Our investigation of induced neural oscillations, however, revealed clear differences in the 

psychophysiological correlates of the FIE and BIE. Specifically, face inversion induced a 

synchronization in theta band over bilateral fronto-parietal areas and a desynchronization in gamma 

band over occipito-temporal areas (developing to the right side), whereas body inversion induced a 

desynchronization in theta band over left occipito-temporal and right prefrontal areas. Therefore, it 

is important to try to differentiate between the theta synchronization found for inverted faces and 

theta synchronization found for upright bodies: it is fundamental to remember that cerebral activity 

in the same frequency band may have completely different functions in different cortical (and sub-

cortical) areas and in different timewindows (Başar, 1999). 

It is possible that the theta band synchronization associated with the FIE reflected an increase 

in attentional resources towards inverted faces, needed to rapidly recognize their orientation. Theta 

band activity, as a matter of fact, has been related to attentional, cognitive and memory performance 
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in different tasks (Başar, 1999; Klimesch, 1999), and it has been associated specifically to feature-

based attentional functions (Harris, Dux, Jones, & Mattingley, 2017). Feature-based attention is 

involved in inverted face processing, since the typical holistic processing used for faces is disrupted 

with the inversion (Maurer et al., 2002). Besides, the cortical areas in which the difference in theta 

band was found could reflect activity in areas involved in the dorsal frontoparietal attentional 

network (Corbetta, Kincade, & Shulman, 2002; Lückmann, Jacobs, & Sack, 2014; Ptak, 2012; Ptak 

et al., 2017). 

Even though it is known that upright faces automatically capture attention through a stimulus-

driven bottom-up mechanism (Sato & Kawahara, 2015), this is not the case for inverted faces 

(Ariga & Arihara, 2017; Langton, Law, Burton, & Schweinberger, 2008; Sato & Kawahara, 2015; 

Tomonaga & Imura, 2009). Therefore, inverted faces are processed more in a feature-based fashion 

rather than holistically. Hence, it is likely that an explicit attentional (top-down) effort is required in 

order to process the facial features that cannot be bound in a configuration, since holistic processing 

is disrupted by inversion. This attentional resources deployment might be what triggers the 

increased theta activation in the frontoparietal network. 

This interpretation is coherent with the stronger gamma synchronization induced by upright 

faces in the right occipital area, which is in line with previous findings (Anaki et al., 2007; 

Rodriguez et al., 1999), since holistic processing is disrupted for inverted faces and their features 

cannot be bound and matched to a stereotypical configuration. Specifically, as in the present study, 

while upright faces can be directly processed in an holistic way (gamma-band activity), thus easily 

recognized, inverted faces need more feature-based attentional resources (theta synchronization) to 

be recognized as faces, since part-based processing requires higher resources. These results could 

also be related to theta-gamma coupling (Sato et al., 2014, 2017): simultaneous theta 

desynchronization and gamma synchronization could reflect the rapid communication between 

cortical and subcortical brain regions. This is in line with the interpretation related to the 
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deployment of attentional resources, since the amygdala, along with other subcortical structures can 

direct attention on the basis of the evaluation/appraisal of the stimulus (Nummenmaa & Calder, 

2009). The replication of previous findings in gamma band demonstrates the reliability of the 

experimental paradigm and of the task we used, thus granting stronger reliability to our novel 

results found in theta band. 

In contrast, body inversion induced greater theta synchronization over left occipito-temporal 

and right prefrontal areas for upright bodies only, whereas no differences were found in the gamma 

band. These results may suggest that, while the differences that emerged during face processing 

might be more related to the holistic processing of the stimulus, so as inverted faces require a 

stronger cognitive effort to be recognized, body processing appears to be more related to lower-

level configural processing (i.e., first-order spatial information and structural hierarchy; Reed, Stone, 

Grubb, & McGoldrick, 2006) and feature-based processing already in upright bodies. Both upright 

and inverted bodies need the deployment of attentional resources in order to be processed, since 

feature-based processing seems to be more involved in the structural encoding of this category of 

stimuli. This might be the reason why the BIE does not induce any differences in theta band over 

the frontoparietal attentional network. This interpretation is supported by findings showing that 

holistic processing – investigated with a different method (the composite illusion) – may not be 

involved in the perception of human body shapes (Soria Bauser, Suchan, & Daum, 2011; Soria 

Bauser, Schriewer, & Suchan, 2015; Soria Bauser & Suchan, 2013). As a matter of fact, it has never 

been demonstrated that holistic processing and second-order spatial information are part of 

configural body processing (Minnebusch & Daum, 2009), whereas first-order spatial information 

and structural information were proven to be strongly involved in it (Reed et al., 2006). 

This interpretation is also supported by the fact that, for body processing, we found an activity 

that is very similar to the activity classically associated with the activation of limbic structures. As 

stated earlier, theta-band activity is the spontaneous rhythm of different limbic structures (Başar, 
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1999), and occipital areas show theta synchronization during processing of emotionally salient 

stimuli and facial expressions because these oscillations are most probably coupled with 

hippocampal theta generators (cortico-hippocampal interactions) (Miller, 1991). The involvement 

of limbic structures is plausible also if we consider that occipito-temporal synchronized theta 

oscillations were reported during the processing of emotionally arousing visual stimuli, at latencies 

similar to our timewindow of interest for induced activity (200-500 ms post-stimulus) (Aftanas, 

Varlamov, Pavlov, Makhnev, & Reva, 2001; Aftanas, Varlamov, Pavlov, Makhnev, & Reva, 2002; 

Başar, Güntekin, & Öniz, 2006; Güntekin & Başar, 2009, 2014).  

Although the bodies showed in this study were not conveying any specific emotion, 

processing of emotional information in bodies seems to take place at the level of structural 

encoding: indeed, in our study the greater theta synchronization emerged over two areas that were 

also involved in de Gelder et al.’s (2015) network associated with the visuomotor perception of 

emotional body language (lateral occipital cortex and premotor cortex). This processing is disrupted 

when bodies are inverted, as indicated by a desynchronization of theta activity. The absence of 

differences in gamma activity further supports this interpretation, showing that body processing is 

not mediated by a holistic process of feature binding, but relies much more on different levels of 

configural processing. Thus, body processing seems to share the same limbic-cortical neural bases 

of emotional stimuli processing. This processing path may be related to the same subcortical path 

(involving the amygdala) found for early perceptual processing of emotionally salient stimuli 

(Adolphs, 2002a, 2002b) and involved in reflex-like processing of emotional body language 

hypothesized by de Gelder et al.’s (2006, 2015) model. The involvement of this subcortical path in 

body processing was already demonstrated in patients with cortical blindness or neglect (Tamietto 

et al., 2015; Van den Stock, Tamietto, Hervais-Adelman, Pegna, & de Gelder, 2015). In these 

patients, stronger connections between subcortical regions and extrastriate visual areas led to the 

recognition of bodies above chance level, despite the incapability to see consciously these stimuli. 
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Further investigation with specific neuroimaging techniques is needed to corroborate this 

interpretation. 

Besides, the occipito-temporal synchronization shows a clear lateralization to the left 

hemisphere. Until now, literature reported right lateralization for ERPs involved in body processing 

(Gliga & Dehaene-Lambertz, 2005; de Gelder et al., 2015 for a review), similarly to what we found 

for the N170. On the other hand, no previous studies have investigated oscillations in body 

processing. Considering that induced activity completely excludes evoked (time-locked) oscillations 

(i.e., activity related to ERPs), the left occipito-temporal induced synchronization represents a novel 

finding: while the early stages of body processing are mostly lateralized in the right hemisphere, a 

later (over 250 ms post-stimulus) stage of processing seems to be lateralized in the left one and is 

exhibited by induced oscillations. This result could imply an involvement of bilateral occipito-

temporal cortices in different stages of body processing, showing an important difference with 

mostly right-lateralized faces processing. This new result needs to be corroborated in future 

research. 

Upright and inverted houses did not show statistically significant differences in any of the 

considered frequency bands, confirming that this class of stimuli is less (or not at all) subject to 

inversion effect. 

The main limitation of the study is its explorative nature. Important and novel results were 

found, that could shed some new light on commonalities and differences between face and body 

processing. Though, these results need further confirmatory research in replications, both by using 

analogous techniques to study oscillatory activity and by means of other neuroimaging techniques, 

aimed in particular to explore the relationship between subcortical (limbic) and cortical processes. 

In conclusion, we found new evidence showing that the psychophysiological mechanisms 

mediating Face and Body Inversion Effects present important differences, in line with some 
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behavioural and psychophysiological findings (Soria Bauser, Suchan, & Daum, 2011; Soria Bauser, 

Schriewer, & Suchan, 2015; Soria Bauser & Suchan, 2013). As well as replicating some previous 

findings, our face processing results showed to be subjected to feature-binding processes 

(represented by occipital gamma activity). We showed that inversion can disrupt these processes 

and seems to require more attentional resources (theta fronto-parietal activity). On the contrary, the 

BIE appears to be less related to holistic processing and more to lower levels of configural 

processing. It also appears to be linked with the neural activity indicative of limbic processes (as 

shown by left occipito-temporal theta activity). 
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1. Introduction
4
 

In this study we investigated how emotional expressions can interact with structural encoding 

of social stimuli. This was done by studying the ERP correlates of face and body inversion effects, 

using stimuli that conveyed neutral vs. emotional expressions. 

With regards to theoretical models of face processing discussed in Chapter 1, Bruce & 

Young’s (1986) model postulated that facial expression analysis occurred after structural encoding 

of the facial representation, by means of a bottom-up process. Haxby, Hoffman, & Gobbini (2000) 

theorised a model in which the early perception of facial features (in inferior occipital areas) occurs 

before the processing of emotional expressions (together with other changeable aspects of faces in 

STS), by means of both feed-forward (bottom-up) and feed-back (top-down) connections. The first 

model would, thus, suggest that structural encoding is completely independent of emotional 

expression, while the second seems to imply that, albeit occurring after the encoding of facial 

features, emotional expression processing can be influenced later by top-down information. 

Neurocognitive models describing recognition of emotional expressions (Adolphs, 2002a, 

2002b) suggest that a fast perceptual processing of highly salient (and potentially dangerous) 

stimuli occurs very early (around 100-120 ms after stimulus onset) and takes advantage of 

connections between the superior colliculus and the amygdala, and thalamo-cortical connections. 

The detailed perception and encoding of the stimulus represents a later stage (around 170 ms after 

onset) and involves connections between the inferior occipital cortex and STS, the fusiform gyrus, 

amygdala and orbitofrontal cortex. In the third late stage (over 300 ms after onset), the conceptual 

knowledge of the emotion expressed by the facial stimulus is achieved via re-entrant feed-back 

connections from the amygdala and the orbitofrontal cortex to all levels of the visual processing 

                                                 
4
 The study presented in this Chapter was carried out at the University of East London, in collaboration with Prof. 

Davide Rivolta. 
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stream and somatosensory cortex, thus modulating visual cortices as a function of the emotional 

content of the stimuli (Amaral, Price, Pitkanen, & Carmichael, 1992). Similarly, de Gelder's (2006) 

model posits the presence of a rapid non-conscious automated system for reflex-like emotion 

recognition (including mainly subcortical structures) and a cortical system for detailed visuo-motor 

perception of emotional body language, in combination with past experience and memory. The 

connection between these two systems is represented by the amygdala. 

By only considering theoretical models, we cannot conclude whether processing of emotional 

expression and structural encoding are completely independent (Bruce & Young, 1986), interact at 

a late stage (Haxby et al., 2000), or have reciprocal influences since early stages of perception 

(Adolphs, 2002a, 2002b; de Gelder, 2006). 

Several experimental studies investigated the influence of emotional expression on structural 

encoding by testing whether neutral or emotional expression modulated N170, the ERP component 

related to structural encoding and holistic processing of faces (Rossion & Gauthier, 2002a). The 

first results appeared to be in favour of dual theories (i.e. claiming that structural encoding and 

facial expression processing are parallel and independent processes). Eimer & Holmes (2002) found 

that fearful faces, compared to neutral ones, increased frontal positivity with a remarkably early 

onset: starting from 120 ms post-stimulus, it affected N1 (smaller amplitude) and vertex positive 

potential (VPP, analogous to N170 in latency, peaking over frontocentral areas) (larger amplitude) 

components, followed by increased late frontocentral positivity (starting at 250 ms post-stimulus). 

These results were linked to an initial rapid detection of facial expression in prefrontal areas 

involved in the detection of emotionally significant stimuli, followed by subsequent higher level 

stages of emotional face processing, such as the conscious evaluation of emotional content. No 

influence of emotional expression on the N170 component was found, proving no influence of 

emotional expression on structural encoding. In a follow-up study, Eimer, Holmes, & McGlone 

(2003) found the same effect for all the six basic emotional expressions (Ekman & Friesen, 1976), 
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showing that these results do not reflect emotion-specific processes, which may occur in separate 

neural areas at later latencies (Eimer & Holmes, 2007). Sato and colleagues (2001) showed that 

emotional expression (happy and fearful) in faces elicited larger N270 component over posterior 

temporal areas, ascribed to the control by amygdala re-entrant projections. Also Krolak-Salmon et 

al. (2001) and Leppänen, Kauppinen, Peltola, & Hietanen (2007) found the influence of emotional 

expressions on occipito-temporal components later than N170: between 250 and 550 ms post 

stimulus for all expressions (Krolak-Salmon et al., 2001) and 190–290 ms post-stimulus (P2 

component) only for fearful expression and not for happy (Leppänen et al., 2007). All these findings 

seem to exclude an influence of emotional expression on structural encoding, whereas they 

identified later psychophysiological correlates of conscious evaluation of emotional content 

(represented by the latest stage in Adolphs’ model). 

Vice versa, the findings from several other studies supported integrated theories, arguing for 

integrated rather than segregated mechanisms in the processing of identity and emotional 

expressions. Batty & Taylor (2003) first found global effects of emotion on P1 occipito-temporal 

component (around 100 ms post-stimulus), while latency and amplitude differences among 

emotional expressions were seen on N170 component. Positive emotions evoked N170 significantly 

earlier than negative emotions and the amplitude of N170 evoked by fearful faces was larger than 

neutral or surprised faces. Ashley, Vuilleumier, & Swick (2004) found effects of emotional 

expression on N170, not selective for any specific emotions, and specific effects in later occipital 

and frontocentral components. Further studies reported larger amplitude for various emotional 

expression on both P1 and N170 (Rigato et al., 2009; Valdés-Conroy, Aguado, Fernández-Cahill, 

Romero-Ferreiro, & Diéguez-Risco, 2014) or N170 only (Leppänen, Moulson, Vogel-Farley, & 

Nelson, 2007 (only fear, not happiness); Wronka & Walentowska, 2011). These findings are 

consistent with an early automatic encoding of facial expressions during the structural encoding 

stage or at even earlier stages (Batty & Taylor, 2003; Rigato et al., 2009).  
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In order to understand the consistency among these findings, a meta-analysis that included 57 

studies was recently performed to investigate the N170 sensitivity to facial expressions (Hinojosa, 

Mercado, & Carretié, 2015). Results showed a mean effect size of -0.332, significantly different 

from zero and, thus, clearly supporting an effect of larger N170 for emotional than neutral faces. 

This result finally supports integrated theories, showing an influence of emotional expression on 

structural encoding of faces. Furthermore, this N170 sensitivity is heterogeneous, with angry, 

fearful and happy faces eliciting the largest N170 amplitudes. Considering this overall finding, 

integrated models of perception of emotional expressions ( Adolphs, 2002a, 2002b) seem to be 

reliable for facial expressions. 

Little is known, however, on body emotion expressions. Stekelenburg & de Gelder (2004) 

studied ERP correlates of fearful expressions in faces and bodies. As predicted by models discussed 

above, results show larger occipitotemporal N170 and P2 components for fearful faces, together 

with larger frontocentral N2. For bodies, however, N170 was not influenced by emotional 

expression, while larger frontal VPP and a sustained fronto-central negativity (around 300-500 ms 

post stimulus) were found for fearful bodies (compared to neutral ones). In a following study, van 

Heijnsbergen, Meeren, Grèzes, & de Gelder (2007) found that fearful bodies showed earlier latency 

of occipito-temporal P1 and frontocentral VPP, while the N170 component was unaffected by the 

emotional expression. Meeren, Hadjikhani, Ahlfors, Hämäläinen, & de Gelder (2016) found (in an 

MEG study) increased amplitude in a positive parietal component for fearful (compared to neutral) 

bodies as early as 80 ms after stimulus onset. These findings seem to suggest that decoding of 

bodily expression occurs in the early stages of visual processing and does not influence the 

structural encoding of these stimuli (as pointed out by the absence of N170 modifications). This 

hypothesis could be in line with the differences in configural processing between faces and bodies, 

discussed in Chapter 3. However, few studies are available to assess the effect of emotional 

expression on structural encoding of bodies. 
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Since inversion was also shown to affect structural encoding of both faces and bodies (at all 

levels for faces, only at first-order spatial information and structural hierarchy levels for bodies) 

(see Chapter 3), in the current study the effects of different emotional expressions were investigated 

in combination with FIE and BIE. Studies investigating the interaction between inversion effect and 

emotional expressions in bodies (Stekelenburg & de Gelder, 2004; Meeren et al., 2016) and faces 

(Ashley et al., 2004; Eimer & Holmes, 2007; Righart & De Gelder, 2006) did not lead to clear and 

unambiguous results. According to the literature, inversion disrupts structural encoding of these 

stimuli, while emotional expressions enhance it (at least in faces). Studying the interaction between 

these two manipulations could bring important insights and answer some questions, such as: can 

emotional expressions influence the structural encoding of inverted stimuli (in which configural 

processing is disrupted)? In which way enhancement due to expression and disruption due to 

inversion may interact? What are the cognitive mechanisms involved in these processes and their 

neural bases? The aim of the present study was to answer these questions. 

Another critical variable to consider is the task performed by participants. Several studies 

investigated the influence of the task on emotional expressions processing (Krolak-Salmon, Fischer, 

Vighetto, & Mauguiere, 2001; Valdés-Conroy, Aguado, Fernández-Cahill, Romero-Ferreiro, & 

Diéguez-Risco, 2014; Wronka & Walentowska, 2011; Hinojosa et al, 2015 for a review) (see also 

Chapter 1 Section 4). These authors manipulated explicit vs. implicit processing of emotional 

information by asking participants to identify emotion vs. gender in the faces they were shown. 

They found important differences, since the influence of emotional expression on different 

components (N170 or later components) disappeared or was reduced when participants were asked 

to identify the gender. These results show the importance of an explicit vs. implicit processing of 

the emotional expression in an experimental paradigm studying it (see also Ricciardelli, Lugli, 

Pellicano, Iani, & Nicoletti, 2016). Therefore, in the current study, we decided to ask participants to 

identify emotional expressions over two blocks and gender over the remaining two.  
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Some hypotheses were examined in this study, considering the literature. We expected (i) 

behavioural (lower accuracy) and electrophysiological (larger N170 component) inversion effects 

for both faces and bodies, but not for objects; (ii) enhancement of N170 (and probably other 

components as P1 and P2) due to emotional expressions in faces; (iii) a possible dissociation of the 

effects of emotional expressions in different components between faces and bodies, since they are 

processed through partially dissociable configural mechanisms; (iv) an interaction of the effects of 

emotional expression and inversion, since both were proven to influence the structural encoding of 

social stimuli; (v) larger effects of emotional expressions during the task related to emotion than 

during the task related to gender. 

The current study was composed of two experiments: Experiment 1 was aimed to investigate 

the influence of emotional expressions and inversion on different ERP components elicited by faces 

and bodies. Experiment 2 addressed only hypothesis (i), by investigating psychophysiological FIE 

and BIE in comparison to the presentation of houses. Data collected in Experiment 2 were also 

analysed in the time-frequency domain in the study presented in the previous Chapter. 
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2. Methods 

2.1. Participants 

Twenty-four healthy participants (11 M; mean age: 28.2 ± 5.8 years) were recruited for the 

experiment among university students and their acquaintances. One participant was excluded from 

the analyses due to technical problems related to data quality. All participants gave written 

informed consent before enrolment in this study and were screened for contraindications to EEG: 

exclusion criteria included the presence of a history of any neurological or psychiatric disease, use 

of active drugs, abuse of any drugs (including nicotine and alcohol), as well as any skin condition 

that could have been worsened by the use of the EEG cap. The study was approved by the local 

Ethics Committee of the University of East London (UEL) and was conducted in accordance with 

the ethical standards laid down in the 1964 Declaration of Helsinki. All participants had normal or 

corrected-to-normal vision and were right-handed. 

 

2.2. Stimuli 

In Experiment 1, 128 pictures were presented twice (once per experimental block, see 

Procedure) to each participant (one per trial). 64 pictures of faces were extracted from the Radboud 

Faces Database (RaFD), (Langner et al., 2010) and 64 pictures of bodies were extracted from the 

Bodily Expressive Action Stimulus Test (BEAST) (Beatrice de Gelder & Van den Stock, 2011). 

Half pictures of faces and bodies conveyed neutral expression, half conveyed four different 

emotional expressions: happiness, sadness, anger and fear (8 stimuli each). The pictures depicted 32 

different actors for faces and 32 for bodies (balanced for gender). Half of the pictures were 

presented upright and the other half inverted. 
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Stimuli used in Experiment 2 were already described in the previous Chapter. 

All pictures were converted into black and white and cropped to a blank background using 

Adobe Photoshop CS5 software (Adobe Systems Inc., 2011) and had a dimension of 7 x 10.5 cm, 

which subtend a visual angle of 4° x 6° on a 22-inch LCD monitor positioned 100 cm away from 

participants. In order to match all stimuli’s low-level visual features, mean luminance was 

manipulated using MATLAB® R2016a (The Mathworks Inc., 2016) and the SHINE toolbox 

(Willenbockel et al., 2010). 

 

2.3. Procedure 

After signing informed consent, participants wore the EEG cap (see next section for details) 

and were conducted and sat in a dimly illuminated electrically-shielded room. There the cap was 

connected to the EEG amplifier and participants began the experiments. Both Experiments 1 and 2 

were run using E-Prime® 2.0 software (Psychological Software Tools Inc., 2007). 

In Experiment 1, participants were presented with 256 stimuli divided in 4 blocks of 64 

stimuli that were randomly presented, using a permutated blocks order for each participant: faces 

and bodies were alternatively presented on even (2 and 4) or odd (1 and 3) blocks. Before each 

block, 5 trials were presented as training and a feedback on participants’ response was given. Each 

trial consisted of a fixation cross shown for one second, the stimulus was displayed for 500 ms, 

followed by a response screen (max duration: 5 s), during which the participant could respond. 

Participants’ task was to detect if the stimulus was male or female in the first (or last) two blocks, or 

if it was emotional or neutral in the last (or first) two blocks, by pressing one out of two buttons on 

an EGI® Chronos response box. After the response (or after 5 s of response screen) a grey screen 

was presented for one second, before beginning the next trial. Only in the emotions task, after 

responding “emotional”, the participant was asked to choose one out of four emotions (happiness, 
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sadness, anger, fear) that best represented the stimulus she/he had seen, by pressing one out of four 

buttons on the response box. The screen asking the exact emotion had no time limit and was 

terminated by participant’s response. 

The procedure of Experiment 2 was already presented in the previous Chapter. 

 

2.4. EEG data recording and analysis 

EEG data were recorded using a high-density 128-channel Hydrocel Geodesic Sensor Net 

(Electrical Geodesic Inc., EGI, Eugene, OR, USA) referenced to the vertex (Tucker, 1993). The 

EEG signal was amplified with EGI NetAmps 400, digitized at 1000 Hz sampling rate, and 

recorded. No filters were applied during signal recording. Electrodes impedances were kept below 

50 kΩ during the whole experimental procedure. 

EEG data were analyzed using MATLAB® R2016a version (The Mathworks Inc., 2016) 

house-made scripts, EEGLAB (Delorme & Makeig, 2004) and FieldTrip toolboxes (Oostenveld et 

al., 2011). A band-pass filter (0.5–100Hz) and a notch filter (50 Hz) were applied in order to limit 

the signal of interest and remove the power line noise. Data were subsequently segmented into 

epochs (i.e., trials) of 2000 ms length, starting from the presentation of the fixation cross and ending 

500 ms after the presentation of the response screen. Each trial was baseline-corrected by removing 

the values averaged over a period of 1000 ms (from 1000 to 0 ms before stimulus), during which 

participants were looking at the fixation cross. After visual inspection, trials affected by prominent 

artifacts (i.e. major muscle movement and electric artifacts) were removed, and bad channels were 

deleted. Also trials in which participants gave wrong responses were removed. On average, 90 trials 

per participant in Experiment 1 and 240 in Experiment 2 were included in the analysis. The signal 

was referenced to the common average of all electrodes (Dien, 1998), and Independent Component 

Analysis (ICA) was applied to remove remaining artifacts related to muscular and ocular activity. 
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After removing the remaining artifacts using ICA, noisy channels were spatially interpolated. 

Before calculating ERPs, data were downsampled to 250 Hz and band-pass filtered in the range 1-

45 Hz. All trials were then divided in categories, considering stimulus category, inversion, task and 

emotion in Experiment 1, and only stimulus category and inversion in Experiment 2. For each 

participant, all trials in each category were averaged in order to obtain ERPs. 

In order to define a timewindow of interest (TOI) for each ERP component, we referred to 

both existing literature and visual inspection of butterfly plots representing activity of all upright 

and inverted conditions (Fig. 5.1). Three different TOIs were thus defined: 80-135 ms after stimulus 

onset for P1, 140-200 ms for N170, and 200-350 ms for P2. 

 

Fig. 5.1: Corresponding event related potentials (ERPs) traces (butterfly plots) for all electrodes as averaged across all trials 

presented upright (first panel) and inverted (second panel) (“0” indicates stimulus onset). Three major components can be 

observed at three TOIs: 80-135 ms after stimulus onset (P1), 140-200 ms (N170), and 200-350 ms (P2). 

 

Considering our a-priori hypotheses, we defined two occipitotemporal regions of interest 

(ROIs) by referring to both literature and visual inspection of all-conditions average multiplot and 

one topographic plot for each TOI (Fig. 5.2). The two ROIs (left and right clusters) included five 



Chapter 5: Inversion and emotional expressions independently affect processing of faces and bodies 

________________________________________________________________________________ 

158 

 

occipitotemporal symmetrical channels each. Electrophysiological peaks amplitude in μV was 

extracted from these channels for the three TOIs in each participant, and then averaged across the 

five channels of each ROI. 

 

Fig. 5.2: Topographic plots representing scalp distributions of neural activity averaged through all experimental conditions. 

Each plot represents the TOI corresponding to one ERP component: P1 (80-135 ms), N170 (140-200 ms) and P2 (200-350 ms). 

The two occipito-temporal ROIs (of 5 electrodes each) are marked by white rectangles. 
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2.5. Statistical analyses 

Statistical analyses were performed using R-Studio software (version 0.99.902, RStudio Inc., 

2016). Plots were created using the open-source package “ggplot2” (Wickham, 2009). Mixed Effect 

Linear Model analyses were run using the open-source packages “lme4” (Bates, Maechler, Bolker, 

& Walker, 2014) and “lmerTest” (Kuznetsova et al., 2015). Post-hoc comparisons were performed 

using the open-source package “lsmeans” (Lenth, 2016). R
2
 computations were performed using the 

open-source package “MuMIn” (Barton, 2016). 

Participants’ accuracy data from Experiment 1 were analysed by using a generalised linear 

mixed-effects model (GLMM) computed on a binomial distribution, allowing thus to analyse 

accuracy at a single-trial level. This model included as independent variables Stimulus (2 levels, 

Faces vs. Bodies), Inversion (2 levels, Upright vs. Inverted), Task (2 levels, if participants were 

asked to identify Emotion vs. Gender) and Emotion (5 levels, Neutral vs. Happy vs. Sad vs. Angry 

vs. Fearful), in a full factorial design. In this GLMM, the significance of each effect was estimated 

performing LRTs with corresponding null models. 

Participants’ accuracy data from Experiment 2 were not analysed since they reached a ceiling 

effect (~ 94%) due to the basic task (identifying orientation). 

The peak amplitude values were then analysed by using linear mixed-effects models (LMM). 

Three LMMs were performed on Experiment 1, one for each component (P1, N170, P2), and one 

was performed for N170 in Experiment 2, since it was carried out in order to have confirmatory 

results on N170. 

Models used to analyse data from Experiment 1 included as independent variables Stimulus 

(2 levels, Faces vs. Bodies), Inversion (2 levels, Upright vs. Inverted), Task (2 levels, Emotion vs. 

Gender), Emotion (5 levels, Neutral vs. Happy vs. Sad vs. Angry vs. Fearful) and Side (Left vs. 
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Right cluster), in a full factorial design. The model used to analyse data from Experiment 2 included 

as independent variables Stimulus (3 levels, Faces vs. Bodies vs. Houses), Inversion (2 levels, 

Upright vs. Inverted) and Side (Left vs. Right cluster), in a full factorial design. The significance of 

each effect was estimated using the Satterthwaite approximation for degrees of freedom in LMMs. 

Since the most appropriate use of these models is under debate (Barr, Levy, Scheepers, & Tily, 

2013; Bates, Kliegl, Vasishth, & Baayen, 2015), it is important to specify the decisional pipeline we 

followed to decide which random effects were to be included in the models. First, only random 

effects that allowed the model to converge were included. We included only random effects that 

presented a correlation |r| < .80 with other random effects in order to avoid overfitting. Whenever 

we needed to choose a random effect, we performed a Likelihood Ratio Test (LRT) with a null 

model and included the random effect only if the LRT resulted as statistically significant. This last 

criterion showed that the proportion of explained variance was significantly higher than in the null 

model. All post-hoc comparisons were performed using Tukey’s honest significant difference. 

 

3. Results 

3.1. Experiment 1 – Accuracy 

Random effects only include random intercept (explained variance = 0.138, st dev = 0.3715). 

The R
2
 calculations of the model were as follows: Marginal R

2
 (considering only the variance 

explained by fixed effects) = 0. 268 and Conditional R
2
 (considering also the variance explained by 

random effects) = 0. 298 (Nakagawa & Schielzeth, 2013). The statistically significant fixed effects 

were as follows: Stimulus: χ
2
 (1) = 6.902, p = .009; Inversion: χ

2
 (1) = 50.137, p < .001; Task: χ

2
 (1) 

= 316.26, p < .001; Emotion: χ
2
 (4) = 10.79, p = .029; Stimulus * Emotion: χ

2
 (4) = 71.93, p < .001; 

Inversion * Task: χ
2
 (1) = 32.992, p < .001; Inversion * Emotion: χ

2
 (4) = 29.94, p < .001; Task * 

Emotion: χ
2
 (4) = 62.042, p < .001; Stimulus * Task * Emotion: χ

2
 (4) = 32.916, p < .001. 
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Main effects: Stimulus effect showed that participants were significantly more accurate when 

processing faces (mean = 0.861) than bodies (mean = 0.837). Inversion effect showed that upright 

(mean = 0.880) were better recognized than inverted (mean = 0.818) stimuli. Task effect showed 

that participants were more accurate in gender recognition (mean = 0.928) than in emotion 

recognition (mean = 0.770). The only statistically significant difference found in Emotion effect 

showed that happy stimuli (mean = 0.872) are recognized more accurately than angry stimuli (mean 

= 0.829, z = -2.566, p = .030). 

 

Fig. 5.3: Plot representing the effects of emotion in upright (red line) and inverted (blue line) stimuli on participants’ 

Accuracy in Experiment 1. In this and following plots dots represent the mean value and error bars represent 95% 

confidence intervals. 

 

Interaction effects: Inversion * Task effect showed that inversion effect is stronger for gender 

(upright mean = 0.971, inverted mean = 0.885, z = 8.752, p < .001) than emotion processing 

(upright mean = 0.790, inverted mean = 0.750, z = 4.282, p < .001), even though both were 

statistically significant. Inversion * Emotion effect (Fig. 5.3) showed that stimuli conveying all 

emotions but happiness presented an inversion effect in accuracy (angry upright mean = 0.890, 
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angry inverted mean = 0.769, z = 5.421, p < .001; fearful upright mean = 0.932, fearful inverted 

mean = 0.815, z = 4.455, p < .001; neutral upright mean = 0.850, neutral inverted mean = 0.831, z = 

4.137, p = .001; sad upright mean = 0.940, sad inverted mean = 0.774, z = 6.747, p < .001; happy 

upright mean = 0.878, happy inverted mean = 0.866, z = 1.898, p = .671). Comparisons based on 

emotions revealed that, in inverted stimuli, happiness was recognised better than anger (z = 4.150, p 

= .001) and sadness (z = 3.881, p = .004); angry stimuli were also recognized less accurately than 

neutral stimuli (z = -3.333, p = .029). In upright stimuli, the only significant difference showed that 

sadness was recognised more accurately than neutral stimuli (z = 3.330, p = .030). 

 

Fig. 5.4: Plot representing the effects of emotional expression in faces (blue line) and bodies (red line) on participants’ 

Accuracy in Experiment 1, divided by the task performed by participants (emotion or gender recognition). 

 

Post-hoc comparisons of interaction effects Stimulus * Emotion and Task * Emotion will not 

be presented, because their 3-way interaction Stimulus * Task * Emotion is presented below (Fig. 

5.4). In the comparisons based on stimuli, only in the emotion recognition task (Fig. 5.4, first panel), 

happiness was recognized with higher accuracy when conveyed by faces (mean = 0.963) than by 
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bodies (mean = 0.614, z = 6.860, p < .001), while sadness presented higher accuracy when 

conveyed by bodies (mean = 0.889) than by faces (mean = 0.717, z = 4.003, p = .010). The 

comparisons based on performed tasks revealed higher accuracy in gender recognition than in 

emotion recognition when processing angry bodies (gender mean = 0.933, emotion mean = 0.707, z 

= 5.867, p < .001), happy bodies (gender mean = 0.953, emotion mean = 0.614, z = 7.044, p < .001), 

neutral bodies (gender mean = 0.943, emotion mean = 0.712, z = 10.870, p < .001) and sad faces 

(gender mean = 0.882, emotion mean = 0.717, z = 5.069, p < .001). The comparisons based on 

emotions revealed that most differences were present in the emotion recognition task: in bodies, 

anger (mean = 0.707) was recognized less accurately than fear (mean = 0.922, z = -4.926, p < .001) 

and sadness (mean = 0.889, z = -4.549, p < .001), fear was also recognized better than happiness 

(mean = 0.614, z = 6.394, p < .001) and neutral stimuli (mean = 0.712, z = 5.416, p < .001), and also 

sad bodies were recognized better than happy (z = 6.168, p < .001) and neutral ones (z = 5.119, p 

< .001); concerning faces, happy faces (mean = 0.963) were recognised with higher accuracy than 

angry (mean = 0.791, z = 4.406, p = .002), neutral (mean = 0.754, z = 5.500, p < .001), and sad 

faces (mean = 0.717, z = 5.279, p < .001). In the gender recognition task, the only significant 

difference based on emotions was found between fearful bodies (mean = 0.832) and neutral bodies 

(mean = 0.957, z = -3.946, p = .012). Comparisons based on emotional expressions are synthesized 

in the following table: 

EXPERIMENT 1 – ACCURACY 

EMOTION identification task GENDER identification task 

FACES BODIES FACES BODIES 

Happy > angry, neutral, 

sad 

Fearful > angry, happy, 

neutral 

None Neutral > fearful 

 Sad > angry, happy, 

neutral 
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3.2. Experiment 1 – P1 component 

Included random effects are listed in Table 1 (in Appendix). The R
2
 calculations of the model 

were as follows: Marginal R
2
 = 0.100 and Conditional R

2
 = 0.709. 

Statistically significant fixed effects were as follows: Stimulus: F (1, 22) = 15.786, p < .001; 

Inversion: F (1, 22.01) = 54.822, p < .001; Emotion: F (4, 1644.30) = 23.438, p < .001; Stimulus * 

Inversion: F (1, 1644.28) = 19.074, p < .001; Stimulus * Side: F (1, 1644.03) = 4.145, p = .042; 

Inversion * Side: F (1, 1644.03) = 7.561, p = .006. 

 

Fig. 5.5: Grand-averaged ERP activity elicited by faces (black line) and bodies (red line) in Experiment 1, averaged through 

the 10 occipito-temporal electrodes considered in the two ROIs. The activity is averaged through inversion, emotion and task 

variables. 

 

Main effects: Stimulus effect (Fig. 5.5) showed that, on average, faces (mean = 3.426) 

presented a larger P1 component than bodies (mean = 2.892). Inversion effect (Fig. 5.6) revealed 

that inverted stimuli (mean = 3.644) exhibited a larger P1 component than upright ones (mean = 

2.675). Post-hoc comparisons in Emotion effect (Fig. 5.7) showed that neutral stimuli (mean = 

2.579) exhibited a smaller P1 component than all other emotional stimuli (angry mean = 3.300, t = -
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7.553, p < .001; fearful mean = 3.290, t = -7.412, p < .001; happy mean = 3.372, t = -8.311, p 

< .001, sad mean = 3.251, t = -7.048, p < .001). 

 

Fig. 5.6: Grand-averaged ERP activity elicited by upright (black line) and inverted (red line) stimuli in Experiment 1, 

averaged through the 10 occipito-temporal electrodes considered in the two ROIs. The activity is averaged through stimulus, 

emotion and task variables. 

 

 

Fig. 5.7: Grand-averaged ERP activity elicited by neutral (black line), happy (cyan line), sad (blue line), angry (red line) and 

fearful (green line) stimuli in Experiment 1, averaged through the 10 occipito-temporal electrodes considered in the two ROIs. 

The activity is averaged through stimulus, inversion and task variables. 
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Interaction effects: Stimulus * Inversion effect showed that inversion effect was stronger for 

faces (upright mean = 2.810, inverted mean = 4.051, t = 8.549, p < .001) than for bodies (upright 

mean = 2.541, inverted mean = 3.243, t = 4.885, p < .001), even though both were statistically 

significant. Stimulus * Side effect revealed that P1 component was significantly larger for faces than 

for bodies on both sides, but this difference is larger over the right cluster (faces mean = 3.792, 

bodies mean = 3.135, t = 4.459, p < .001) than over the left cluster (faces mean = 3.061, bodies 

mean = 2.648, t = 2.787, p = .042). Inversion * Side effect showed that the inversion effect was 

larger over the right cluster (upright mean = 2.897, inverted mean = 4.032, t = 7.874, p < .001) than 

over the left cluster (upright mean = 2.454, inverted mean = 3.257, t = 5.562, p < .001), even though 

both were statistically significant. 

 

3.3. Experiment 1 – N170 component 

Included random effects are listed in Table 2 (in Appendix). The R
2
 calculations of the model 

were as follows: Marginal R
2
 = 0.126 and Conditional R

2
 = 0.835. 

The statistically significant fixed effects were as follows: Stimulus: F (1, 22.01) = 32.731, p 

< .001; Inversion: F (1, 22.89) = 83.442, p < .001; Emotion: F (1, 1644.65) = 20.034, p < .001; 

Side: F (1, 22) = 5.915, p = .024; Stimulus * Inversion: F (1, 1644.62) = 12.260, p < .001; Stimulus 

* Emotion: F (4, 1644.65) = 5.054, p < .001; Inversion * Side: F (1, 1644.23) = 11.791, p < .001; 

Stimulus * Task * Emotion: F (4, 1644.65) = 2.629, p = .033. 

Main effects: Stimulus effect (Fig. 5.5) revealed that N170 component was larger for faces 

(mean = -5.580) than for bodies (mean = -3.849). Inversion effect (Fig. 5.6) showed that N170 

component was larger for inverted stimuli (mean = -5.170) than for upright ones (mean = -4.256). 

Post-hoc comparisons performed on Emotion effect (Fig. 5.7) revealed that neutral stimuli (mean = 

-4.195) elicited a smaller N170 component compared to all emotional stimuli (angry mean = -4.658, 
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t = 4.605, p < .001; fearful mean = -4.946, t = 7.368, p < .001; happy mean = -4.766, t = -5.687, p 

< .001; sad mean = -4.999, t = 7.975, p < .001); furthermore, angry stimuli exhibited a significantly 

smaller N170 when compared to fearful (t = 2.770, p = .045) and sad stimuli (t = 3.385, p = .007). 

Side effect revealed larger N170 components on the right cluster (mean = -5.233) than on the left 

one (mean = -4.191). 

 

Fig. 5.8: Plot representing the effects of emotion in bodies (red line) and faces (blue line) on N170 in Experiment 1. 

 

Interaction effects: Stimulus * Inversion effect revealed that inversion effect is larger for faces 

(upright mean = -5.006, inverted mean = -6.162, t = 9.571, p < .001) than for bodies (upright mean 

= -3.506, inverted mean = -4.192, t = 5.814, p < .001), even though both are statistically significant. 

Post-hoc comparisons performed on Stimulus * Emotion effect (Fig. 5.8) revealed specific patterns: 

sad bodies (mean = -4.396) showed larger N170 component than angry (mean = -3.652, t = -5.239, 

p < .001), happy (mean = -3.787, t = -4.290, p < .001) and neutral (mean = -3.357, t = -7.316, p 

< .001) bodies; in addition, fearful bodies (mean = -4.054) showed larger N170 than neutral ones (t 

= -4.903, p < .001); whereas neutral faces (mean = -5.033) revealed smaller N170 components 

compared to all emotional stimuli (angry mean = -5.663, t = 4.436, p < .001; fearful mean = -5.848, 
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t = 5.516, p < .001; happy mean = -5.746, t = 5.017, p < .001; sad mean = -5.615, t = 3.973, p 

= .003). Moreover, for all emotions, faces showed larger N170 than bodies (all ts > 3.6, all ps < .03). 

Inversion * Side effect showed that inversion effect is stronger on the right cluster (upright mean = -

4.667, inverted mean = -5.803, t = 9.545, p < .001) than on the left cluster (upright mean = -3.845, 

inverted mean = -4.538, t = 5.844, p < .001), even if both are statistically significant. 

 

Fig. 5.9: Plot representing the effects of emotion in bodies (red line) and faces (blue line) on N170 in Experiment 1, divided by 

the task performed by participants (emotion or gender recognition). 

 

Post-hoc tests performed on Stimulus * Task * Emotion effect (Fig. 5.9) revealed specific 

patterns. The comparisons based on emotions showed important differences while participants were 

performing the gender recognition task: bodies revealed the same pattern found in the Stimulus * 

Emotion effect, since sad bodies (mean = -4.580) showed larger N170 component than angry (mean 

= -3.747, t = -4.145, p = .006), happy (mean = -3.828, t = -3.741, p = .026) and neutral bodies 

(mean = -3.290, t = -6.419, p < .001), and also fearful bodies (mean = -4.081) showed larger N170 

than neutral bodies (t = -3.937, p = .013); faces also showed a pattern very similar to the one found 

in the Stimulus * Emotion effect: neutral faces (mean = -5.088) revealed smaller N170 component 
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than angry (mean = -5.967, t = 4.371, p = .002), fearful (mean = -5.966, t = 4.370, p = .002) and 

happy faces (mean = -6.040, t = 4.738, p < .001). On the contrary, in the emotion recognition task, 

both sad faces and bodies (faces mean = -5.780, bodies mean = -4.213) showed significantly larger 

N170 component than their neutral counterpart (faces mean = -4.977, t = -3.763, p = .024; bodies 

mean = -3.423, t = -3.928, p = .013). The comparisons based on the performed task revealed no 

statistically significant differences (all ps > .4). The comparisons based on stimuli showed that for 

all tasks and emotions faces exhibited larger N170 component than bodies (all ts > 4.2, all ps 

< .013), except for sad stimuli in the gender recognition task (faces mean = -5.459, bodies mean = -

4.580, t = 2.465, p = .614). Comparisons based on emotional expressions are synthesized in the 

following table: 

EXPERIMENT 1 – N170 

EMOTION identification task GENDER identification task 

FACES BODIES FACES BODIES 

Sad > neutral Sad > neutral Neutral < angry, fearful, 

happy 

Fearful > neutral 

   Sad > angry, happy, 

neutral 

 

 

3.4. Experiment 1 – P2 component 

Included random effects are listed in Table 3 (in Appendix). The R
2
 calculations of the model 

were as follows: Marginal R
2
 = 0.056 and Conditional R

2
 = 0.733. 

The statistically significant fixed effects were as follows: Stimulus: F (1, 22.03) = 7.550, p 

= .012; Inversion: F (1, 22.01) = 6.786, p = .016; Emotion: F (4, 1622.49) = 33.301, p < .001; Side: 
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F (1, 22) = 4.774, p = .040; Inversion * Side: F (1, 1622.02) = 7.200, p = .007; Stimulus * Task * 

Emotion: F (4, 1622.49) = 2.500, p = .041. 

Main effects: Stimulus effect (Fig. 5.5) revealed that faces (mean = 4.024) elicit a larger P2 

than bodies (mean = 3.760). Inversion effect (Fig. 5.6) showed that inverted stimuli (mean = 4.065) 

exhibited a larger P2 component than upright ones (mean = 3.719). Post-hoc comparisons 

performed on Emotion effect (Fig. 5.7) revealed that neutral stimuli (mean = 3.323) showed smaller 

P2 component than all emotional stimuli (angry mean = 3.976, t = -7.985, p < .001; fearful mean = 

4.206, t = -10.667, p < .001, happy mean = 3.929, t = -7.411, p < .001; sad mean = 4.027, t = -8.711, 

p < .001), and also happy stimuli showed a significantly smaller P2 than fearful ones (t = -3.267, p 

= .010). Side effect showed that P2 component resulted to be larger over the right cluster (mean = 

4.162) then over the left cluster (mean = 3.621). 

Interaction effects: Inversion * Side interaction effect revealed that inversion effect on P2 

showed to be statistically significant only over the right cluster (upright mean = 3.919, inverted 

mean = 4.407, t = -3.401, p = 0.010) and not over the left one (upright mean = 3.519, inverted mean 

= 3.723, t = -1.454, p = .477). 

Stimulus * Task * Emotion interaction effect (Fig. 5.10) showed specific patterns that were 

analysed using post-hoc comparisons. Comparisons based on emotions revealed that for bodies, 

while performing both tasks, P2 component was significantly smaller for neutral bodies than for any 

other emotional body (Emotion recognition task: neutral mean = 2.969, angry mean = 3.824, t = -

5.227, p < .001; fearful mean = 3.972, t = -6.133, p < .001; happy mean = 3.750, t = -4.779, p 

< .001; sad mean = 3.693, t = -4.429, p = .001. Gender recognition task: neutral mean = 3.250, 

angry mean = 3.891, t = -3.919, p = .014; fearful mean = 4.277, t = -6.281, p < .001; happy mean = 

3.953, t = -4.301, p = .003; sad mean = 4.017, t = -4.694, p < .001). For faces, most evident 

differences were found during the gender recognition task: neutral faces (mean = 3.485) showed 

smaller P2 component than angry (mean = 4.307, t = -5.024, p < .001), fearful (mean = 4.389, t = -
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5.528, p < .001) and sad faces (mean = 4.080, t = -3.635, p = .038); on the contrary, during the 

emotion recognition task, only the difference between neutral (mean = 3.587) and sad faces (mean = 

4.330, t = -4.660, p < .001) showed smaller P2 component. Comparisons based on stimuli revealed 

a significant difference between sad faces (mean = 4.330) and bodies (mean = 3.694, t = 3.607, p 

= .046) during the emotion recognition task. Comparisons based on performed tasks revealed no 

statistically significant differences. Comparisons based on emotional expressions are synthesized in 

the following table: 

 

Fig. 5.10: Plot representing the effects of emotion in bodies (red line) and faces (blue line) on P2 in Experiment 1, divided by 

the task performed by participants (emotion or gender recognition). 

 

EXPERIMENT 1 – P2 

EMOTION identification task GENDER identification task 

FACES BODIES FACES BODIES 

Neutral < sad Neutral < angry, fearful, 

happy, sad 

Neutral < angry, fearful, 

sad 

Neutral < angry, fearful, 

happy, sad 
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3.5. Experiment 2 – N170 component 

Included random effects are listed in Table 4 (in Appendix). The R
2
 calculations of the model 

were as follows: Marginal R
2
 = 0.134 and Conditional R

2
 = 0.906. 

The statistically significant fixed effects were as follows: Stimulus: F (2, 22) = 23.6032, p 

< .001; Inversion: F (1, 176) = 30.1787, p < .001, Side: F (1, 22) = 9.7711, p = .005; Stimulus * 

Inversion: F (2, 176) = 10.6729, p < .001. 

Main effects: Stimulus effect showed that faces (mean = -4.522) exhibited larger N170 

component than bodies (mean = -3.217, t = -5.778, p < .001) and houses (mean = -2.627, t = -6.520, 

p < .001); also bodies showed larger N170 than houses (t = -2.556, p = .046). Inversion effect 

revealed that upright stimuli (mean = -3.170) showed smaller N170 than inverted ones (mean = -

3.740). Side effect showed that N170 was generally larger over the right cluster (mean = -3.965) 

than over the left one (mean = -2.946). 

Interaction effect: post-hoc comparisons performed on Stimulus * Inversion effect (Fig. 5.11) 

revealed the presence of a statistically significant inversion effect for faces (upright mean = -4.000, 

inverted mean = -5.045, t = 5.802, p < .001) and bodies (upright mean = -2.839, inverted mean = -

3.594, t = 4.199, p < .001), but not for houses (upright mean = -2.671, inverted mean = -2.584, t = -

0.485, p = 0.997). 
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Fig. 5.11: Grand-averaged ERP activity elicited by upright (black line) and inverted (red line) faces (first panel), 

bodies (second panel) and houses (third panel) in Experiment 2, averaged through the 10 occipito-temporal electrodes 

considered in the two ROIs. 
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4. Discussion 

 

Emotional expressions were shown to enhance the structural encoding of facial stimuli (Batty 

& Taylor, 2003; Hinojosa et al., 2015), while few results are available for bodies perception 

(Stekelenburg & De Gelder, 2004; van Heijnsbergen et al., 2007) and they seem to show that 

structural encoding of bodies is unaffected by emotional expressions. Inversion was proven to 

disrupt structural encoding of both faces (Rossion & Gauthier, 2002a; Yin, 1969) – relying on all 

levels of configural processing (Maurer et al., 2002) – and bodies (Reed et al., 2003) – relying 

mostly on first-order relational information and structural hierarchy processing (Reed et al., 2006).  

The aim of this study was to investigate how different emotional expressions and inversion 

effect may interact on the structural encoding of faces and bodies. To do this, behavioural accuracy 

and psychophysiological activity in different stages (occipito-temporal ERP components: P1, N170, 

P2) were analysed while inverted and upright pictures of faces and bodies expressing 4 possible 

emotions (happiness, sadness, anger, fear – compared to emotional neutrality) were presented to 

participants. Their task was to identify either the stimulus gender or the emotion expressed. 

The below hypotheses were tested in this study. For clarity, they are presented separately, 

together with the summary of the most relevant results for that hypothesis and their discussion. 

 

4.1. Hypothesis 1 

According to the first hypothesis, we expected behavioural (lower accuracy) and 

electrophysiological (larger N170 component) inversion effects for both faces and bodies, but not 
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for objects, considering previous literature showing these effects (Reed et al., 2003; Rossion & 

Gauthier, 2002; Stekelenburg & De Gelder, 2004; Yin, 1969). 

Considering behavioural performance, only the accuracy in Experiment 1 was analysed, since 

accuracy in Experiment 2 reached a ceiling effect. This analysis revealed a main effect of inversion: 

independently of the stimulus, upright faces and bodies were processed more easily than inverted 

ones, thus replicating the inversion effect. 

The key result for this hypothesis was the analysis of N170 amplitude in Experiment 2: the 

Stimulus * Inversion effect revealed that inverted faces and bodies showed larger N170 components 

than upright ones, while inverted and upright houses showed no statistically significant differences 

(Fig. 5.11). This result replicates previous literature, proving the disruption of configural processing 

by inversion in faces and bodies, and no configural processing involved in objects perception 

(Stekelenburg & De Gelder, 2004). 

In ERP analysis of Experiment 1 data, the inversion effect was present on all the investigated 

components: P1, N170 and P2 were all larger for inverted stimuli than for upright ones (see Fig. 

5.6). Besides, the Stimulus * Inversion interaction effects showed that in P1 and N170 the inversion 

effect was stronger for faces, even though statistically significant for both. 

Some studies already found the presence of inversion effect also on P1 (Itier & Taylor, 2004; 

Minnebusch, Keune, Suchan, & Daum, 2010; Rossion et al., 1999, 2000) and P2 components (Soria 

Bauser et al., 2015). The P1 component is a low-level early perceptual component and is related to 

the cognitive mechanisms often described as “recognizing the stimulus as a face” (or a body) 

(Herrmann, Ehlis, Muehlberger, & Fallgatter, 2005; Itier & Taylor, 2004; Righart & de Gelder, 

2007; Rossion et al., 1999, 2000; Soria Bauser, Schriewer, & Suchan, 2015; Thierry et al., 2006), 

while the P2 component is typically related to higher levels of perceptual processing, as integration 

of information coming from different neural networks (Adolphs, 2002a, 2002b) or refined holistic 
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processing (Soria Bauser et al., 2015). These results show, thus, that inversion can affect stimulus 

encoding at all stages, from the early coarse encoding, to structural encoding, to refined and 

integrated holistic processing. 

The novel result is that inversion effect seems to affect more faces than bodies on the early 

components related to stimulus encoding. FIE and BIE were typically described as having 

comparable effect sizes (Bonemei et al., 2017a; Reed et al., 2003; Stekelenburg & De Gelder, 2004), 

while specific components analyses highlighted this result. This is probably related to the 

differences in configural processing involved in face and body perception. If configural body 

processing relies only on first-order information and structural hierarchy (Reed et al., 2006) 

inversion may represent a “less impairing” disruption of body processing, compared to face 

processing, which requires all levels of configural processing (Maurer et al., 2002). Thus, bodies 

may be encoded using a part-based strategy more easily than faces, showing that the shape of single 

body parts is more relevant in body processing than single facial features in face processing. 

Two other groups of results replicating previous literature are discussed here below. 

 

Lateralization of ERP components 

A main effect of Side showed larger N170 and P2 components on the right hemisphere than 

on the left one. The significant interaction effect Inversion * Side was statistically significant on all 

components, showing that the inversion effect was larger on the right side for P1 and N170, while it 

was statistically significant only on the right side for P2. Moreover, the P1 component revealed 

larger amplitude for faces than bodies, and this difference was larger on the right side than on the 

left one. 
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These results replicate previous results found for right lateralization of face (Rossion, 2014) 

and body processing (Gliga & Dehaene-Lambertz, 2005; Minnebusch & Daum, 2009), especially 

on N170 component. Lateralization of P2 component shows that also higher levels of visual holistic 

processing are mostly occurring in the right hemisphere. This finding is further corroborated by the 

lateralization of the inversion effect: if configural processing of faces and bodies is preferentially 

located on the right side, also inversion (disrupting configural processing) should display larger 

effects in the right hemisphere. 

The P1 component showed very early increased selectivity for faces on the right side. This 

selectivity was generalised for both stimuli in later stages of processing (N170 and P2). Facial 

stimuli seem to be coded as a face and fed in the specialized processing pathway (in the right 

hemisphere) sooner than bodies. Therefore, the visual system seems to be more rapidly tuning on 

face than body processing. This interpretation is discussed also in the next paragraph. 

 

Stimulus effects 

In all analyses, faces showed overall higher accuracy and larger P1, N170, and P2 

components than bodies (Fig. 5.5). These results replicate previous findings (Stekelenburg & De 

Gelder, 2004) which found larger N170 for faces than bodies, and generalize them to all the ERP 

components. This corroborates the previous explanation: the visual system, at all processing stages, 

seems to be more rapidly (and easily) tuning on face than body processing. 

Taking into account these results, one could argue that bodies showed smaller ERP 

components because only faces are processed in a configural way and bodies are processed 

analytically, as objects. On the contrary, the results from Experiment 2 showed that N170 for bodies 

is significantly larger than for objects, showing that the structural encoding of these stimuli relies on 

configural processing and both faces and bodies are encoded as configural gestalts. 
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4.2. Hypothesis 2 

The second hypothesis postulated an enhancement of N170 (and probably other components 

as P1 and P2) due to emotional expressions in faces, as widely demonstrated in the literature 

(Hinojosa et al., 2015 for a review). 

On P1 no specific effect of emotion on face processing was found, but the main effect of 

Emotion showed that neutral stimuli (faces and bodies) presented smaller P1 than all emotional 

stimuli (Fig. 5.7). On N170, the Stimulus * Emotion interaction effect (Fig. 5.8) indicated the same 

trend for faces. Specifically, neutral faces presented smaller N170 than all emotional faces. On the 

P2 component no Stimulus * Emotion effect was statistically significant, but the Stimulus * Task * 

Emotion showed that, during the task requiring gender discrimination
5
, neutral faces showed 

smaller P2 than all negative emotional faces (sad, angry, fearful). On the other hand, during the 

emotion discrimination task only sad faces showed larger P2 than neutral ones. 

This pattern of results provides important insights about the face processing route. P1 seems 

to show a fast coarse differentiation between emotionally arousing vs. non-arousing stimuli. No 

differences among diverse emotions or between faces and bodies were found. This result appears to 

be consistent with the early action of the colliculo-pulvinar–amygdala pathway involved in fast 

emotional appraisal of the stimulus (Adolphs, 2002a, 2002b). In the second stage of face processing 

(N170), all emotional expressions influenced the structural encoding of faces. This result replicates 

previous findings for happy, angry and fearful faces (Hinojosa et al., 2015), and extends this effect 

also to sadness, showing no significant differences among specific expressions. In P2, we found the 

precise discrimination of emotional positive vs. negative valence thanks to the appraisal of the 

emotion, i.e., only faces with negative valence (sad, angry, fearful) showed larger P2 than neutral 

                                                 
5
 Effects related to the task performed by participants are discussed in Paragraph 4.5. 
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ones. This appraisal is more sophisticated than the fast appraisal indicated by P1, since it can 

categorize the negative vs. positive emotional valence. It may reflect a match with the cognitive 

system (memory and previous experience related to facial expressions) in a higher-level, more 

conceptualized processing, based on feed-back connections from orbitofrontal cortex and amygdala 

to visual processing areas (Adolphs, 2002a, 2002b). 

 

4.3. Hypothesis 3 

The third hypothesis considered the possibility of a dissociation of the effects of emotional 

expressions in different components between faces and bodies, since they are processed through 

partially dissociable configural mechanisms (Reed et al., 2006). 

As regards the analysis on behavioural accuracy, the difference found in the Stimulus * Task 

* Emotion interaction effect (in the emotion discrimination task)
6
 are summarized and discussed. 

During the emotion recognition task, faces showed higher accuracy for happy expression compared 

to angry, neutral and sad expressions, whereas fearful and sad bodies displayed higher accuracy 

than neutral, angry and happy ones. Furthermore, comparisons based on the stimulus showed that 

happiness was recognized better through faces than through bodies, and sadness was recognized 

better through bodies than through faces. 

Regarding ERP components, faces and bodies showed on P1 the same pattern of results 

described in Paragraph 4.2, as no significant Stimulus * Emotion effect was found. On N170 bodies 

showed specific differences among emotions (Fig. 5.8): sad bodies showed larger N170 than angry, 

happy and neutral ones, while fearful bodies presented larger N170 than neutral ones. On P2 all 

emotional bodies showed larger amplitude than neutral ones, in both tasks. 

                                                 
6
 See note 5. 
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After a first rapid coarse processing through the subcortical pathway (reflected in P1), an 

appraisal of the behavioural approach-avoidance tendency appears to be performed at the structural 

encoding level for bodies. As a matter of fact, avoidance-oriented emotional expressions (fear and 

sadness) showed larger N170 components than neutral and approach-oriented expressions 

(happiness and anger). What influences this stage seems, thus, not to be the emotion, but the 

tendency to approach or avoid the observer. Approach-avoidance tendency is expressed more easily 

through the body than through the face because approach and avoidance behaviours naturally 

require a movement of the body. Our visual system seems thus to be tuned to perceive the implied 

tendency to move as part of the body structure. This interpretation is supported by studies observing 

the activation of visual areas designated for motion processing while observing still images of 

implied motion (Allison et al., 2000; Kourtzi & Kanwisher, 2000) and increased bilateral N170 

when watching movies of biological motion (Puce & Perrett, 2003). Movement (even implied) 

seems to be a key feature in body encoding. For body processing, the subcortical pathway may play 

a key role not only at the earliest processing stage (P1), but also at the structural encoding stage: the 

amygdala was proven to be a key structure in discriminating approach- and avoidance-oriented 

behaviour (expression and gaze, in this case) (Adams, Gordon, Baird, Ambady, & Kleck, 2003) and 

the same pattern was found on N170 for bodies in our study. Further neuroimaging research 

focusing on the neural bases of approach and avoidance in faces and bodies is required to confirm 

this hypothesis. 

The proper emotional expression encoding in bodies seems to occur at P2 latency (Fig.6.10). 

The emotional content of bodies is clearly categorized only at this stage, through a precise appraisal 

obtained by using a top-down conceptual processing and categorization of the emotion. Therefore, 

the emotional expression discrimination is slower and less immediate than in faces, i.e., it requires a 

higher-level processing and conceptualization. On the other hand, emotional expressions of faces 

are already processed at the structural encoding stage, showing that (for the human visual system) 
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faces are probably the most appropriate stimulus category to convey emotions. This may also be the 

reason why facial expressions are a universal and “spontaneous” mean to convey emotions (Ekman 

& Friesen, 1971), while body postures typically require a specific training to be fully understood. 

Behavioural results for bodies exactly reflected the results found in N170: avoidance-oriented 

expressions are categorized better than approach-oriented and neutral expressions. Therefore, 

participants’ accuracy for bodily expression recognition mostly reflects the structural encoding of 

these stimuli, corroborating the interpretation linked to the importance of implied motion in body 

processing. On the other hand, behavioural results for faces reflected a well-known perceptual 

effect, the happy face advantage (Shimamura, Ross, & Bennett, 2006): faces showing a happy 

expression are processed more easily, faster, and are recognized better. This reinforcing effect is 

most likely what drives the facial expression result in our study. P1 and N170 components did not 

show this clear advantage for happy expression, which displayed the same increased amplitude as 

all other facial expressions. Probably the neural bases of this effect can be found at later stages of 

processing, since the P2 component showed increased amplitude only for facial expressions with 

negative valence. 

Consequently, we can conclude that face and body structural encoding are affected by 

emotional expressions in a different way, as suggested by the different stages in which they are 

processed. 

 

4.4. Hypothesis 4 

The fourth hypothesis postulated an interaction of the effects of emotional expression and 

inversion, since both were proven to influence the structural encoding of social stimuli (Hinojosa et 

al., 2015; Reed et al., 2003).  
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Considering accuracy results, the interaction effect Emotion * Inversion (Fig. 5.3) showed 

that inverted stimuli were more difficult to be processed for all emotions except for happiness, 

which revealed no behavioural inversion effect. No statistically significant interaction of Emotion * 

Inversion, or higher level interactions including this effect, were found in psychophysiological data. 

The behavioural result can be easily explained considering again the happy face advantage 

(Shimamura et al., 2006): happy expression boosts the encoding of the stimulus, so that both 

emotional expression and gender can be easily recognized in inverted stimuli, in which the 

configural processing was disrupted. This result, together with the effects of emotional expressions 

on N170, corroborates the interpretation of an influence of emotional expression on the structural 

encoding of social stimuli. 

Even though the influence of both inversion and emotional expressions (with different 

trajectories for faces and bodies) were found on the neural encoding of these stimuli, they did not 

interact on psychophysiological activation. In other words, emotional expressions can boost the 

structural encoding, independently of its configural or part-based processing. The most likely 

explanation of this finding is that this “emotional boost” may occur through fast processing in the 

rapid subcortical stream (Adolphs, 2002a, 2002b), independently of further slower processing 

through visual cortices, which may differ in configural or analytical (as suggested by inversion 

effects). The independence of these mechanisms may be due to the different aims of the two 

streams: on the one hand, the subcortical pathway (on which emotional expressions act) performs a 

rougher stimulus processing aimed to extract the valence through a fast appraisal of emotional 

information. On the other hand, the cortical pathway (on which inversion acts) processes stimuli in 

a smoother way, performing a precise configural encoding aimed to identify the social stimulus and 

its peculiarities (identity, familiarity, etc.). The different targets of these pathways proves that their 

functional independence may represent indeed an advantage. Thinking from a phylogenetic point of 

view, the rapid recognition of the emotional expression of another individual may help a person to 
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understand signals of danger, reward, approach or avoidance (in the case of bodies). The 

recognition of these signals independently of the configural processing may be an advantage in 

situations where the individual may process only a part of the social stimulus (e.g., the expression 

of the eye region or the mouth region, an arm ready to throw a punch) or in conditions of low 

visibility, in which the other individual cannot be clearly seen and identified. This skill could 

potentially play an important role in survival, and could explain why this process bypasses the 

configural processing aimed to identity recognition or higher-level processes. 

Whereas these two pathways were typically described as slightly faster (subcortical) and 

slower (cortical) in their processing, we found that inversion and emotional expressions affected 

visual processing of social stimuli at all stages (P1, N170, P2). Even though most studies have 

focused only on the N170 component, it is not news that face and body inversion affects also P1 

(Itier & Taylor, 2004; Minnebusch, Keune, Suchan, & Daum, 2010; Rossion et al., 1999, 2000) and 

P2 components (Soria Bauser et al., 2015), as already discussed in Paragraph 4.1. The same goes 

for the influence of emotional expressions (Batty & Taylor, 2003; Krolak-Salmon et al., 2001; 

Rigato et al., 2009; Stekelenburg & De Gelder, 2004; Valdés-Conroy et al., 2014). Therefore, we 

can conclude that both pathways can affect processing of social stimuli at all stages, from early 

recognition of the stimulus as a face/body (P1), to structural encoding and configural processing 

(N170), to conceptual categorization of the stimulus (P2). 

 

4.5. Hypothesis 5 

According to hypothesis number 5 we would expect larger effects of emotional expressions 

during the emotion discrimination task than during the gender discrimination task. 

Behavioural and psychophysiological data will be presented and discussed separately, in order 

to make the discussion easier to read. 
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Behavioural results showed that the emotion discrimination task had overall lower accuracy 

than gender discrimination. The Task * Inversion interaction effect demonstrated that the inversion 

effect is larger during the gender discrimination task. The Task * Emotion interaction effect showed 

that emotion discrimination task displayed lower accuracy than gender discrimination task for all 

emotions except for fear, in which no differences were found. In the Stimulus * Task * Emotion 

(Fig. 5.4), comparisons based on the task showed that the previous result was mainly driven by 

bodies (for angry, happy and neutral bodies) and by only sad faces. The comparisons based on the 

emotion revealed that most of the differences among emotions were found during the emotion 

discrimination task. 

The overall task difference showed that the emotion discrimination task was more difficult 

than the gender discrimination task: while gender needed only a two-choice response (male vs. 

female), emotion recognition required a two-choice response (neutral vs. emotional) followed by a 

four-choice response (discriminating among specific emotions) in the “emotional” case. Therefore, 

the chance level was much lower in the second case. Moreover, some studies investigating the 

difference between gender and emotion processing found consistently that participants showed 

lower accuracy and slower RTs for expression than gender recognition (Krolak-Salmon et al., 2001; 

Wronka & Walentowska, 2011), showing that it is typically experienced as a more difficult task. 

The larger behavioural inversion effect found during the gender discrimination task is a 

further demonstration that, as discussed above, emotional expression processing may not require 

full configural processing, while gender recognition may require it since this task needs to process 

unchangeable aspects of the face in a full configuration (Haxby et al., 2000). 

Comparisons based on the task showed no difference for fear: the fearful expression is highly 

recognizable in all tasks and stimuli (see Fig. 5.4) because it is a very arousing emotion, easy to 

recognize since it conveys alarm for a possible danger (Ekman & Friesen, 1971). Differences based 

on task were mainly conveyed by bodies (angry, happy and neutral): as discussed in Paragraph 4.3, 
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avoidance-oriented expressions (i.e., sadness and fear) are easily conveyed and recognized through 

bodies, while the discrimination of other emotions is more difficult; at the same time, gender is 

easier to discriminate through bodies since it is based on clear features. For this reason, the gender 

discrimination task showed high accuracy for all emotions and exhibited significant differences 

with the recognition of approach-oriented (and neutral) emotions. With regard to sadness, various 

sources prove that it is one of the most difficult emotions to recognize though facial expression 

(together with disgust and surprise), also given that it exerts the lowest influence on the N170 

component (Hinojosa et al., 2015). This effect may lead the difference found for sadness between 

gender and emotion discrimination tasks. 

Most of the differences among emotions were found during the emotion discrimination task, 

when they were explicitly processed. This effect highlights the fact that probably, during gender 

discrimination, the emotional information was filtered by the visual system in order to process only 

invariant information related to gender through a top-down mechanism. On the other hand, the 

emotional information was explicitly processed during the other task, leading to the differences 

found in accuracy. 

As far as electrophysiological results are concerned, no effects of task were found on the P1 

component, while the Stimulus * Task * Emotion interaction effect was found to be statistically 

significant on both N170 and P2. The comparisons based on emotions revealed that most significant 

differences in N170 (and in P2 for faces) were found during the gender discrimination task (and on 

both tasks in P2 for bodies). Moreover, the comparisons based on the stimulus revealed that faces 

elicited larger N170 than bodies in all conditions, except for sad stimuli during the gender 

discrimination task. 

The importance of the gender discrimination task to elicit differences among emotions seems 

to be counterintuitive, but may be interpreted in association with the behavioural results. The visual 

system processes the emotional information through the subcortical pathway in an automatic and 
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fast way. When participants were requested to process the stimulus gender, a conflict was probably 

created between the incoming emotional information and the information required by the task. 

Therefore, a top-down mechanism filtering the automatically processed emotional information is 

required. N170 and P2 components may display larger differences in amplitude among emotions for 

this reason: their amplitude may reflect the cognitive effort needed to filter the task-irrelevant 

emotional information. Consequently, if a larger ERP component is associated with a specific 

emotion, it could mean that the emotional information interfering with the gender discrimination 

was more salient. This explanation is coherent with the behavioural results, in which almost no 

differences among emotions were found during the gender discrimination task
7
. 

The lack of a significant difference between sad faces and bodies during gender 

discrimination on N170 component may be explained as follows. As discussed in Paragraph 4.3, 

N170 was increased for avoidance-oriented emotions in bodies, showing that the structural 

encoding of these stimuli was enhanced. During gender discrimination, the cognitive system needs 

to filter this emotional information (as described above). The emotional information of sad bodies 

was probably so salient that N170 amplitude for these stimuli reached the amplitude for sad faces 

(much higher for other emotions). However, this effect was not found in fearful bodies (also 

avoidance-oriented), probably due to the arousal difference between these emotions. This aspect 

should be investigated in further research. 

 

4.6. Conclusions 

This study was aimed to investigate the influence of inversion and different emotional 

expressions on the visual processing of faces and bodies, using both behavioural (accuracy) and 

electrophysiological (ERPs) measures. The key findings were (i) behavioural and 

                                                 
7
 The possible reason why comparisons based on emotions were found in both tasks on P2 for bodies was discussed in 

Paragraph 4.3. 
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psychophysiological inversion effects for both faces and bodies on all occipito-temporal ERP 

components (P1, N170, P2), shown by lower accuracy and larger ERP amplitude for inverted 

stimuli. This result proved that inversion disrupts configural processing of both stimulus categories; 

(ii) emotional expressions influenced visual processing of both faces and bodies, but with different 

trajectories. Faces showed specific effects of emotional expressions during the structural encoding 

stage (N170), while body perception discriminated approach and avoidance during this stage and 

specific emotions only through following top-down conceptualization (P2); (iii) no interaction of 

these two effects. This result demonstrated a functional independence of the two neurocognitive 

pathways involved in social stimuli processing (subcortical and cortical) (Adolphs, 2002a, 2002b). 

These pathways were proven to act during all stages of visual processing. 

This study first investigated in depth how these two pathways are differently involved in all 

the diverse stages of face and body visual processing, and assessed their functional independence. 

The aim of future research will be the investigation of these mechanisms through different 

techniques (e.g., neuroimaging techniques, source localization) or focusing on different aspects (e.g., 

influence of attention in different tasks, focus on the approach-avoidance related features). 
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5. Appendix 

 

Table 1: 

Experiment 1 – Random effect included in LMM on P1. 

Random effect Explained variance Std Dev 

Intercept | Subject 3.5307 1.8790 

Stimulus | Subject 0.3307 0.5750 

Side | Subject 2.5641 1.6013 

Inversion | Subject 0.3077 0.5548 

Task | Subject 0.1720 0.4147 

 

Table 2: 

Experiment 1 – Random effect included in LMM on N170. 

Random effect Explained variance Std Dev 

Intercept | Subject 3.5821 1.8926 

Stimulus | Subject 2.3460 1.5317 

Side | Subject 2.2896 1.5131 

Inversion | Subject 0.1345 0.3667 

Task | Subject 0.1756 0.4190 

Stimulus : Side | Subject 1.2623 1.1235 

 

Table 3: 

Experiment 1 – Random effect included in LMM on P2. 

Random effect Explained variance Std Dev 

Intercept | Subject 2.7547 1.6597 

Stimulus | Subject 0.3321 0.5763 

Side | Subject 1.3375 1.1565 

Inversion | Subject 0.4619 0.6796 

Task | Subject 0.1716 0.4142 

Stimulus : Inversion | Subject 0.8468 0.9202 
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Table 4: 

Experiment 2 – Random effect included in LMM on N170. 

Random effect Explained variance Std Dev 

Intercept | Subject 4.0480 2.0120 

Stimulus:Faces | Subject 0.8019 0.8955 

Stimulus:Houses | Subject 0.8489 0.9214 

Side | Subject 2.1971 1.4823 
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Final remarks 

Perceptual mechanisms involved in visual processing of faces and bodies have been broadly 

studied (see Chapters 1 and 3). They involve dissociable neural networks, which are thought to 

involve configural processing of face and body information, as demonstrated by face- and body-

inversion effects. Moreover, effects of emotional expressions and behavioural tendency to 

approach/avoidance are believed to play an important role in the encoding of both these stimuli. 

The studies presented in this thesis showed new important findings in this field. First of all, 

we demonstrated that processing of facial features can be modulated. Indeed, social exclusion was 

proven to cause a (small but consistent) impairment in gaze direction discrimination, a key facial 

feature for social interaction. This finding demonstrates an important interplay between reflective 

and reflexive systems in the social cognitive neuroscience theoretical framework (Lieberman, 2007), 

indicating an actual interplay between controlled and automatic processes. Moreover, qualitative 

differences in processing of faces and bodies were found. A dissociation was found in neural 

oscillations involved in face- and body-inversion effects, suggesting that different configural 

processes are involved in the visual encoding of body and face. This result corroborates and 

expands the literature concerning commonalities and differences between face and body perception 

(Minnebusch & Daum, 2009; Reed, Stone, Grubb, & McGoldrick, 2006; Soria Bauser, Schriewer, 

& Suchan, 2015). Emotional expressions and inversion were both shown to affect the encoding of 

these stimuli, but through independent and non-interacting perceptual processes. Furthermore, we 

found that emotional expressions, when conveyed by faces or by bodies, were processed by 

partially dissociable perceptual mechanisms, as demonstrated by different ERP response patterns. 

From a theoretical point of view, these findings shed new light on different processes 

involved in the perception of social stimuli. Future research will be aimed to explore more in depth 
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these processes. For instance, the modulation of body perception by social exclusion is yet to be 

investigated. Bodily emotional expressions can easily convey to the observer information 

concerning approach/avoidance behavioural tendencies (as was discussed in Chapter 5), which are 

strictly related to social inclusion or exclusion. Therefore, assuming the interaction between 

interrelated automatic and controlled processes, we could expect a modulation of bodily expressions 

encoding caused by social exclusion, as we saw for gaze direction processing. 

Additionally, in the research presented in this thesis, only static pictures of body shapes and 

bodily emotional expressions were used. The contribution of dynamic information to visual 

encoding of bodies is crucial (Allison et al., 2000; Kourtzi & Kanwisher, 2000; Puce & Perrett, 

2003). Consequently, investigating how dynamic information may contribute to configural 

processing of body shapes and bodily emotional expressions (by using biological motion displays) 

would be a fundamental development. 

Another possible development of this research is exploring the neural and anatomical bases of 

the effects found by means of neuroimaging techniques (e.g., fMRI), in order to investigate a 

potential specific role of a subcortical route (e.g., involving colliculus-pulvinar-amygdala, Adolphs, 

2002a, 2002b). Also the use of other face and body effects different from inversion (e.g., the 

composite effect), aimed to manipulate specific stages of configural processing (holistic processing, 

in this case) may be useful to underline the differences between face and body processing. As we 

discussed (Maurer, Le Grand, & Mondloch, 2002; Minnebusch & Daum, 2009; Chapter 3), 

configural visual processing can be distinguished in different stages, i.e., first-order spatial relations, 

structural hierarchy, holistic processing and second-order spatial relations. The role of holistic 

processing (processing a stimulus as a gestalt and not as a sum of features) is crucial in face 

perception, while it is more discussed in body perception (Minnebusch & Daum, 2009). Our 

findings, together with other recent findings (Soria Bauser, Schriewer, & Suchan, 2015; Soria 

Bauser & Suchan, 2013), seem to suggest that configural processing of body relies on stages 
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different from holistic processing. However, as stated above, further research involving 

manipulations specifically affecting holistic processing is needed.  

The investigation of face and body visual encoding in clinical (e.g., autism spectrum disorder) 

or sub-clinical populations (e.g., congenital prosopagnosia), which are specifically impaired in 

perception of social stimuli, could contribute to a better understanding of specific deficits in face 

and/or body perception, or a possible general impairment of configural processing, as suggested by 

some recent findings (Rivolta, Lawson, & Palermo, 2017). At the same time, the investigation of 

developmental trajectories of these processes in infants could increase our comprehension of the 

perception of social stimuli. 

In conclusion, the research presented in this thesis brought various significant insights in the 

field of social cognition and social cognitive neuroscience, but there is still a long way to go. 

Developments of this research are countless and it is exciting to think how much is yet to know 

about cognition, the way we perceive, interact with, and (sometimes) understand what surrounds us. 
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