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1 Introduction

Newton-Cartan (NC) geometry was originally proposed as a covariant formulation of New-

tonian gravity (see e.g. [1] for a review). In recent times it raised growing interest for

applications to condensed matter systems (see e.g. [2–5]), such as fermions at unitarity and

quantum Hall effect. The background fields of NC gravity provide a natural set of sources

for operators in the energy-momentum tensor multiplet of theories with non-relativistic

Schrödinger invariance.

Many theoretical difficulties in dealing with these systems are due to the strong cou-

pling nature of the interaction. Strong coupling may drastically change the infrared (IR)
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degrees of freedom coming from a given ultraviolet (UV) description. Renormalization

Group (RG) trajectories may interpolate from weak to strong coupling changing the na-

ture of the physical spectrum and of the degrees of freedom. In relativistic theories there are

general results which formalize the intuition that information is lost when coarse graining

is implemented from UV to IR, namely Zamolodchikov’s c-theorem in d = 2 [6], the F -

theorem in d = 3 [7–9] the a-theorem in d = 4 [10–15]. For condensed matter applications,

it would be interesting to establish similar results in non-relativistic systems.

With these motivations, in the last years a certain amount of work has been devoted to

the study of non-relativistic trace anomalies. In general, trace anomalies can be classified

into two classes [16]: type A or B depending if they have non-vanishing or vanishing Weyl

variation, respectively. The relevant ones for RG constraints are the type A, such as c in

d = 2 or a in d = 4 relativistic systems.

In the non-relativistic case, at a fixed point space and time may have different relative

scaling, which can be parameterized by the dynamical exponent z:

xi→eσxi , t→ezσt . (1.1)

Moreover one may distinguish between Schrödinger and Lifshitz systems, whose main dif-

ference relies on the presence of Galilean boost invariace. So far, in all the known cases,

the Lifshitz trace anomalies (see [17–23]) turn out to be of type B and so they do not

give interesting candidates for monotonic quantities. In the Schrödinger case, in d = 2 + 1

dimensions and for dynamical exponent z = 2, if one couples the theory to a curved NC

background, it exists a type A anomaly [24].1 The structure of this anomaly is the same as

the trace anomaly for d = 4 relativistic theories, and so it includes a type-A and a type-B

part, parameterized by a and c coefficients:

A = −aE4 + cW 2 + . . . . (1.2)

In this equation E4 and W 2 are the Euler density and the Weyl tensor squared of the

null reduction metric in eq. (2.4); these quantities are completely determined in terms of

2 + 1-dimensional NC geometry data. The use of the extra dimension is a formidable

trick to conveniently keep track of the Milne boost symmetry. Cohomological analysis and

general properties were studied in [21, 24–26]. The first explicit calculation of anomalies

for a physical system was performed in [27] with the Heat Kernel (HK) method, for the

case of a free scalar. Later this result was confirmed in [28] using Fujikawa approach.2 On

the other hand, both the calculations in [27, 28] disagree with [29].

Fermions are a fundamental ingredient in Nature; the purpose of this paper is to study

conformal invariance and anomalies for a free non-relativistic spin 1/2 fermion coupled to a

generic curved Newton-Cartan background, using null reduction from a 3 + 1 dimensional

relativistic action. First of all, we show that it is possible to couple the fermion to the

1An interesting subtlety is that, in order to get a type-A anomaly, gravity backgrounds which do not

satisfy Frobenius condition must be considered [21, 25].
2In [28] an extra term is present, which could not be detected with the background chosen in [27]; this

issue deserves further study which goes beyond the purpose of the present paper.
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geometry in a Weyl invariant way; this is not trivial, due to the different scaling properties

of the components of frame fields, spin connection and dynamical fermionic fields. Our

analysis specializes to the case where the gyromagnetic ratio g is twice the spin s; the

generic case requires modified Milne boost transformations [5] on the sources and can not

be studied by null reduction.

The other issue that we address is the computation of the anomaly coefficients a and

c using Heat Kernel. In the bosonic case, these coefficients turn out to be proportional to

the corresponding ones in relativistic systems in 3 + 1 dimensions. We find that the same

property still persists also in the fermionic case.

The paper is organized as follows. In section 2 we derive the fermionic action from

the null reduction of the Dirac one and we discuss the gyromagnetic factor. In section 3

we show in detail that the action is Weyl invariant. In section 4 we compute the trace

anomaly using HK method. We conclude in section 5, tecnical details are in appendices.

2 Null reduction for fermions

2.1 Metric and frame fields

We will consider the coupling of non-relativistic fermions in 2 + 1 dimensions to a back-

ground NC geometry. In order to make the implementation of the local version of the

Galilean symmetry (Milne boost invariance) more covenient, we use the null-reduction

method [30] from an extra-dimensional relativistic 3+1 dimensional theory. We will some-

times refer to null-reduction method as Discrete Light-Cone Quantization (DLCQ). Useful

references about NC geometry include [31–40]. Galilei invariance for fermions was first

studied in [41]. For other approaches to couple non-relativistic theories to background NC

geometry see [5, 42]. Other applications of null reduction to fermions were discussed in [43].

In our conventions late latin capital indices, like M,N, . . ., correspond to 3 + 1 dimen-

sional curved space-time indices, whereas early latin capital indices like A,B, . . . , corre-

spond to tangent space indices, where the metric is locally flat. The coordinate x− denotes

the null direction of the dimensional reduction. The remaining light-cone coordinate, x+,

will play the role of time in the lower dimensional non-relativistic theory. Curved space

coordinates will be labelled by lower case latin indices i, j, . . ., whereas the tangent space

counterparts will be labelled by a, b, . . .. Collectively, space time indices of the lower di-

mensional theory will be denoted by µ, ν, . . . and α, β, . . . for curved and tangent space

coordinates, respectively. Summarizing, DLCQ indices are

M = (−, µ) = (−,+, i) (i = 1, 2)

A = (−, α) = (−,+, a) (a = 1, 2) .
(2.1)

Since the light-cone indices ± use the same symbols for curved or tangent space indices,

we will use the notations

±
(M)

, ±
(A)

, (2.2)

indicating that they refer to curved (subscript (M)) or tangent space (subscript (A)) light-

cone coordinates.
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In order to apply the null reduction, we will consider fields of the form

Ψ(xM ) = ψ(xµ)eimx
−

(2.3)

and a metric of the form

GMN =

(
0 nν
nµ nµAν + nνAµ + hµν

)
, GMN =

(
A2 − 2v ·A vν − hνσAσ
vµ − hµσAσ hµν

)
. (2.4)

We denote the determinant of the metric as:

√
g =

√
− detGAB =

√
det(hµν + nµnν) (2.5)

The metric tensor GMN defines a non degenerate 3 + 1 dimensional metric whose

entrees encode the main ingredients of the 2 + 1 dimensional NC geometry: a positive

definite symmetric rank 2 tensor hµν , which corresponds to the spatial inverse metric,

and a nowhere-vanishing vector nµ (defining the local time direction), with the condition

nµh
µα = 0. In order to define a spatial metric with lower indices and a connection, one

introduces a velocity field vµ, with the condition nµv
µ = 1. Given (hµν , nµ, v

ν), one can

then uniquely define hµν , with:

hµρhρν = δµν − vµnν ≡ Pµν , hµαv
α = 0 , (2.6)

where Pµν is the projector onto spatial directions. The velocity vector is not unique (it is

only required to satisfy nµv
µ = 1) and the ambiguity in the choice of v is related to the

last ingredient of the NC geometry: a non-dynamical gauge field Aµ, whose presence is

necessary to guarantee Milne boost invariance. This gauge field will act as a source for the

particle number symmetry. We introduce, for later convenience, the antisymmetric tensors:

F̃µν = ∂µnν − ∂νnµ , Fµν = ∂µAν − ∂νAµ . (2.7)

The null reduction is a useful trick to realise the invariance under the following Milne

boost transformations:

v′µ = vµ + hµνψν

h′µν = hµν − (nµP
ρ
ν + nνP

ρ
µ)ψρ + nµnνh

ρσψρψσ ,

A′µ = Aµ + P ρµψρ −
1

2
nµh

ρσψρψσ , (2.8)

while nµ and hµν are invariant. Modified Milne transformation may also be considered,

but then the null reduction trick can not be used (see e.g. [31]). The following quantities

are Milne invariants but are not U(1) gauge invariants:

vµA = vµ − hµξAξ , (hA)µν = hµν +Aµnν +Aνnµ , φA = A2 − 2v ·A ,
(QA)µνσ = (∂µ(hA)νσ + ∂ν(hA)µσ − ∂σ(hA)µν) , (2.9)

where A2 = hµνAµAν and A · v = vµAµ. Note that the standard NC index notation in

d + 1 dimension does not specify how objects transform under Milne boost, for example

vµA is invariant and vµ is not.
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The Levi-Civita connection obtained from the metric in eq. (2.4) is:

Γ−−− = Γµ−− = 0 , Γ−µ− =
1

2
vσAF̃µσ , Γµν− =

1

2
hµσF̃νσ ,

Γ−µν =
1

2
(φA(∂µnν + ∂νnµ) + vσA(QA)µνσ) ,

Γµνρ =
1

2

(
vµA(∂νnρ + ∂ρnν) + hµσ(QA)νρσ

)
. (2.10)

One may wonder about the relation between this symmetric connection and d+ 1 dimen-

sional connection Γ̂µνρ used in the standard torsional formulation of the NC geometry. The

latter defines a d+ 1 dimensional covariant derivative Dµ with the following properties

Dµnν = 0 , Dµhρσ = 0 , (2.11)

and with purely temporal torsion, i.e. hµσΓ̂σ[νρ] = 0. The connection Γ̂µνρ (which is not

symmetric if F̃µν is non-zero) is given by:

Γ̂µνρ = vµ∂ρnν +
1

2
hµσ(∂νhρσ + ∂ρhνσ − ∂σhνρ) + hµσn(νKρ)σ , (2.12)

where the two form Kµν parametrizes an ambiguity which is not fixed by the conditions in

eq. (2.11). The simmetric part Γ̂µ(νρ) is related to Γµνρ by the following relation [31]:

Γµνρ = Γ̂µ(νρ) +
1

2
hµσ(QA)νρσ , (2.13)

while Γ̂µ[νρ] is not directly related to Γµνρ.

Since we are dealing with spinors, the covariant derivative also contains the spin con-

nection term and then it is necessary to introduce an orthonormal frame field (vielbein)

which relates the metric in the curved spacetime with the flat tangent space. The metric

in the flat tangent space is given by

GAB = GAB =


0 1 0 0

1 0 0 0

0 0 1 0

0 0 0 1

 . (2.14)

As usual, the vielbein are defined by the following relations:

GMN = eAMGABe
B
N , GAB = eMAGMNe

N
B ,

eAMe
M
B = δAB , eMAe

A
N = δMN . (2.15)

In order to consider the coupling of fermions to 2 + 1 NC gravity, the dreibein will be

defined by dimensional reduction of fierbein. Such operation is not unique. The following

choice turns out to be convenient:

eAM =

e−Me+
M

eaM

 =

e−− e−µ
e+
− e+

µ

ea− eaµ

 =

1 Aµ
0 nµ
0 eaµ

 . (2.16)
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We can further simplify our expression by using the consistency relations among fielbein

with different indices

eMAe
B
M = δ B

A , eAMe
N
A = δ N

M , (2.17)

which entail the following constraints:

vµeaµ = 0 (from eM+e
a
M = 0)

nµe
µ
a = 0 (from eMae

+
M = 0)

eµae
b
ν = δ b

a (from eMae
b
M = 0)

hµνeaµe
b
ν = δab (from eMae

b
M = 0)

eaµe
a
ν = hµν , eµae

ν
a = hµν , eµa = eµa

(2.18)

These relations simplify the vielbein with the inverted indices:

eMA =
(
eM− eM+ eMa

)
=

(
e−− e−+ e−a
eµ− eµ+ eµa

)
=

(
1 −vσAσ −hνσAσeaν
0 vµ hµνeaν

)
. (2.19)

The following relation is useful:

hµρe
ρ
a = hµρh

ρτeaτ = (δτµ − vτnµ)eaτ = eaµ . (2.20)

2.2 Dirac action

The Dirac operator is expressed as

/D = γMDM = γAeMADM , (2.21)

Conventions for gamma matrices with lightcone indices are summarized in appendix A.

The covariant derivative takes the form

DMΨ =

(
∂M +

1

4
ωMABγ

AB

)
Ψ =

(
∂M +

1

8
ωMAB[γA, γB]

)
Ψ , (2.22)

ωMAB being the spin connection defined in appendix B. We shall derive the non-relativistic

fermion action in 2 + 1-dimensions from the null reduction of the 3 + 1-dimensional Dirac

action:

S =

∫
d4x
√
g iΨ̄ /DΨ . (2.23)

The connection in the covariant derivative DM has no torsion term and so the lagrangian

in eq. (2.23) can be made hermitian by partial integration.

2.3 Flat space-time

We start by considering the simplest flat case:

nµ = (1, 0, 0) , hµν = diag(0, 1, 1) , vµ = (1, 0, 0) , (2.24)

– 6 –
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and Aµ = 0. The Dirac action is just the flat one. The following notation is used:

Ψ(xM ) =


χL(xµ)

ϕL(xµ)

ϕR(xµ)

χR(xµ)

 eimx
−
. (2.25)

and the Dirac Lagrangian can be written as

L = −
√

2mχ†LχL −
√

2mχ†RχR −
√

2iϕ†L∂tϕL −
√

2iϕ†R∂tϕR+

+ iϕ†L(∂1 + i∂2)χL + iχ†L(∂1 − i∂2)ϕL − iχ†R(∂1 + i∂2)ϕR − iϕ†R(∂1 − i∂2)χR .

(2.26)

We find the Euler-Lagrange equations of motion for the various components:

χL =
i

m

1√
2

(∂1 − i∂2)ϕL , χR = − i

m

1√
2

(∂1 + i∂2)ϕR ,

∂tϕL =
1√
2

(∂1 + i∂2)χL , ∂tϕR = − 1√
2

(∂1 − i∂2)χR . (2.27)

As expected for the Dirac action in the massless case, the left and right Weyl spinors

decouple. The auxiliary fields χL,R can be eliminated by the equations of motion and

replaced in the Lagrangian; we obtain a set of decoupled Schrödinger equations for the

fermions ϕL,R.

2.4 Curved spacetime

In this section we will write eq. (2.23) in a more explicit way, in order to later establish

the gyromagnetic factor and show that the action is conformal invariant. The left and

right-handed parts of the Dirac spinor decouple:

Ψ =

(
ΨL

ΨR

)
, ΨL =

(
χL
ϕL

)
, ΨR =

(
ϕR
χR

)
. (2.28)

In the remaining part of this section we will consider the action L1 for just the left com-

ponent ΨL (ΨR is completely analogous):

ΨL =

(
χ

ϕ

)
eimx

−
, SL =

∫
d4x
√
gL1 , (2.29)

where

L1 = iΨ†Lσ̄
ADAΨL = ie−imx

−
(
χ† ϕ†

)
σ̄−D −

(A)

[(
χ

ϕ

)
eimx

−

]

+ ie−imx
−
(
χ† ϕ†

)
σ̄+D +

(A)

[(
χ

ϕ

)
eimx

−

]

+ ie−imx
−
(
χ† ϕ†

)
σaeMaDM

[(
χ

ϕ

)
eimx

−

]
.

(2.30)
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For convenience, we renamed (χL, ϕL) as (χ, ϕ). An explicit calculation gives:

D −
(A)

= eM−
(A)

DM =
(

1 0
)(D −

(M)

Dµ

)
= D −

(M)

,

D +
(A)

= eM+
(A)

DM =
(
−vσAσ vµ

)(D −
(M)

Dµ

)
= −vσAσD −

(M)

+ vµDµ ,

Da = eMaDM =
(
−eσaAσ e

µ
a

)(D −
(M)

Dµ

)
= −eσaAσD −

(M)

+ eµaDµ .

(2.31)

We can write L1 as follows:

L1 = −
√

2mχ†χ−
√

2iϕ†D̂tϕ+ iϕ†(D̂1 + iD̂2)χ+ iχ†(D̂1 − iD̂2)ϕ

+
i

4

(
χ† ϕ†

)
(σ̄+vµ + σaeµa)ωµABσ

AB

(
χ

ϕ

)

+
i

4

(
χ† ϕ†

) (
σ̄− − vσAσσ̄+ − σaeσaAσ

)
ω −

(M)
ABσ

AB

(
χ

ϕ

)
,

(2.32)

where we introduced derivatives which are covariant with respect to the local

U(1) symmetry:

D̂t = vµ (∂µ − imAµ) , D̂a = eµa (∂µ − imAµ) . (2.33)

The last two lines are more troublesome and require the explicit knowledge of the compo-

nents of the spin connection, because its Lorentz indices are contracted with sigma matrices,

containing also spinorial indices.

We can put the action (2.32) in the following form:

L1 =
(
χ† ϕ†

)(A B

C E

)(
χ

ϕ

)
, (2.34)

where

A = −
√

2

(
m+

1

4
F̃µνe

µ
1e
ν
2

)
,

B = (eµ1 − ie
µ
2 )

(
iD̃µ +

i

4
F̃µνv

ν

)
, C = (eµ1 + ieµ2 )

(
iD̃µ + i

3

4
F̃µνv

ν

)
,

E =
√

2

[
vµ
(
− iD̃µ −

i

4
hρσ∂µhρσ

)
− i

2
(vµvν∂µnν + ∂µv

µ)− 1

4
Fµνe

µ
1e
ν
2

]
. (2.35)

In these expressions D̃µ denotes a partially covariant derivative which includes just the

gauge and the curved space spin connection ω̃µab built just with the spatial tetrad eaµ; this

derivative acts on the matter fields ϕ and χ as follows:

D̃µϕ =

[
∂µ −

i

2
ω̃µ12 − imAµ

]
ϕ , D̃µχ =

[
∂µ +

i

2
ω̃µ12 − imAµ

]
χ , (2.36)

– 8 –
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where

ω̃µab =
1

2

(
eνa

(
∂µe

b
ν − ∂νebµ

)
− eνb

(
∂µe

a
ν − ∂νeaµ

)
− eνae

ρ
be
c
µ

(
∂νe

c
ρ − ∂ρecν

))
.

(2.37)

The auxiliary field χ is determined by the equations of motion as follows:

χ =
i(eµ1 − ie

µ
2 )
(
D̃µ + 1

4v
νF̃µν

)
ϕ

√
2
(
m+

F̃µνe
µ
1 e
ν
2

4

) . (2.38)

Replacing it into the action in eq. (2.34), we could obtain a cumbersome Lagrangian written

only in terms of ϕ. In order to keep our calculations simple, we will later specialize to some

specific backgrounds.

2.5 Gyromagnetic ratio

Let us compute the gyro-magnetic ratio of the non-relativistic fermion. We consider flat

background space-time as in eq. (2.24) and a generic particle number background gauge

field Aµ. Specializing the general results in appendix B, we find the non-zero components

of the spin connection:

ω++i = −F0i = −Ei , ωi+j = −1

2
Fij = −B

2
, ω0ij = −1

2
Fij = −B

2
. (2.39)

Eliminating χ with the equations of motion, we obtain:

S =

∫
d3x

[
i

2
ϕ†
↔
∂tϕ−

1

2m
δij(Diϕ)†(Djϕ)− 1

4
Bϕ†ϕ

]
. (2.40)

In this calculation we considered a left-handed fermion; the case of a right-handed one

is completely analogous and gives the same lagrangian, with an opposite sign for the

Bϕ†ϕ coupling.

The generic form of the gyromagnetic coupling in 2 + 1 dimension is

∓ g q

4m
Bϕ†ϕ (2.41)

where q is the charge and the ∓ sign refers to left or right-handed spinor, respectively.

Since in our conventions the charge associated to the particle number symmetry is q = m,

we find a gyromagnetic ratio g = 1. This is consistent with the form of the Milne boost

transformations which come from null reduction, which are valid for g = 2s [5]: this is the

simplest way in which Galilean covariance can be realized.

3 Weyl invariance

In order to study the conformal symmetry of the theory, it is useful to determine the Weyl

weights of the fields appearing in the action. Weyl transformations act on the metric in

the following way:

nµ→e2σnµ , hµν→e2σhµν vµ→e−2σvµ , hµν→e−2σhµν . (3.1)

– 9 –
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The action on the frame fields is as follows:

e−M → e−M , e+
M→e

+
Me

2σ , eaM→eaMeσ

eM− → eM− , eM+→eM+ e−2σ , eMa →eMa e−σ . (3.2)

It is also useful to know how each element of the spin connection transforms under a Weyl

transformation:

ω−ab→ω−ab , ω−+a→e−σ(ω−+a + eνa∂νσ) ,

ωµ−a→eσ(ωµ−a + nµe
ν
a∂νσ) ,

ωµ−+→ωµ−+ − ∂µσ + nµv
ν∂νσ , ωµ+a→e−σ

(
ωµ+a +

(
−vνeaµ + eνaAµ

)
∂νσ

)
,

ωµab→ωµab +
(
eaµe

ν
b − ebµeνa

)
∂νσ . (3.3)

In the usual relativistic case the components of a Dirac spinor have all the same Weyl

weight; this is not true in the null reduction setting that we are considering, because

the tetrads have different Weyl weights. The transformation of the (χ, ϕ) components is

as follows:

χ→e−2σχ , ϕ→e−σϕ . (3.4)

This can be derived from dimensional analysis in the flat case, see eq. (2.27): in units of

length, [ϕ] = −1 and [χ] = −2. In the case of a Dirac fermion

Ψ =


χL
ϕL
ϕR
χR

 , dimensions are [Ψ] =


−2

−1

−1

−2

 . (3.5)

We note that this Weyl weight choice is crucial in order to assign to the term Ψ̄Ψ a well-

defined Weyl weight. A conformal coupling term such as RΨ̄Ψ would have mass dimension

5, spoiling conformal invariance.

Promoting σ to a spacetime-dependent function in eq. (3.4), one can then verify the

Weyl invariance of the action in eq. (2.32) by direct calculation, using the non-homogeneus

part of the variation of the spin connection (see eq. (3.3)). One can also check that this is

consistent with eq. (2.38): if we insert ϕ→e−σϕ, we indeed find that χ→e−2σχ.

4 Heat kernel for fermions

4.1 General framework

For a complex field φ, the vacuum functional W is defined by

eiW =

∫
Dφ†Dφ eiSD[φ†, φ] (4.1)

where SD is the classical action specified by a differential operator D. In the bosonic case,

the path integral is evaluated in terms of the functional determinant of the operator D as

iW = − log det(D) (4.2)
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In the fermionic case there are two differencies: first the change of sign in the r.h.s. of (4.2)

due to the Berezin functional integration. Second, there is the difficulty that the Dirac

operator /D is not elliptic after a Wick rotation. This problem can be bypassed by evaluating

the determinant of the square of the Dirac operator and inserting a factor 1/2:

iW =
1

2
log det( /D

2
) (4.3)

In this way the Euclidean version of the squared Dirac operator is elliptic and meets

the requirements needed in order to make the heat kernel computation. In fact, using

anticommutation rules for the product of totally antisymmetric Dirac matrices we find (see

e.g. [44, 45]): (
i /D
)2

= −� +
1

4
R ≡ −4̂ , � = DAD

A . (4.4)

We need to compute the HK with the imaginary time version of the operator 4̂ in eq. (4.4).

To this purpose we decompose it as the flat part 4 plus curved space perturbation δ4:

4̂ = 41 + δ4 , 4 =
(
−2im∂t + ∂2

i

)
. (4.5)

4.2 The flat case

The computation of the HK is performed in imaginary time space. This is realized by the

substitutions

t→ −itE , ∂t → i∂tE , m→ imE . (4.6)

The HK operator of an operator ÔE is defined as

K̂ÔE (s) = exp(sÔE) . (4.7)

We will denote by KÔE the matrix elements

KÔE (s, x, t, x′, t′) = 〈xt|K̂ÔE (s)|x′t′〉 , (4.8)

and by K̃ÔE the diagonal matrix elements

K̃ÔE (s, x, t) = 〈xt|K̂ÔE (s)|xt〉 . (4.9)

In the flat non-relativistic case, with operator 4 in (4.5):

4 =
(
−2im∂t + ∂2

i

)
=

(
−2m

√
−∂2

t + ∂2
i

)
, (4.10)

the heat kernel has been evaluated in [27] and its matrix elements read

K4(s) = 〈xt|es4|x′t′〉 =
1

2π

ms

m2s2 + (t−t′)2
4

1

(4πs)d/2
exp

(
−(x− x′)2

4s

)
. (4.11)

Here a comment is in order: to use the heat kernel machinery with the Schrödinger operator,

we use the formal replacement −2im∂t −→ −2m
√
−∂2

t . This, by itself, does not render
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the Schrödinger operator elliptic, but it makes possible an integral representation in which

the exponential of the Schrödinger operator is written as a sum of exponentials of elliptic

operators, which is precisely what is needed to compute the heat kernel, namely

e−2m
√
−∂2t =

∫ ∞
0

dσ
m√
π

1

σ3/2
e−

m2

σ e−σ(−∂2t ) , (4.12)

This trick was first introduced in [46], although in a different context, and used in [27] to

evaluate the anomaly in the bosonic case. In its essence, this regularization is not different

from the one normally used in the relativistic case to adapt the heat kernel procedure to

fermions: to make elliptic the Dirac operator, one first considers its square, perform the

heat kernel, and then takes the square root of the resulting determinant.

An alternative way to compute the trace anomaly is by the Fujikawa’s method: this

was recently performed in [28], obtaining the same numerical result for the scalar case.

An alternative treatment of the heat kernel procedure, applied to parabolic operators, was

developed in [29], obtaining a results which disagrees with both [27] and [28].

4.3 The curved case

In order to explicitly compute the functional determinant we work in coordinate represen-

tation with scalar product:

〈xt|x′t′〉g =
δ(x− x′)δ(t− t′)

√
g

. (4.13)

In curved background, the HK can be evaluated as a perturbative expansion around (4.11).

The trace of the HK in the coordinate basis can be expanded in powers of s as:

K̃4̂(s) = Tr〈xt|es4̂|xt〉g =
1

sd/2+1

(
a0(4̂) + a2(4̂)s+ a4(4̂)s2 + . . .

)
. (4.14)

This defines the De Witt-Seeley-Gilkey coefficients a2k(4̂) of the problem. In non-

relativistic 2 + 1 dimensional theories, the trace anomaly is proportional to the a4 co-

efficient [27].

It is convenient to introduce a quantum mechanical space, with flat inner product

〈xt|x′t′〉 = δ(x− x′)δ(t− t′) , (4.15)

and, for any operator Ô, to define the operator M̂Ô such that

〈xt|Ô|x′t′〉g = 〈xt|M̂Ô|x
′t′〉 . (4.16)

Thus, one introduces and “effective” operator M̂Ô that keeps track of the metric in the

inner product. In our case, if Ô = 4̂ = �− 1
4R, then

〈xt|M̂ |x′t′〉 = g1/4(x, t)

(
�x,t −

1

4
R

)[
g−1/4(x, t)δ(x− x′)δ(t− t′)

]
. (4.17)

In this way we can expand the trace of the HK as

K̃M̂ (s) = Tr 〈xt|esM̂ |xt〉 =
1

sd/2+1

[
a0(M̂) + s a2(M̂) + s2a4(M̂) + . . .

]
≡ √gK̃4̂(s) .

(4.18)
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4.4 A specific perturbation of flat spacetime

To proceed, we specialize to a particular perturbation of flat spacetime:

nµ =

(
1

1− η(xi)
, 0, 0

)
, vµ =

(
1− η(xi), 0, 0

)
, hij = δij , Aµ = 0 . (4.19)

Also we remind that the spatial frame field is a Kronecker delta:

eai = eia = δia . (4.20)

For simplicity, we choose η independent from the time coordinate. The non-vanishing

components of the spin connection and Cristoffel symbols are:

ω −
(M)

+a =
1

2

∂aη

1− η
, ωµ −

(A)
+
(A)

= − 1

2
δµi

∂iη

1− η
, ωµ −

(A)
a =

1

2
δµ+

∂aη

(1− η)2
,

Γ−µ− =
1

2
δµi

∂iη

1− η
, Γρµ− = − 1

2
δµ+δ

ρi ∂iη

(1− η)2
, Γρµν =

1

2
δρ+δµ+δνi

∂iη

1− η
.

(4.21)

The imaginary time version of operator M̂Ô is obtained by using eq. (4.6):

g1/4

(
�− 1

4
R

)
E

g−1/4Ψ =

=

[
−2im1 + 2imη 1 +

i

2
(∂aη)γ+a

]
∂tΨ +

[
−1

2
(∂aη)γ−+ − 1

2
η(∂aη)γ−+

]
∂aΨ

+

[
1

8
(∂aη)2 1− 1

4
∂2ηγ−+− 1

4
η(∂2η)γ−+− 1

4
(∂aη)2γ−+− 1

2
m(∂aη)γ−a− 1

2
mη(∂aη)γ−a

]
Ψ

+

[
1

16
(∂aη)21 +

1

16
(∂aη)(∂bη){γ−a, γ+b}

]
Ψ + ∂2Ψ . (4.22)

We will need the matrix elements of M̂ in coordinate representation; to this purpose,

it is useful to use the following decomposition:

〈xt|M̂ |x′t′〉 =〈xt|
[
4 1 + P (x)δ(x− x′)δ(t− t′) + S(x)

√
−∂2

t δ(x− x′)δ(t− t′)

+ ai(x) ∂iδ(x− x′)δ(t− t′)
]
|x′t′〉 ,

(4.23)

where

P (x) =
3

16
(∂iη)2 1− 1

4
(∂2η)γ−+ − 1

4
η(∂2η)γ−+ − 1

4
(∂iη)2γ−+

− 1

2
m(∂iη)γ−i − 1

2
mη(∂iη)γ−i +

1

16
(∂iη)(∂jη){γ−i, γ−j} ,

S(x) = 2mη 1 +
1

2
(∂iη)γ+i ,

ai(x) = −1

2
(∂iη)γ−+ − 1

2
η(∂iη)γ−+ .

(4.24)
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A more explicit form is:

P (x) =


P11(x) 0 0 0

P21(x) P22(x) 0 0

0 0 P22(x) P32(x)

0 0 0 P11(x)

 , (4.25)

where

P11(x) =
5

16
(∂iη)2 +

1

4
(∂2η) +

1

4
η(∂2η) ,

P22(x) = − 3

16
(∂iη)2 − 1

4
(∂2η)− 1

4
η(∂2η) ,

P21(x) =

√
2

2
m [(∂1 + i∂2)η + η(∂1 + i∂2)η] ,

P32(x) =

√
2

2
m [(−∂1 + i∂2)η + η(−∂1 + i∂2)η] .

(4.26)

Moreover:

S(x) =


S11(x) S12(x) 0 0

0 S11(x) 0 0

0 0 S11(x) 0

0 0 S43(x) S11(x)

 , (4.27)

where

S11(x) = 2mη , S12(x) =

√
2

2
(∂1 − i∂2)η , S43(x) = −

√
2

2
(∂1 + i∂2)η , (4.28)

and:

ai(x) = a11(x)


1 0 0 0

0 −1 0 0

0 0 −1 0

0 0 0 1

 , a11(x) =
1

2
(∂iη) +

1

2
η(∂iη) . (4.29)

4.5 Perturbative expansion

The next task is to obtain the De Witt-Seeley-Gilkey expansion of the HK operator, in

order to find the a4 coefficient and then the trace anomaly. We will split M̂ in a free part

plus a perturbation V̂ :

〈xt|M̂ |x′t′〉 = 〈xt| 4 1 + V̂ |x′t′〉 = g1/4 (41 + δ4)
[
g−1/4δ(x− x′)δ(t− t′)

]
. (4.30)

We can expand perturbatively the HK as a Dyson series:

K̂M̂ (s) = exp
[
s
(
41 + V̂

)]
=
∞∑
n=0

K̂n(s) , (4.31)

where the terms of the sum are

K̂n(s) =

∫ s

0
dsn

∫ sn

0
dsn−1· · ·

∫ s2

0
ds1 e

(s−sn)41V̂ e(sn−sn−1)41V̂ . . . e(s2−s1)41V̂ es141 .

(4.32)
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Since we are perturbing around flat space, from [27] we have

K4(s) = 〈xt|es41|x′t′〉 =
1

2π

ms

m2s2 + 1
4(t− t′)2

1

(4πs)d/2
exp

[
−(x− x′)2

4s

]
1 , (4.33)

which gives

K̃4(s) = Tr〈xt|es41|xt〉 =
2

m(4πs)d/2+1
Tr(1) =

8

m(4πs)d/2+1
. (4.34)

4.5.1 Single insertion

At the first order the Dyson series is

K1(s) =

∫ s

0
ds′ 〈xt|e(s−s′)4V̂ es

′4|x′t′〉 . (4.35)

According to eq. (4.23), we can decompose the expression as

K1(s) = K1P (s) +K1S(s) +K1ai(s) = Tr

∫ s

0
ds′ 〈xt|e(s−s′)4P (x)es

′4|x′t′〉

+ Tr

∫ s

0
ds′ 〈xt|e(s−s′)4S(x)

√
−∂2

t e
s′4|x′t′〉

+ Tr

∫ s

0
ds′ 〈xt|e(s−s′)4ai(x)∂ie

s′4|x′t′〉 .

(4.36)

The contribution K1ai(s) contains an implicit sum over the index i.

Note that we also introduced in the expression the trace operation, since we are now

dealing with squared matrices and the heat kernel expansion required a trace over the

operator considered.

We can use the following results from appendix A of [27]:

K̃1P =
2

m(4πs)d/2+1
Tr

(
sP +

1

6
s2∂2

xP + . . .

)
, (4.37)

K̃1S =
2

m(4πs)d/2+1
Tr

(
S

2m
+

s

12m
∂2S +

s2

120m
∂4S + . . .

)
. (4.38)

Moreover the contribution K̃1ai due to ai is the sum of the trace of various terms propor-

tional to the derivatives of ai; these terms have all zero trace and so K̃1ai = 0.

4.5.2 Double insertion

At the second order the heat kernel expansion is

K2(s) =

∫ s

0
ds′
∫ s′

0
ds′′ 〈xt|e(s−s′)4V̂ e(s′−s′′)4V̂ es

′′4|x′t′〉 . (4.39)

K2 splits into the sum of several contributions:

K2(s) =
∑
X

K2X(s) = K2PP (s) +K2SS(s) +K2PS(s) +K2SP (s) +K2aiaj (s)

+K2aiP (s) +K2Pai(s) +K2aiS(s) +K2Sai(s) , (4.40)

where in each contribution there is an implicit sum over the indices i, j.
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We can use the following results from appendix B of [27]:

K̃2PP =
2

m(4πs)d/2+1
Tr

(
s2

2
P (x)2 + . . .

)
, (4.41)

K̃2SS =
2

m(4πs)d/2+1
Tr

(
S2

4m2
+

s

12m2
S∂2S +

s

24m2
∂kS∂kS +

s2

120m2
S∂4S

+
s2

144m2
∂2S∂2S +

s2

60m2
∂i∂

2S∂iS +
s2

180m2
∂ijS∂ijS + . . .

)
, (4.42)

K̃2PS = K̃2SP =
1

m(4πs)d/2+1
Tr

(
s

2m
SP+

s2

12m
S∂2P+

s2

12m
∂2SP+

s2

12m
∂iS∂iP+. . .

)
.

(4.43)

For the remaining terms, the calculation is performed in appendix C:

K̃2ajai =
2

m(4πs)d/2+1
Tr

[
−s

4
aiai −

s2

24
(∂jai)(∂iaj)

+
s2

8
(∂iai)(∂jaj)−

s2

12
ai(∂

2ai)−
s2

24
(∂iaj)

2 + . . .

]
, (4.44)

K̃2aiP =
2

m(4πs)d/2+1
Tr

(
−s

2

3
P (∂iai)−

s2

6
(∂iP )ai + . . .

)
, (4.45)

K̃2Pai =
2

m(4πs)d/2+1
Tr

(
s2

6
ai(∂iP )− s2

6
(∂iai)P + . . .

)
. (4.46)

The expressions for K̃2aiS , K̃2Sai involve traces of matrix products of the kind

Tr ∂kai(x)∂lS(x) ,

but these all vanish due to the structure of the matrices ai, S, whose entries sit in orthogonal

subspaces.

4.5.3 Results

Summing the contribution from the single and double insertions, we find a4 up to the

second order in η, for d = 2:

√
ga4(4̂) =

2

m(4π)2

[
1

15
∂4η +

2

15
η(∂4η) +

13

30
(∂iη)(∂i∂

2η) +
1

9
(∂2η)2 +

31

180
(∂ijη)2

]
.

(4.47)

We should then express the result in terms of curvature invariants. Up to the second order

in η, the curvature combinations entering the anomaly are given by:

√
gD2R = −2∂4η − 4η(∂4η)− 13(∂iη)(∂i∂

2η)− 2(∂2η)2 − 7(∂ijη)2 ,

√
gE4 = 2(∂2η)2 − 2(∂ijη)2 ,

√
gW 2 =

1

3
(∂2η)2 . (4.48)

In our conventions the Euler density E4 and the square of the Weyl tensor W 2 are, in term

of the Riemann and Ricci tensor of the null reduction metric eq. (2.4):

E4 = R2
ABMN − 4R2

AB +R2 , W 2
ABMN = R2

ABMN − 2R2
AB +

1

3
R2 . (4.49)
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Since we are studying a Weyl-invariant operator, we know from the Wess-Zumino

consistency conditions that the R2 term cannot enter the anomaly. We can then write the

result as:

a4( /D
2
E) =

1

8mπ2

(
11

360
E4 −

1

20
W 2 − 1

30
D2R

)
. (4.50)

The trace anomaly then can be computed as follows:

A = −1

2
a4( /D

2
E) . (4.51)

5 Conclusions

In this paper we checked that the action of a non-relativistic spin 1/2 fermion coupled

to NC geometry is Weyl invariant. Then the trace anomaly was computed using the HK

method; the result is for a fermionic spin doublet:

A = T ii − 2T 0
0 =

(
−aE4 + cW 2 + bR2 + a′D2R

)
+ . . . . (5.1)

where

a =
1

8mπ2

1

360

11

2
, c =

1

8mπ2

9

360
, b = 0 , a′ =

1

8mπ2

6

360
, (5.2)

and the dots stand for possible additional terms, both higher derivatives and of the kind

discussed in [28], which violate the Milne boost symmetry.

Up to an overall 1/m multiplicative factor, the anomaly coefficients turn out to be

proportional to the ones of a relativistic Dirac fermion in 4 dimensions. A similar nu-

merical coincidence happens also in the scalar case [27], where the value of the anomaly

coefficients is:

a =
1

8mπ2

1

360
, c =

1

8mπ2

3

360
, b =

1

8mπ2

1

2

(
ξ − 1

6

)2

, a′ =
1

8mπ2

1− 5ξ

30
, (5.3)

where ξ is the parameter multiplying the conformal coupling.

It is natural to conjecture that an analog of the a-theorem may hold for the E4 co-

efficient of Schrödinger-invariant theories in 2 + 1 dimensions. For example, in the case

where both the elementary and the composite degrees of freedom would be free scalars and

fermions with spin 1/2, it would imply that

aUV ∝
UV∑

scalars

1

m
+

11

2

UV∑
fermions

1

m
≥

IR∑
scalars

1

m
+

11

2

IR∑
fermions

1

m
∝ aIR . (5.4)

In Galilean-invariant theories the mass is a conserved quantity and the mass of a bound

state is equal to the sum of the masses of the elementary constituents: no bound-state

contribution to the mass is present as in the relativistic case. As proposed in [27], the

1/m dependence is consistent with the intuition that bound states form in the infrared: as

energy is added bound states tend to be broken.

Several interesting problems require further investigation:
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• Some new anomaly terms were computed in [28] using Fujikawa approach; they are

present when a non-trivial background U(1) gauge field is added and they violate

Milne boost symmetry. Wess-Zumino consistency conditions for these new terms

should be studied and the computation should be checked using HK method.

• The relation between the anomaly coefficients and the correlation functions of the

energy-momentum tensor multiplet should be clarified. In the case of vacuum cor-

relation function, these correlators have support just at coincident points. It would

be interesting to check if the anomaly coefficients can be related to the form of the

finite-density correlators evaluated at separated points.

• The relation between the anomaly and the dilaton effective action should be investi-

gated; in the relativistic case, this leads to a proof of the a-theorem [14]. The study

of non-relativistic dilaton was initiated in [47].

• It would be interesting to attempt a perturbative proof using Osborn’s local renor-

malization group approach; this was initiated in [26]. The main missing ingredient to

the proof is to control the positivity of some anomaly coefficients whose relativistic

analog turn out to be proportional to the Zamolodchikov metric. Local renormaliza-

tion group for Lifshitz theories was studied in [48].

• In the relativistic supersymmetric case, there is a powerful relation between the trace

anomaly coefficients and R-charges [49]; it would be interesting to check if a sim-

ilar relation exists also in the non-relativistic case. The supersymmetric local RG

approach as in [50] might be a convenient way to investigate these issues. Newton-

Cartan supergravity was studied in [51].

• The anomaly coefficients for anyons coupled to NC backgrounds should be computed.

This may be interesting for condensed matter applications, as the quantum Hall effect.

A Sigma and gamma matrices with light-cone indices

We use the standard conventions:

σA = (1, σα) , σ̄A = (−1, σα) (A.1)

It is useful to write the explicit expressions in lightcone indices:

• Sigma matrices in 4 dimensions

σ± =
1√
2

(σ3 ± σ0) , σ̄± =
1√
2

(σ̄3 ± σ̄0) ,

σ− =
√

2

(
0 0

0 −1

)
, σ+ =

√
2

(
1 0

0 0

)
,

σ̄− =
√

2

(
1 0

0 0

)
, σ̄+ =

√
2

(
0 0

0 −1

)
,

σ1 = σ̄1 =

(
0 1

1 0

)
, σ2 = σ̄2 =

(
0 −i
i 0

)
, (A.2)
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The Lorentz generators are then:

σAB =
1

2

(
σAσ̄B − σBσ̄A

)
, (A.3)

which gives:

σ−1 = − 1√
2

(σ1 − iσ2) =
√

2

(
0 0

−1 0

)
, σ−2 = − 1√

2
(σ2 + iσ1) =

√
2i

(
0 0

−1 0

)
,

σ+1 =
1√
2

(σ1 + iσ2) =
√

2

(
0 1

0 0

)
, σ+2 = − 1√

2
(iσ1 − σ2) =

√
2i

(
0 −1

0 0

)
,

σ−+ = − σ3 =

(
−1 0

0 1

)
, σ12 = iσ3 =

(
i 0

0 −i

)
. (A.4)

• Gamma matrices in 4 dimensions

γ− =
1√
2

(γ3 − γ0) =
√

2


0 0 0 0

0 0 0 −1

1 0 0 0

0 0 0 0

 , γ+ =
1√
2

(γ3 + γ0) =
√

2


0 0 1 0

0 0 0 0

0 0 0 0

0 −1 0 0

 ,

γ1 =

(
0 σ1

σ1 0

)
, γ2 =

(
0 σ2

σ2 0

)
, (A.5)

The Lorentz generators are:

γAB =
1

2
[γA, γB] , (A.6)

which gives:

γ−+ =


−1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 −1

 , γ−1 =


0 0 0 0

−
√

2 0 0 0

0 0 0
√

2

0 0 0 0

 , γ−2 =


0 0 0 0

−
√

2i 0 0 0

0 0 0 −
√

2i

0 0 0 0

 ,

γ+1 =


0
√

2 0 0

0 0 0 0

0 0 0 0

0 0 −
√

2 0

 , γ+2 =


0 −
√

2i 0 0

0 0 0 0

0 0 0 0

0 0 −
√

2i 0

 . (A.7)

B Spin connection

The explicit expression for the spin connection is:

ωMAB =
1

2

[
eNA (∂MeNB − ∂NeMB)− eNB (∂MeNA − ∂NeMA)

−eNAePB (∂NePC − ∂P eNC) eCM
]
. (B.1)
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We thus obtain the components:

ω −
(M)

AB = −1

2
eµAe

ν
BF̃µν , ωµ −

(A)
A = −1

2
eνAF̃µν ,

ωµ +
(A)

a =
1

2
vν
(
∂µe

a
ν − ∂νeaµ

)
− 1

2
eνaFµν

−1

2
vνeρa

[
AµF̃νρ + nµFνρ + ebµ

(
∂νe

b
ρ − ∂ρebν

)]
,

ωµab =
1

2
eνa

(
∂µe

b
ν − ∂νebµ

)
− 1

2
eνb
(
∂µe

a
ν − ∂νeaµ

)
−1

2
eνae

ρ
b

[
AµF̃νρ + nµFνρ + ecµ

(
∂νe

c
ρ − ∂ρecν

)]
. (B.2)

Note that ω −
(M)
−B = 0.

C Some double insertion contributions to the Heat Kernel

Here we consider contributions of the form K2X1X2(s), where

X1 = {P (x1), ai(x1)} , X2 = {P (x2), aj(x2)} . (C.1)

whose explicit expression is:

K2X1X2(s) =

∫ s

0
ds2

∫ s2

0
ds1

〈x′t′|e−(s−s2)4|x2t2〉X̂2〈x2t2|e−(s2−s1)4|x1t1〉X̂1〈x1t1|e−s1∆|xt〉 , (C.2)

where

X̂1 = {P (x1), ai(x1)∂x1,i} , X̂2 = {P (x2), aj(x2)∂x2,j} . (C.3)

The quantity K2PP was already computed in [27].

We can split the integration as follows:

K2X1X2(s) =

∫ s

0
ds2

∫ s2

0
ds1

1

(4π(s− s2))d/2
1

(4π(s2 − s1))d/2
1

(4πs1)d/2
ΞX1X2 Θ , (C.4)

where ΞX1X2 and Θ correspond to the space and time integrals, respectively. It is useful

to Fourier transform:

ΞX1X2 =

∫
ddk1

(2π)d/2
ddk2

(2π)d/2
Ξ̃X1X2 , (C.5)

and to introduce:

Υ = exp

(
ik1x1 + ik2x2 −

(x′ − x2)2

4(s− s2)
− (x2 − x1)2

4(s2 − s1)
− (x1 − x)2

4s1

)
. (C.6)
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The Fourier transforms of the space part of the integrals are:

Ξ̃PP =

∫
dx1

∫
dx2ΥP (k1)P (k2) ,

Ξ̃aiP = −∂x,i
[∫

dx1

∫
dx2Υai(k1)P (k2)

]
,

Ξ̃Paj =

∫
dx1

∫
dx2

[
−(x2 − x1)j

2(s2 − s1)

]
ΥP (k1)aj(k2) ,

Ξ̃aiaj = −∂x,i
[∫

dx1

∫
dx2

[
−(x2 − x1)j

2(s2 − s1)

]
Υai(k1)aj(k2)

]
, (C.7)

where P (k) and ai(k) are the Fourier transform of P (x) and ai(x). The two basic inte-

grals give:

Ξ̃PP = (4π)d
(
s1(s− s2)(s2 − s1)

s

)d/2
× exp

(
ik1s1x

′

s
+
ik2s2x

′

s
− ik1s1x

s
− ik2s2x

s
+
k2

1s
2
1

s
+
k2

2s
2
2

s
− k2

1s1

−2k1k2s1 − k2
2s2 +

2k1k2s1s2

s
+ ik1x+ ik2x−

x2

4s
+
xx′

2s
− (x′)2

4s

)
P (k1)P (k2) ,

Ξ̃Paj = exp

(
ik1s1x

′

s
+
ik2s2x

′

s
− ik1s1x

s
− ik2s2x

s
+
k2

1s
2
1

s
+
k2

2s
2
2

s
− k2

1s1

−2k1k2s1 − k2
2s2 +

2k1k2s1s2

s
+ ik1x+ ik2x+

xx′

2s
− (x′)2

4s
− x2

4s

)

×(4π)d
(
s1 (s1 − s2) (s2 − s)

s

)d/2 (ik1s1 + ik2s2 − ik2s+ x−x′
2

)
i

s
P (k1)aj(k2) .

The expressions for Ξ̃aiP and Ξ̃aiaj can be obtained differentiating Ξ̃PP and Ξ̃Paj with

respect to xi. The time part gives:

Θ =
1

(2π)3

∫
dt1

∫
dt2

m(s− s2)

m2(s− s2)2 + (t2−t′)2
4

m(s2 − s1)

m2(s2 − s1)2 + (t2−t1)2

4

ms1

m2s2
1 + (t1−t)2

4

=
1

π

2ms

4m2s2 + (t− t′)2 . (C.8)

Combining all the expressions and specializing to x = x′, t = t′, we find eqs. (4.44)–(4.46).
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