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Exhaustive relabeling experiments for biomarker selection, Ludwig Lausser,
Alexander Groll, and Hans A. Kestler.

8/10 12:35 - 14:15 SP47: Methods of data analysis and statistical measures in the social sciences -
Chair: Theodore Chadjipantelis (Room F)

Optimal model-based clustering with multilevel data, Fulvia Pennoni,
Francesco Bartolucci, and Silvia Bacci.

A comparison of different applications of functional linear discriminant
analysis, Sugnet Lubbe.

Changes in the gendered division of labor and women's economic
contributions within Japanese couples, Miki Nakai,

Determining the similarity index in electoral behavior analysis: An issue
voting behavioral mapping, Theodore Chadjipantelis and Georgia
Panagiotidou.



Title: Optimal model-based clustering with multilevel data
Authors: Silvia Bacci, Francesco Bartolucci, Fulvia Pennoni
Track: Methods of Data Analysis and Statistical Measures in the social sciences (5P08)

In many contexts, sample units are clustered in groups according to a certain criterion, for instance
employees in firms, students in classes, or patients in hospitals. These data are analyzed by
multilevel models (Goldstein, 201 1) and have important applications in the evaluation of public
services, particularly in education and health. For instance, it may be of interest to make
comparisons between schools or classes at national and international level on the basis of the
students’acquired knowledge. Accountability systems in education have been promoted in the
statistical literature mainly since the 90°s by Goldstein and Spiegelhalter (1996), who supported the
idea that the performance monitoring approach may improve efficiency.

In this work, we focus on models in which the multitevel structure is accounted for by a
hierarchical set of discrete latent variables, even in the presence of multivariate responses; these
latent variables are used to represeat the unobserved heterogeneity between clusters (i.e., groups) of
units and between units in each cluster, extending the Latent Class (LC) approach (Lazarsfeld and
Henry, 1968) to the multilevel setting. In particular, two cases are of interest. The fisst is when the
observed outcomes are polytomous, as they correspond to item responses, and data are collected at
the same time occasion. This approach has been applied by many authors in the educational context,
see among others Vermunt (2008) and Gnaldi et al. (2016). The second case of interest is when the
data have a longitudinal dimension and heterogeneity between units is represented in a dynamic
fashion by a Latent Markov (LM) chain, as proposed in Bartolucci et al. (2011); see also Bartolucci
et al. (2013).

While maximum likelihood estimation through the Expectation-Maximization algorithm
(Dempster et al. 1977) of the models mentioned above is already well established, an issue that still
deserves attention is that of predicting the latent variables at cluster and individual level on the basis
of the observed data. In the LC literature, the Maximum A-Posteriori (MAP) approach is commonly
used for this aim; for each iatent variable, it consists in selecting the value having the highest
posterior probability, which corresponds to the conditional distribution of this variable given the
observed data. For the models at issue, the MAP approach may be applied in two different ways: (i)
the latent variables at cluster and unit levels are separately dealt with for each cluster and unit; (ii)
we first predict the latent variable for each cluster and then we predict each individual-specific
latent variable (or variables in longitudinal case) conditional on the value predicted for the
corresponding cluster-ievel latent variable. Both approaches may lead to suboptimal predictions, in
the sense that the predictions may not correspond to the MAP probability of alf latent variables. A
similar problem exists in the LM model literature, where the sequence of latent states predicted by
the local decoding method may not correspond to the MAP sequence of latent states that may be
found by the global decoding method (Viterbi, 1967, Juang and Rabiner, 1991).

We propose an alternative rule for the posterior classification that jointly considers individuals
and groups. More in detail, the proposed rule is built by formulating the multilevel LC model in
terms of an LM model (Bartolucci et al. 2013) and, then, considering a suitable adaptation of the
Viterbi algorithm. The Viterbi algorithm applied in the hidden Markov literature has the advantage
to have a linear complexity since it consists in finding the most likely sequence of latent classes on
the basis of a forward and a backward recursion. The involved quantities may be interpreted as
posterior probabilities by which we allocate each individual and cluster of individuals to a latent
class.

To illustrate the proposed approach, we show the results of some applications related to two
educational effectiveness studies by considering data collected with the purpose to assess
differences in the education level. The first dataset is a collection of measures related to the entire
Italian population of schools and classes at the end of the compulsory education period (having at



least 10 years of education). These Italian data have been collected by the National Institute of
Evaluation of the Educational System of Instruction and Training (INVALSI). They refer to the
competences assessed in 2009 by a set of multiple choice items which are dichotomously scored
and concern Italian reading and grammar and mathematics; the student gender is available as well
as the geographical location of the school.

Another type of measurement on reading, mathematics, and science competences has been
collected on the large-scale assessment surveys TIMSS (Trends in International Mathematics and
Science Study) and PIRLS (Progress in International Reading Literacy Study). The surveys have
been conducted in 2011 according to a sampling design that also accounts for the geographical area.
We consider the achievement scores at the fourth grade when the Italian pupils are 9 to 10 years
old. They have been related to a set of covariates collected by the background parents’
questionnaires and by the principals’ questionnaire of the schools (see also Grilli et al. 2016). The
data are released according to five achievement scores for each subject and their variability should
be due to the estimation process. These scores known as plausible values (Von Davier and
Sinharay, 2013) result from the expected quantities calculated by the E step of the EM algorithm
and they are an approximation of the conditional distribution of proficiency when the generalized
partial credit model (Muraki, 1992} is used to estimate the performance of examinee subgroups.
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