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SUMMARY

Glioblastoma is the most common primary malignant brain tumour in the adult
population. Despite multimodality treatment with surgery, radiotherapy and
chemotherapy, outcomes are very poor, with less than 15% of patients alive after
two years. Increasing evidence suggests that Glioma stem cells (GSCs) are likely
to play an important role in the biology of this disease and are involved in treatment
resistance and tumour recurrence following standard therapy.

GSCs are characterized by enhanced self-renewal, highlighted by the expression of
stem cell markers, such as CD133 and Nestin, elevated invasive behaviour, chemo
and radiotherapy resistance, and the ability to generate multi-lineage progenities. A
typical feature of GSCs is also the elevated chromosomal instability (CIN): they are
characterized by various numerical and structural aberrations, deletions,
amplification and loss of heterozygosity. A variety of alterations have been proposed
as being responsible for CIN, including defects in genes involved in the regulation
of the mitotic machinery, such as the Aurora Kinases, making them a promising
therapeutic target for GSCs depletion.

My thesis address two main aspects of this research area, aiming at the
identification of new GSCs-targeted therapeutic strategies for GBM complete
eradication.

In the first part of my project | investigated the effect of Danusertib, a pan-Aurora
kinases inhibitor on 5 GSC lines isolated from glioblastoma patients, previously
characterized in our laboratory from a cytogenomic and epigenomic point of view.
Results showed that response to Danusertib exposure was heterogeneous among
GSC lines. Some of them were more sensitive to subtle changes in Aurora kinases
activity, which result in huge morphological alterations, a rapid increase in polyploidy
and subsequently in senescence, with a consistent reduction in clonogenic survival
and proliferation. Interestingly | also observed that the more resistant cell lines
showed an increase in ploidy and senescence after repeated rounds of Danusertib
exposure, suggesting that there could be the presence of an intolerable ploidy
threshold that leads cells to senescence.

In the second part of my thesis | presented some preliminary results | achieved in
Dr Hochegger's lab (Genome Damage and Stability Center, University of Sussex,
Brighton, UK), where | took part in a project aimed on setting up CrispR/Cas9
mediated GFP or RFP-tagged CD133 (PROM1 gene) and Nestin (NES gene)
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glioma stem cell lines in order to look, with live cell imaging techniques, for signs for
asymmetric cell division, by which a single GSC would be able to both maintain a
pool of self-renewing stem cells and produce differential progeny, using live cell
imaging.

The biological significance of asymmetric or symmetric division modes is not yet
fully understood, but improved understanding of this phenomenon may lead to the
development of preventative treatments or improved therapeutic options for brain
tumour patients through the identification of novel targets that are involved in the

control of asymmetric cell division in human brain tissue.
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Chapter 1

Introduction

Chromosomal instability in Glioma Stem Cell lines from Glioblastoma
multiforme: implications for new therapeutic strategies



Chapter 1: Introduction

1.1 GLIOMAS

Primary malignant central nervous system (CNS) tumours represent about 2% of all
cancers but account for a disproportionate rate of morbidity and mortality. Malignant
CNS tumours are the leading cause of death from solid tumours in children and the
third leading cause of cancer-related death for adolescents and adults aged 15 to
34 years. [1]

According to the European Cancer Observatory (http://eco.iarc.fr/), 57099 new
cases of primary brain and central nervous system tumours were diagnosed by the
end of 2012. The incidence of brain tumours is 6.6 per 100,000 person-years, with
approximately half being histologically benign. However, even benign tumours, if
not amenable to excision or radiation therapy, can be fatal as a result of progressive
growth in the closed space of the skull.

Primary CNS tumours comprise a diverse range of pathological entities, each with
a distinct natural history. They may be classified as nonglioma and glioma
neoplasia. The first ones are not so frequent and consist of typically benign tumours,
such as meningiomas and pituitary adenomas, as well as malignant tumuors, such
as primitive neuroectodermal tumours (medulloblastomas), primary CNS
lymphomas, and the rarely occurring CNS germ cell tumours.

Glioma account for approximately 70% of all brain tumours. The annual incidence
of malignant gliomas is approximately 5 cases per 100,000 people. [2]

No underlying cause has been identified for the majority of malignant gliomas. The
only established risk factor is exposure to ionizing radiation. Evidence for an
association with head injury, foods containing N-nitroso compounds, occupational
risk factors, and exposure to electromagnetic fields is inconclusive. [3]

Genetic predisposition to CNS tumours appears relatively uncommon, although
gliomas may be inherited as a part of several familial diseases. Specifically,
germline mutation of some known tumour-suppressor genes characterizes several
genetic syndromes that carry an increased incidence of developing brain tumours:
type 1 neurofibromatosis (mutation of NF7), Turcot syndrome (mutation of APC),
basal cell nevus (or Gorlin) syndrome (mutation of PTCH), and LiFraumeni
syndrome (mutation of TP53 or CHEK?2) are associated with the greatest risk of

brain tumours. [4]
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Malignant gliomas are heterogeneous and they have been for long time classified
histologically, immunohistochemically, and/or ultrastructurally as astrocytomas,
oligodendrogliomas and ependymomas, exclusively based on the type of glial cells
they are most similar to. They have been further graded on a WHO consensus-
derived scale of | to IV, with higher grades corresponding to more aggressive
tumors, according to their degree of malignancy as judged by various histological
features, such as nuclear atypia, cells density, vascular proliferation degree and
necrosis, accompanied by genetic alterations [5]. Tumour grade is a key factor in
the clinical setting influencing the choice of therapies, particularly determining the
use of adjuvant radiation and specific chemotherapy protocols.

Astrocytomas are the most frequent type of brain tumours accounting for 80% of
gliomas. They develop from astrocytes and are characterised by heterogeneous
morphology, biologic behaviour and clinical course. [6]

According to the WHO classification system, grade 1 astrocytomas such as pilocytic
astrocytoma are typically benign lesions with low proliferative potential and
generally does not tend to evolve into higher-grade tumours. Diffuse astrocytoma
(WHO grade 1) is a well-differentiated, slowly growing tumour, but it is also generally
infiltrative and may tend to progress to higher grade of malignancy, such as
anaplastic astrocytoma (grade Ill). Anaplastic astrocytoma is characterized by focal
or diffuse anaplasia, increased cellularity, nuclear atypia and mitotic activity. Grade
4 astrocytomas (Glioblastoma multiforme) have also evidence of endothelial
proliferation and/ or tumour necrosis. [5]

For the past century, the classification of brain tumours has been based largely on
concepts of histogenesis that tumours can be classified according to their
microscopic similarities with different putative cells of origin and their presumed
levels of differentiation. However, the 2016 World Health Organization Classification
of Tumours of the Central Nervous System used “integrated” [7] phenotypic and
genotypic parameters for CNS tumour classification adding a level of objectivity that
has been missing from some aspects of the diagnostic process in the past. This
additional objectivity may yield more biologically homogeneous and narrowly
defined diagnostic entities than in prior classifications, which in turn should lead to
greater diagnostic accuracy as well as improved patient management and more
accurate determination of prognosis and treatment response.

Indeed, glial tumours can now be in diffuse and circubscribed lesions based not only
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on their growth pattern and behaviours, but also more pointedly on the shared
genetic driver mutations in the IDH1 and IDH2 genes. From a pathogenetic point of
view, this provides a dynamic classification that is based on phenotype and
genotype; from a prognostic point of view, it groups tumours that share similar
prognostic markers; and from the patient management point of view, it guides the
use of therapies (conventional or targeted) for biologically and genetically similar
entities. In this new classification, the diffuse gliomas include the WHO grade Il and
grade Il astrocytic tumours, the grade Il and Il oligodendrogliomas, the grade IV
glioblastomas, as well as the related diffuse gliomas of childhood (see below). This
approach leaves those astrocytomas that have a more circumscribed growth
pattern, lack IDH gene family alterations and frequently have BRAF alterations
(pilocytic astrocytoma, pleomorphic xanthastrocytoma) or TSC1/TSC2 mutations
(subependymal giant cell astrocytoma) distinct from the diffuse gliomas. In other
words, diffuse astrocytoma and oligodendrogliomas are now nosologically more
similar than are diffuse astrocytoma and pilocytic astrocytoma; the family trees have

been redrawn (Fig. 1.1). [7]

Histology Astrocytoma Oligoastrocytoma Oligoedendroglioma Glioblastoma
| J |

N —— a
‘ /l\

I 1

Dl shatis IDH mutant IDH wild-type : IDH mutant 1DH wild-type
1
1
L
| Glioblastoma, IDH mutant l

1p/19q and' ATRX loss*® - 1

other genetic P53 mutation® 1p/19q codeletion i

parameters GEll - S : | Glioblastoma, IDH wild-type l
I

| i
1
1
Diffuse astrocytoma, IDH mutant Sttt -
]
Oligodendroglioma, IDH mutant and 1p/19q codeleted Genetic testing not done
or inconclusive

After exclusion of other entities:
Diffuse astrocytoma, IDH wild-type
Oligodendroglioma, NOS

G -

Diffuse astrocytoma, NOS
Oligodendroglioma, NOS
Oligoastrocytoma, NOS

* =characteristic butnot
Glioblastoma, NOS

required for diagnosis

Figure 1.1 A simplified algorithm for the classification of the diffuse gliomas based on
histological and genetic features. A caveat to this diagram is that the diagnostic “flow” does not
necessarily always proceed from histology first to molecular genetic features next, since molecular
signatures can sometimes outweigh histological characteristics in achieving an “integrated”
diagnosis. [7]
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1.2 GLIOBLASTOMA MULTIFORME

Glioblastoma multiforme (GBM) is a grade IV astrocytoma (WHO grade) and the
most common and malignant of the primary brain tumours. It accounts for 12-15%
of all brain tumours and 50- 60% of astrocytomas. Although GBM incidence is less
than 10 to 100000, the median survival of a little over 1 year from diagnosis makes
it a considerable public health issue [8, 9]. GBM may present itself at any age, but
typically affects adults, with increasing incidence until aged 85 and above. The
median age at diagnosis is 64 years, with more than 80 % of diagnosed glioblastoma
patients being older than 55 years and only 1 % younger than 20 years. Males are
more commonly affected, with an incidence rate almost 1.6 times higher than in
females [10]. GBM usually appears as an irregular mass in the subcortical white
matter of the cerebral hemispheres and frequently extend across the border of the
frontal lobe into the temporal lobe. Typically, it is a unilateral tumour but, sometimes,
its infiltration progresses into the adjacent cortex and, through the corpus callosum,
crosses the midline into the contralateral hemisphere producing the typical
“butterfly” shape. The tumour mass is poorly delineated and heterogeneous. Highly
proliferating cancer cells are usually found in the peripheral, hypercellular zone of
the tumour, whereas the central tumour area mainly consists of necrotic tissue,
comprising up to 80% of the total tumour mass. Histopathologically, the lesions
typically exhibit cellular hyperplasia in the peripheral zones harboring cancer cells
with atypical nuclei, increased mitotic activity, cellular pleomorphism and poor
stages of differentiation. A diagnostic feature of glioblastoma multiforme is the
presence of areas with vascular hyperplasia, necrosis or both in the tumour tissue
[11, 12]. (Fig. 1.2)

A \i‘.éfi' “fﬁ; ‘&‘
5""“"“.’4’,3.‘::

Figure 1.2 Histopathological features of GBM. A. Atypical cells displaying pleomorphic, irregular,
and hypercromatic nuclei. B. Multiple neoplastic vessels with endothelial hyperplasia. C. Atypical
mitotic figure. D. Necrotic focus (pseudopalisades).
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Another hallmark of glioblastoma multiforme is rapid invasion of the surrounding
brain tissue, especially along myelinated brain structures such as the corpus
callosum or within perivascular spaces. Infiltrating tumour cells are dispersed within
the normal brain tissue surrounding the contrast enhancing tumour border at high-
resolution scans. These satellite cancer cells are thought to be the origin of local
tumour recurrence after therapy, since the infiltrating cells escape surgical resection
and high-dose radiotherapy of the primary tumour mass. Despite the highly
infiltrative nature of glioblastoma multiforme, it tends to invade neither the
subarachnoidal space nor the vessel lumen, and therefore distant metastases are
rarely found, both within and outside the CNS.[13]

Etiologically, there are some known risk factors linked to GBM development.
Environmental risk factors include primarily exposure to therapeutic ionizing
radiations. An inverse association between GBM incidence and allergies, atopic
diseases and systemic infections has been reported by several groups.[3]

The onset of symptoms is often abrupt and is most commonly related to mass effect
and focal neurologic symptoms. Patients develop headache, nausea, vomiting,
drowsiness and visual abnormalities. Moreover, they usually have partial or
generalized seizures and vasogenic oedema due to the raised intracranial pressure
that produces leakage of the blood-tumour barrier.[14] The duration of symptoms
before diagnosis is usually short, ranging from a few days to a few weeks. Magnetic
resonance imaging (MRI) and computerized tomography (CT) are the first steps for
a GBM diagnosis. T1-weighted MRI scans using gadolinium as contrast agent
typically show a ring-enhanced mass lesion, with low signal intensity at its centre
and surrounding the ring-enhanced component (Fig. 1.3). Definitive diagnosis of a
suspected GBM on CT or MRI requires a stereotactic biopsy or a craniotomy with
tumour resection and pathologic confirmation. Imaging of tumour blood flow using
perfusion MRI and measuring tumour metabolite concentration with MR
spectroscopy may add value to standard MRI in selected cases by showing
increased relative cerebral blood volume and increased choline peak respectively,
but pathology remains the gold standard for diagnosis and molecular

characterization.
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Figure 1.3 CT (A) and T1 weighted MRI (B) scans with contrast of a patient with GBM. Lesion
indicated by red arrows.

Traditionally, GBM has been separated into 2 major classes as primary and
secondary GBM. Primary GBM was suggested as generally presenting without a
known clinical precursor, accounting for the vast majority of cases (95%) and
tending to occur in older patients (mean age 55 years). On the contrary, secondary
GBM typically occurred in younger adults (45 years of age or less) and arose
through malignant progression from less malignant astrocytoma. [15]

Current WHO brain tumour classification relies on traditional methods using
morphology to classify diffuse gliomas into histologic categories and later to assign
a grade based on presence of mitoses, vascular endothelial proliferation, and
necrosis. Although this method provides considerable information regarding
outcome, significant variation exists within given grades and histologies. Recent
advances in molecular diagnostic techniques provide alternative methods for
tumour classification using molecular abnormalities and signalling pathways
involved in gliomagenesis. These molecular subtypes have distinct prognoses and
treatment responses. [16-18] While there is significant correlation between
traditional pathologic groupings and newer molecular subtypes, overlap is
incomplete.

Glioblastoma was the first cancer to be systematically studied by The Cancer
Genome Atlas Research Network, which revealed recurrent alterations in 3 core

pathways [19]:

. Rb signalling. Rb pathway has a central role in regulating G1/S transition.
Unphosphorylated Rb normally sequesters e2f, a transcription factor that controls
the transcription of genes required for S phase initiation. Under proliferative signals,

Rb is serially phosphorylated by cyclin dependent kinases Cdk4/6 and Cdk2:
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hyperphosphorylated Rb releases e2f, activating genes involved in G1/S transition.
Cyclins, such as cyclin D or cyclin E, positively regulate Cdk activity, promoting cell
cycle progression. Instead, cyclin dependent kinase inhibitors (Ckis) negatively
regulate Rb pathway. The INK4 family, a member of CKls, is composed by INK4A
(p16), INK4B (p15), INK4C (p18) and INK4D (p19) and blocks the activation of cyclin
D-cdk4/6 complex [20]. Rb signalling is disrupted through several genetic
alterations. Loss of Rb in 13q14 was identified in 14-33% of GBMs [21], whereas
amplification of CDK4 gene, in 12913-15, accounts for 14% of GBM cases [22]. Rb
activity might be influenced by some negative regulators, such as p16™“* and
p14"%F both mapping at CDKN2A locus and resulting deleted in 40-57% of GBMs
[23]. In addition CDK6 and CCND1 are amplified in a small number of GBMs [24].

. pb53 signalling. The p53 pathway prevents the uncontrolled growth of cells,
blocking the cell cycle in G1 phase or inducing apoptosis, primarily regulating the
transcription of several genes. Functional loss of TP53 occurs in 30-40% of GBMs
by mutations of TP53 gene or loss of chromosome 17p [6]. 10% of GBMs show
amplification of 12q14-15 region, containing MDM2 gene, a negative regulator of
p53 [25]. MDM4 gene (1g32), a homologue of MDM?2, encodes for a protein that
inhibits p53 transcription and is amplified in 4% of malignant gliomas [26]. The
second protein encoded by CDKN2A, p14”7F, controls the activity of Mdm2 and is
also involved in the inhibition of progenitor cell renewal in the subventricular zone of
aging mice [27]. 9p21 region includes CDKN2A and CDKNZ2B loci. The latter gene
encodes for p15™<*® a CKl involved in Rb pathway. The chromosomal region 9p21
is homozygously deleted in at least 30-40% of GBMs. This deletion has a critical
role in GBM pathogenesis as it guides the simultaneous disruption both of Rb and
p53 pathways [28].

. Receptor tyrosine kinase signalling. The first genetic abnormality detected in
GBM was amplification of the epidermal growth-factor receptor (EGFR) gene, which
maps in 7p11-12, in 40% of cases [29]. Gain of chromosome 7 is one of the most
common chromosomal alterations in approximately 60% of GBMs, with or without
EGFR amplification [30]. Nevertheless, all GBMs with EGFR amplification show
EGFR overexpression [31]. EGFR amplification is often associated with rearranged
transcripts and EGFR variant |ll (EGFRVIII or delta EGFR) is the most common
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rearrangement, found in 50-60% of GBMs with EGFR amplification [32]. The
rearrangement results in an in-frame deletion of 801 bp of exons 2-7 of EGFR gene,
leading to the expression of an aberrant protein, which does not bind ligand and is
constitutively activated [33]. EGFR overexpression, or its constitutive activation,
enhances tumorigenic potential of GBM cells by reducing apoptosis and increasing
proliferation [34]. In addition, another receptor-mediated signalling, altered both in
lower-grade glioma and GBM, is platelet-derived growth-factor receptor (PDGFR)
signalling, through amplification of 4q12, involving PDGFRA gene (13% of GBMs)
[35] and/or its mutation or ligand overexpression [36]. Co-expression of the receptor
and its ligand suggests a possible autocrine-paracrine loop sustaining oncogenic
signalling [37].

Functional loss of the tumour suppressor phosphatase and tensin homolog (PTEN)
occurs in more than 80% of GBMs by deletions, mutation or epigenetic mechanisms
[19]. Loss of the long arm of chromosome 10 was detected in 70-90% of GBMs [30].
PTEN is an important negative regulator of the PI3K-AKT-mTOR signalling, which
is a well established anti-apoptotic and pro-survival pathway. In addition, recent
studies highlighted other possible roles of PTEN in suppressing tumour progression.
PTEN is expressed at high level in differentiated cells and is believed to possess a
role in the maintenance of genomic integrity, promoting DNA repair [38]. The
presence of three commonly deleted regions at 10q suggested the existence of
several tumour suppressor genes: PTEN in 10q23; MTXI1 located at 10g25.2, a
negative regulator of Myc oncoprotein [39]; and DMBT1, deleted in malignant brain
tumour, in 10926.13 [40].

Recently large-scale molecular profiling of diffuse gliomas performed in individual
laboratories, at the national level in the US by TCGA network, and the International
Cancer Genome Consortium (ICGC) demonstrated that GBM is potentially sub-
classifiable into distinct biologic entities based on molecular pathogenesis and
“driver” lesions especially in PDGFRA, EGFR, NF1 and IDH1 genes. In general,
there are four subtypes that have been determined through extensive genomic
analysis [18, 41-43], characterized by distinct survival times and response to

therapies.
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. Classical. These tumours subtype is characterized by higher expression of
neural precursor and stem cell marker NES, as well as Notch (NOTCH3, JAGT,
and LFNG) and Sonic hedgehog (SMO, GAS1, and GLI/2) signalling pathways.
Chromosome 7 amplification paired with chromosome 10 loss is a highly frequent
event in GBM and was seen in 100% of the Classical subtype. Although
chromosome 7 amplification is seen in tumours of other classes, high-level
EGFR amplification is observed in 97% of the Classical subtype and infrequently in
other subtypes. In tandem with high rates of EGFR alteration, there is also a distinct
lack of TP53 mutations, even though TP53 is the most frequently mutated gene in
GBM. Focal 9p21.3 homozygous deletion, targeting CDKN2A (encoding for
both p16™** and p14”%F), is a frequent and significantly associated event, co-
occurring with EGFR amplification in 94% of the classical subtype. Homozygous
9p21.3 deletion is almost mutually exclusive with aberrations of other RB pathway
components, such as RB1, CDK4 and CCDN2. This finding suggests that, in
samples with focal EGFR amplification, the Rb pathway is almost exclusively
affected through CDKNZ2A deletion.

. Mesenchymal. This subtype displays expression of mesenchymal markers,
such as CHI3L1 (also known as YKL40) and MET. The combination of higher activity
of mesenchymal and astrocytic markers (CD44 and MERTK) is reminiscent of a
epithelial-to-mesenchymal transition that has been linked to dedifferentiated and
transdifferentiated tumours [44]. Genes in the tumour necrosis factor super family
pathway and NF-kB pathway, such as TRADD, RELB, and TNFRSF1A, are highly
expressed in this subtype, potentially as a consequence of higher overall necrosis
and associated inflammatory infiltrates in the mesenchymal class. Focal
hemizygous deletions of a region at 17g11.2, containing the gene NF17, and

lower NF1 expression levels are also present.

. Proneural. This subgroup shows high expression of oligodendrocytic
development genes, such as PDGFRA, NKX2-2, and OLIG2, underlining its status
as an atypical GBM subtype. High expression of OLIG2 has shown to be able to
down-regulate the tumour suppressor p21 (CDKN1A), thereby increasing
proliferation, and CDKN1A expression is indeed lower in this class. The proneural

signature further contains several proneural development genes, such as SOX,
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DCX, DLL3, ASCL1, and TCF4. Gene ontology (GO) categories identified for the
proneural subtype involves developmental processes and a previously identified cell
cycle/proliferation signature. Two major features of the proneural class are
alterations of PDGFRA and point mutations in IDH1. Focal amplifications of the
locus at 4912 harboring PDGFRA are seen in all subtypes of GBM but at a much
higher rate in proneural. The characteristic signature of PDGFRA in proneural
samples, however, is best described as the concomitant focal amplification in
conjunction with high levels of PDGFRA gene expression, which is seen almost
exclusively in this tumour type. TP53 mutations and loss of heterozygosity are
frequent events in this subtype. All these characteristics have also been associated

with secondary glioblastomas.

. Neural. This subtype is typified by the expression of neuron markers, such as
NEFL, GABRA1, SYT1, and SLC12A5. GO categories associated with the neural

subtype includes neuron projection and axon and synaptic transmission.

The most recent glioblastoma publication from The Cancer Genome Atlas showed
that the only subgroup with improved survival was proneural tumours
with IDH1 mutations and hypermethylation across the genome. Concomitant loss of
chromosomes 1p and 19q is one of the best studied molecular alterations in gliomas
and is strongly associated with oligodendroglial morphology and improved survival
[45]. In fact, the vast majority of these tumours with 1p/19q codeletion
have IDH mutations and frequently carry gene mutations in the far upstream
element binding protein 1 (FUBP1, on chromosome 1p) and capicua transcriptional
repressor (CIC, on chromosome 19q) [16, 46, 47]. These tumours rarely
possess EGFR amplifications common to primary glioblastomas and also
lack TP53 and alpha thalassemia/mental retardation syndrome X-linked (ATRX)
mutations, which are common in secondary glioblastomas and lower-grade
astrocytomas [48, 49].

Other established markers of favorable prognosis are mutations in IDH1 and IDH2,
present in 70%—80% of lower-grade gliomas and secondary glioblastomas and only
a small proportion of primary glioblastomas (~5%—-10%) [50-52]. Subsequent
studies have found a strong link between IDH mutations and a genome-wide glioma

cytosine—phosphate—guanine island methylator phenotype (G-CIMP) across all
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glioma subtypes [17, 53]. G-CIMP is more prevalent among lower-grade gliomas, is
strongly associated with proneural glioblastomas, and has better patient outcomes
[53]. Methylation of the O°-methylguanine-DNA methyltransferase (MGMT) gene
promoter is a positive prognostic factor for glioblastomas, especially in the setting
of chemotherapy with alkylating agents (i.e. temozolomide) [54-56]. The impact
of MGMT methylation on survival in patients with WHO grades Il-lll gliomas is less
clear [57, 58]. The significant overlap among 1p/19q codeletion, IDH mutation, G-
CIMP phenotype, and MGMT methylation complicates assessment of the
independent prognostic role of these alterations. Recent studies indicate that
gliomas can additionally be classified based on their telomere maintenance
mechanisms [59]. Point mutations in the telomerase reverse transcriptase (TERT)
gene promoter, leading to increased telomerase activity, are found in ~75% of
oligodendrogliomas and primary glioblastomas [60]. Gliomas that do not
carry TERT promoter mutations frequently harbor mutations of the telomere binding
protein ATRX, activating the pathway of alternative lengthening of telomeres (ALT).
Nearly 75% of WHO grades Il-lll astrocytomas and secondary glioblastomas
activate this telomerase-independent telomere maintenance pathway [61]. More
recently in the 2016 CNS WHO glioblastomas have been classified into (1)
glioblastoma, IDH-wildtype (about 90 % of cases), which corresponds most
frequently with the clinically defined primary or de novo glioblastoma and
predominates in patients over 55 years of age; (2) glioblastoma, IDH-mutant (about
10 % of cases), which corresponds closely to so-called secondary glioblastoma with
a history of prior lower grade diffuse glioma and preferentially arises in younger
patients; and (3) glioblastoma, NOS, a diagnosis that is reserved for those tumours

for which full IDH evaluation cannot be performed. [7]

1.2.1 Glioblastoma standard of care

Current standard treatment primarily involves neurosurgical evaluation to assess
feasibility of maximal safe resection. When appropriate, this procedure should
always be performed, given that extent of surgery is associated with increased
survival [62, 63]. In fact, surgical resection of the lesion is fundamental to reduce
the increased pressure as well as to have a histologic confirmation of the diagnosis

made; recent advances in surgical imaging techniques, as intraoperative magnetic
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resonance imaging or fluorescent-guided resection, allow a better delineation of
tumour borders [64]. In order to improve patients’ survival and response to
radiotherapy and chemotherapy, it is necessary a maximal cytoreduction of 98%.

Approximately 20- 30% of patients are not eligible for surgery at all and simply
undergo a diagnostic biopsy [65]. After surgery or biopsy, patients are evaluated

based on their performance status (PS) and age:

v' Karnofsky PS (KPS) 270 and age <70 years, fractionated external beam
radiotherapy (EBRT) with concurrent and adjuvant temozolomide (TMZ) [66];

v' KPS 270 and age >70 years: fractionated external beam radiotherapy (EBRT)
with concurrent and adjuvant TMZ (not licensed in all countries), fractionated
EBRT or TMZ [67];

v' KPS <70: fractionated EBRT or TMZ or best supportive care [68, 69].

TMZ is a small lipophilic alkylating agent administered orally that causes DNA
damages and triggers a series of events leading to cell death by apoptosis or
autophagy. As an alkylating agent, TMZ exerts its action through the addition of a
methyl group to the purine bases of the DNA, leading to DNA damages and
triggering a cascade of events that culminates in programmed cell death. However,
this methyl group added to guanine may be removed by O6-methylguanine
methyltransferase (MGMT), a DNA repair protein that confers resistance both to
TMZ and to other alkylating agents (such as chloroethylnitrosureas) by protecting
the cells from their DNA-damaging effects. TMZ is a prodrug which is activated by
neutral or alkaline pH, is able to cross the BBB and has little toxicity; its addition to
radiotherapy increased the median survival from 12.1 to 14.6 months and improved
2-year median survival from 10.4 to 26.5%. All these findings support the therapeutic
benefit of TMZ in combination with RT, the so called “Stupp regimen”, which is the
current standard of care for GBM treatment [8]. Although this combined treatment
slows tumour growth, it’s typical to find tumour recurrence after surgery, indicating
the presence of a TMZ-resistant subpopulation of cells within the tumour [70].
Following approval of the current standard regimen with TMZ, other new therapeutic
approaches have been shown to be active in patients with relapsed glioblastoma.
Amongst these, three received approval by the US Food and Drug Administration
(FDA), but not by the European Medicines Agency (EMEA).
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Gliadel wafers are biodegradable wafers soaked with carmustine, a small lipophilic
alkylating and interstrand crosslinking nitrosurea (1,3-bis (2-chloriethyl)-1-nitrosurea
(BCNU) wafers) [71]. Gliadel is positioned in the cavity left by tumour resection in
order to release carmustine in the surrounding brain tissue and its effects last for
several weeks; its use in clinical trials in combination with radiation therapy and TMZ
administration showed to modestly prolong survival in a subset of patients [72].
Bevacizumab is a monoclonal antibody directed against the vascular endothelial
grow factor (VEGF), as adjuvant therapy with TMZ and radiation therapy after
surgical resection of the tumour [73]. This approach has a strong theoretical
rationale in glioblastomas, given that these tumours have a very high vasculature
density and express VEGF [74, 75]. The FDA licensed the use of bevacizumab for
recurrent glioblastoma, based on the results of two phase Il clinical trials, which
showed objective responses in pre-treated patients, with a median survival of
around 9 months [76, 77]. The EMEA refused approval because “validity of objective
response rates as a surrogate endpoint for clinical benefit has not been established”
and “due to the lack of a randomised concurrent control”. Following the initial
enthusiasm towards anti-angiogenic drugs, a phase lll trial, evaluating the use of
bevacizumab as first line therapy in combination with current standard treatment,
was conducted by the Radiation Therapy Oncology Group (RTOG). No overall
survival improvement from the addition of bevacizumab was reported. Several
clinical trials are ongoing and will likely address some of the controversies regarding
the use of bevacizumab in glioblastomas, such as the optimal treatment schedule
and dose, the most appropriate therapeutic agent for combination, the most reliable
way to evaluate radiographic response [78].

Tumour Treating Fields (TTF), consisting in low intensity, intermediate frequency,
alternating electric fields, are emitted by a portable device and administered via
transducer arrays applied onto the scalp [79]. The anticancer effect is due to cell
death of the proliferating tumour population, which some investigators interpret as
a consequence of mitotic spindle disruption during the metaphase to anaphase
transition and aggregation of macromolecules and organelles during telophase [80,
81]. The FDA approved the use of TTF for recurrent glioblastoma based on the
results of a phase Il clinical trial comparing TTF alone to physician’s choice
chemotherapy: overall survival did not differ in the two arms; responses were more

frequent in the experimental arm, though not significantly; toxicity and quality of life

14



Chapter 1: Introduction

were more favourable in patients treated with TTF [82]. Currently, a randomised
phase Il clinical trial is enrolling newly diagnosed patients who have undergone
standard radiochemotherapy: TTF in combination with adjuvant temozolomide will
be compared to temozolomide alone. This trial will give an indication of whether this
new treatment modality can be beneficial as first line therapy in glioblastoma
patients.

However, despite of multimodal treatments, nearly all malignant gliomas recur
generally after 6.9 months, making GBM one of the most malignant and hard to treat
tumours [8].

Patients outcome remains dismal as the median survival rate is about 9-12 months
after diagnosis and only 2-5% of all patients survives longer than 5 years [83].

The cause of this dismal outcome lies in the high infiltrative nature of GBM, as
emphasized by Bramwell in 1888, who stated that tumour tissue is not surrounded
by a capsule and it is therefore impossible to say, without microscopic examination,
where the lesion ends and where normal brain tissue begins [84].

As a matter of fact, even though tumour cells are mainly in the tumour core, they
may extend as far as 4 to 5 cm away from it; moreover, the localization of the tumour
is important to guide surgical resection as it’'s affected by the location and size of
the area involved. In order to define the tumour area, tumour cells have been
quantified in the peripheral region of the tumour, away from the core; starting from
0-2 cm from the tumour epicentre, the percentage of tumour cells found is about
6%, 2-4 cm from the core this percentage decreases to 1.8% while more than 4 cm
away from the epicentre (e.g. in the contralateral emisphere) it becomes 0.2% [11].
Another factor underlying tumour recurrence and poor long-term survival is the
marked intratumoral heterogeneity, due to the presence of different cell populations
with distinct genetic mutations, differentiation status and responses to external
stimuli. These include populations characterized by greater tumorigenic potential
called Glioma stem cells (GSCs), characterized by self-renewal, highlighted by the
expression of stem cell markers, such as CD133 and Nestin, elevated invasive
behaviour, chemo and radiotherapy resistance, and the ability to generate multi-

lineage progenities.
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1.3 CANCER STEM CELLS THEORY

It has long been known that tumours exhibit significant heterogeneity with respect
to cell morphology, surface marker, cell proliferation potential and response to
therapy [85].

There are two current concepts about the origin of cancer and its continued
propagation as a heterogeneous mass: (1) the clonal evolution (or stochastic) model
(16, 17), and (2) the hierarchical cancer stem cells (CSCs) model. (Fig. 1.4)
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Figure 1.4 Current leading models of carcinogenesis. A. The clonal evolution model
hypothesizes that a normal cell (blue) within the organism undergoes a series of mutations to form a
cancer cell (orange) that clonally expands and form the bulk of the tumour. Successful treatment
must, therefore, eliminate all cancer cells. B. The cancer stem cell (CSC) hierarchical model
proposes that the origin of cancer being CSCs (red) that are pluripotent and self-renewing. They are
highly tumorigenic with the ability to establish new tumours. CSCs divide asymmetrically to form new
CSCs and progenitor (dark blue) cells that in turn give rise to differentiated cancer cells (light blue)
that form the bulk of the tumour. [86]

The stochastic model suggests that every tumour cell is biologically homogeneous
and the behaviour of the tumour cell is determined by stimuli which arise either
intrinsically (e.g. transcription factors, hormones, etc.) or extrinsically (e.g.
microenvironment, mutagens, etc.). If these changes confer a selective advantage
to a particular cell, then this allows the selected “clone” to outcompete other potential
tumour forming clones. According to this model, the stimulations which randomly or
stochastically affect the tumour cells induce tumour heterogeneity [85].

The hierarchical model or CSC hypothesis asserts that the organisation of cell
lineage in tumours is hierarchical and only a subpopulation of cells termed "cancer
stem cells", which is at the top of this hierarchy, is responsible for tumour expansion.

According to this hypothesis, stem cells or cells that acquired the ability to self-
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renew, accumulate genetic changes over long periods of time, escape from the
control of their environment, and give rise to cancerous growth. One of the
postulations of the cancer stem cell hypothesis is that a population of cells with stem
cell-like features exists in tumours and this population gives rise to the bulk of the
tumour cells with more differentiated phenotypes.

However, the stochastic and cancer stem cell models need not be mutually
exclusive because theoretically, a new clone of cancer stem cells might also be
generated stochastically by intrinsic or extrinsic carcinogenic factors. The essential
difference between these two models is that, in the stochastic model, cancer stem
cells arise randomly and every tumour cell has the potential to give rise to progeny
cells, although the chance for generating novel stem cell clones is low because this
would require the mutagenic stimulus to affect specifically genes which are crucial
for acquiring stem cell properties. For the cancer stem cell model, there is only one
distinct subpopulation of cells that plays the role of cancer stem cells essential for
sustaining the cancer [87].

CSCs are indeed defined as a fraction of slowly proliferating cells within a tumour
that possess the ability to: 1) self-renew and expand the CSCs pool; Il) initiate,
maintain or expand the tumour; and 3) differentiate into a heterogeneous mix of non-
tumour-initiating cells that make up the tumour bulk. The actual cell of origin of CSCs
has not yet been determined. There are three main theories: Ill) de-differentiation of
mature cells; Il) restricted progenitors acquire mutations that endow them with stem-
like properties; Ill) adult tissue stem cells are hit by mutations that influence their
division and proliferation properties, achieving a tumorigenic potential [88, 89].

The hypothesis of the existence of this subpopulation of cells was first made in the
1960s when a series of ethically questionable experiments were carried out, in
which tumour cells were harvested from cancer patients and injected sub-
cutaneously into the same or different patients; the results demonstrated that
tumours only formed in recipients when more than 1x10° cells were implanted and
suggested that tumour-initiating ability was the property of a small subset of the
tumour cells [90]. Around the same time, Bruce and van der Gaag, based on
injection of colony-forming lymphoma cells into mice, concluded that only a minority
of cancer cells had the capability of initiating and maintaining the tumour population
[91].
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The CSC hypothesis was firmly established in 1990s when John Dick and
colleagues described the identification of an AML (acute myeloid leukemia)-initiating
cell based on cell surface antigen expression (CD34/CD38") and its ability to
establish human leukaemia in SCID mice. Like SCs, the leukaemia-initiating cell
was present at a low frequency, shared the CD34'/CD38 phenotype with
haematopoietic stem cells and exhibited in vivo self-renewal as assessed by serial
transplantation. It has also been shown that a second type of leukaemia (chronic
myeloid leukaemia (CML)) is driven by a stem-like cell [92, 93]. Hence, for at least
two types of leukaemia (AML and CML), the concept of a CSC seems to be well
established in that a cell with the defining functional characteristics of stem cells
(long-term self-renewal and slow cycling, which are also associated with a specific
immunophenotype) is responsible for driving tumour initiation and growth and also
plays a role in resistance to therapy.

These were only the firsts of a series of studies that led to the identification of CSC
populations also in solid tumours, including breast [94], glioma [95], prostate [96],

lung [97], liver [98] and colon [99] cancers.

1.3.1 Glioma stem cells

The first in vitro evidence for the existence of CSCs in brain tumours was published
in 2002, when Ignatova and colleagues reported the isolation from high grade
gliomas of cells that could form clones under culture conditions used in neural stem
cell research, i.e. these cells could grow as neurospheres in serum free medium
supplemented with epidermal growth factor (EGF), fibroblast growth factor (FGF)
and insulin [95] (Fig. 1.5). These “neural stem-like cells” were also shown to
differentiate and express astroglial and neuronal markers following serum
stimulation. Soon after, Singh et al. confirmed these findings in vitro and developed
an intracranial xenograft assay, showing that a subpopulation of cells isolated from
glioblastoma specimens was capable of inducing tumours phenotypically
resembling the patient’s original specimen [100]. These cells, selected for CD133
expression, gave tumours at a very high frequency (100 cells were sufficient) and
could be serially transplanted, while the rest of the population, i.e. CD133 negative
cells, was not tumorigenic, following the injection of up to 10° cells.

GSCs are indeed defined by three different properties: |) the capacity to generate
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cluster of clonally derived-cells, called neurosphere, a clue of self-renewal; II)
multipotency, that is the ability to differentiate into cells with neural phenotype; Ill)
tumour initiation and propagation upon serial orthotopic implantation in

immunocompromised mice [100, 101].

BISC o [
Glial Cells ele n'-‘,-
~ (e} e ®
g ©Co 0n Po
® 20 e _© e ®n"0 "
Neurons b ] ¢ . (\("(‘ “f‘ 2 ﬂ" 7 Pﬂc'. nf‘
: ‘ S P (™ o '.‘(: ) 6_@ ~ (o o
; ¥, ) " ~ .
o) — o™ a — S
& Dissociate b F) > Replate Individual .
cells Cells per Well
Neurosphere Denived from b @ » a
Brain Tumor Sample after L3 »
Growth in Special Media pp
» [hwrvc well Through

Microscope

8.

Inject Brain Tumor

™
'g
Denved Neurospheres

into mouse bryin  Only wells which contain BTSCs
Reform Neurospheres with tri-lincage

Tumor Formation Exhibited potential, after multiple passages

Figure 1.5 Isolation and perpetuation of brain tumour stem cells in culture. Neurosphere assay
was originally developed in 1992 to help isolate and identify normal NSCs from neural tissue. This
assay was subsequently utilized 13 years later to identify GSCs from human tumour samples. [89]

1.3.1.1 Glioma stem cells markers

Great energy and passion have been devoted to the discovery, validation, and use
of CSC enrichment methods. The identification of specific surface markers is
necessary in order to isolate GSCs and subsequently characterize them for future
GSC-targeted therapies. Ideally, an enrichment method would be based on a
property that defines an essential CSC feature (self-renewal, tumour initiation, etc.)
that is immediately lost upon differentiation (i.e., a digital readout) and is usable with
live cells. Currently, no such system exists for any cell type (normal or neoplastic)
because biologic systems rarely exhibit “all or none” phenomena.

Most glioma CSC markers have been appropriated from normal stem cells, but the
linkage between glioma CSCs and normal stem cells remains controversial. Many
of the transcription factors or structural proteins essential for normal stem cells
function also mark glioma CSCs, including Sox2 [102], Nanog [103, 104], Olig2
[105], Myc [106], Musashi1 [102], Bmi1 [102], Nestin [107], and inhibitor of
differentiation protein 1 (ID1) [108]. Among this, Oct4, Sox2, and Nanog are thought

to be key players in the transcriptional regulation of CSCs.
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Sox2 is a member of the family of transcriptional co-factors that are associated with
various developmental milestones and is over-expressed in tumours [109, 110]. It
plays a role in maintaining pluripotency in several types of cancer, including rectal
[111], breast [112], and lung [113] cancers. SOX2 has also found overexpressed in
GBM and little detected in normal brain tissue [114]. Additionally, GBM
demonstrated greater SOX2 mRNA expression than lower grade tumours [115].
Furthermore, Sox2 inhibition using shRNA halted tumour growth when GBM cells
were transplanted into immunodeficient mice [116].

Nanog is an embrional stem cell (ESC) transcription factor and its expression has
been associated with multiple types of cancer, including those affecting the lung
[117], oral cavity [118], breast [119, 120], and prostate [121]. It has also been
implicated in the regulation of GBM and has been found to be highly expressed in
stem cells extracted from the cerebellum and medulloblastoma [122]. Nanog has
been demonstrated to modulate GBM stem cell tumorigenicity, clonogenicity, and
proliferation [123]. Moreover inhibition of Nanog in GBM prevented tumour
proliferation and invasion [124].

Together with Nanog, the transcription factor, Oct4, is required for propagation of
ESCs and they both work synergistically with Sox2 to achieve this regulation [125].
It has also been associated with cancer, functioning as a driver for the self-renewal
of CSCs [115, 126]. Oct4 is expressed by glioma cells, but not by normal brain
tissue, and is implicated in the pathogenesis of GBM [127], correlating with tumour
aggressiveness with GBM cells showing greater nuclear staining for Oct4 and Sox2
[115].

Nestin is another well known GSC markers. It is a cytoskeletal protein expressed
during the development of the central nervous system. It is expressed in several
types of cancer [128-130] and it is strongly associated with GBM [100, 131, 132]. In
fact increased Nestin expression has been associated with higher grade gliomas
and lower patient survival rates [133]. Additionally, induced differentiation of GBM
cells has been associated to Nestin downregulation.

Because of the limited utility of intracellular proteins for enriching CSCs from
nonstem tumour cells (NSTCs) using traditional methods such as flow cytometry, a
multitude of potential cell surface markers have been also suggested.

The first proposed marker, CD133 (PROM1), a cell surface glycoprotein expressed

on neural stem cells, enriches for cells with higher rates of self-renewal and
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proliferation and increased differentiation ability [100]. However, CD133 expression,
rather than the AC133 surface epitope, should be used with care to enrich for any
cells: Surface CD133 marks stem cells and decreases with differentiation, but the
expression of Prominin-1 mRNA is not regulated with stemness [134], suggesting
that only the glycosylated surface protein CD133 is CSC-specific. Moreover,
accumulated results in GBM molecular research led to several CD133 related
controversies. For example, GSCs display a variation in the levels of CD133
expression that did not directly correlate with the tumorigenic potential [135]. Most
importantly, different studies suggested that CD133" tumour cells isolated from
GBMs can also be stably cultured under stem cell conditions. Similar to the CD133"
cells, these cells also showed stem cell properties such as self-renewal,
differentiation in vitro, and formed transplantable tumours in a xenograft model [136,
137]. Further phenotypic analysis showed that unlike the CD133" cells, which can
form floating spheroids in culture, the CD133" cells tend to grow as adherent
spheres. This observation led to the assumption that CD133" and CD133" cells may
originate from different pools of self-renewing GSCs [138]. It has recently been
reported that a small population of CD133" cells can give rise to CD133" cells,
suggesting a possible stem cell hierarchy in the spheroid culture system that may
or may not have in vivo relevance [139]. These results, however, have been brought
into discussion in 2013 by Brescia et al., who argued that the CD133 status
depends, in fact, on the protein subcellular localization between the cytoplasm and
the plasma membrane [140]. Additionally, the use of CD133 as a stem marker is
complicated by the observation that expression of CD133 can be regulated at the
level of the cell cycle, with potentially slow-cycling NSTCs lacking CD133 expression
during Go/G cell cycle phase but still maintaining multipotency [141]. However data
continues to accumulate on CD133 biology, as it has been repeatedly demonstrated
to be essential for GSC maintenance and neurosphere formation [142] and it is a
good indicator of resistance to conventional therapies [70]. Although CD133
continues to be the most commonly used cell surface marker, other markers, such
as integrin a6, have been proposed to segregate CSCs and NSTCs [143].
CD15/SSEA-1 [144], CD44 [70], L1CAM [145], and A2B5 [146] have also been
proposed as possible markers.

CD44 is a transmembrane glycoprotein commonly expressed in numerous

malignancies [147]. In GBM xenograft models, knockdown of CD44 inhibited cell
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growth and improved response to chemotherapy [148].

L1CAM is another cell surface marker related to CD133 expression and GSCs. ltis
a neuronal cell adhesion molecule regulating neural cell growth, survival and
migration during central nervous system development [149]. L1CAM s

overexpressed in gliomas and other solid malignancies [150]. Bao et al.
demonstrated that most CD133" glioma cells were also positive for L1CAM, and in

contrast, CD133 cells were L1CAM [145]. Interestingly, inhibiting L1CAM by

lentiviral-mediated short hairpin RNA interference reduced the growth and survival

of CD133" cells in murine xenografts of human glioma [145]. These findings suggest
a L1CAM-mediated interplay between different cell subpopulations within a tumour.
However, the use of L1CAM to identify GSCs or glioma grade has not yet been

validated, meriting further investigation.
1.3.1.2 Glioma stem cells implicated signalling pathways

Compared to NSCs, GSCs exhibit enhanced self-renewal capacity and
compromised differentiation [151]. GSCs upregulate a number of signalling
pathways required for maintaining NSC stemness, which enables them to enhance
their stemness and aberrant cell survival, consequently leading to tumorigenesis
[101, 102]. Therefore, further understanding the signalling pathways in normal
neural development including Notch, bone morphogenic proteins (BMPs), NF-kB,
Whnt, EGF, and Shh will give significant insight into the cellular features of GSCs and
will aid in designing better treatment strategies for GBM.

Notch signalling is important for mediating various cellular and developmental
processes including the regulation of proliferation, differentiation, apoptosis, and cell
lineage decisions in NSCs [152, 153]. Recent studies have implicated Notch
signalling to be highly active in GSCs to suppress differentiation and maintain stem-
like properties. Downregulation of Notch and its ligands such as Delta-like-1 and
Jagged-1 leads to decrease in oncogenic potential of GSCs, which indicates n
important role of Notch signalling in GSC survival and proliferation [153, 154].
BMPs regulate proliferation, differentiation, and apoptosis in NSCs. BMP signalling
pathways are activated in different developmental processes depending on their
interaction with various signalling molecules including Wnt/p-catenin, basic helix-

loop-helix (bHLH), and hypoxia-inducible factor-1a (HIF-1a) [155]. Wnt signalling
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induces BMP expression, which predisposes NSCs toward an astroglial lineage
[156]. Similarly, BMPs in GSCs are shown to play an important role in directing
astroglial differentiation to inhibit the tumorigenic potential of GSCs [157].
Specifically, BMP-2 decreases GSC proliferation by directing astroglial
differentiation and sensitizes GSCs to TMZ through destabilization of HIF-1c [158].
In vivo delivery of BMP-4 inhibits brain tumour growth with a resultant decrease in
mortality [157]. A BMP antagonist, Gremlin1, inhibits differentiation of GSCs by its
regulation of endogenous BMP levels to maintain GSC self- renewal and
tumorigenic potential [159].

Whnt/B-catenin signalling is also important for regulating NSC expansion and
promoting astroglial lineage differentiation in normal neural development [160]. -
catenin is a critical factor for proliferation and differentiation of GSCs [161, 162].
Aberrant activation of Wnt signalling in GSCs leads to tumour growth through
nuclear localization of stabilized p-catenin. FoxM1/B-catenin interaction regulates
the transcription of c-Myc and other Wnt target genes inducing glioma formation
[163]. In addition, Wnt/p-catenin signaling regulates the expression of PLAGLZ2 to
suppress the differentiation of GSCs, maintaining their stemness [164].

The EGFR signalling pathway mediates proliferation, migration, differentiation, and
survival in NSCs [165]. Levels of EGFR expression vary with specific stages of
development, which suggests a requirement for precise modulation of EGFR
expression by balancing extrinsic signals such as BMP and FGF during normal
neuronal development [166]. Egfr activation promotes GSC proliferation and
tumorigenesis by transactivation of g-catenin [167]. Furthermore, overexpression of
EGFR increases the self-renewal capacity of GSCs resulting in induction of their
tumorigenic potential [168].

Sonic hedgehog (Shh) signalling is pivotal in ventral patterning, proliferation,
differentiation, and survival of NSCs [169]. In the adult brain, persistent Shh pathway
signalling in the SVZ is critical for the regional specification and maintenance of
NSCs [170]. Recent studies demonstrate that the Shh pathway is highly active in
GSCs to maintain self-renewal and induce tumorigenesis by regulating stemness
genes. Suppression of Shh signalling reduces self-renewal and in vivo
tumorigenicity, which indicates the dependency of GSCs on Shh signalling for their

survival [122].
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1.3.1.3 Glioma stem cells microenvironment

In physiological context neural stem cells are located in specific regions of the brain
called neurogenic niches, a microenvironment comprising somatic cells and the
extracellular matrix. The relationship between stem cells and these niches is not
passive. Rather stem cells actively influence their microenvironment and they are
regulated by signalling from that same microenvironment. Similarly, GSCs also exist
in specific niches that play a role in enhancing the stem-cell features of GSCs,
promote invasion and metastasis and even affect response to therapy.
Perivascular niche. Neovascularization in malignant glioma is well documented,
being characterized as hypervascular tumours associated with aberrant vascular
morphology [171, 172]. Vasculature appears to be critical for providing trophic
support and maintaining the undifferentiated state of GSCs, giving rises to the so-
called perivascular niche (PVN) [173]. In fact, the vascularization degree
significantly correlates with aggressiveness and poor prognosis in GBM [174],
setting itself as a characteristic feature of these tumours [173]. The PVN is
composed of a heterogeneous group of cell types, all of them engaged in crosstalk
phenomena that eventually lead to tumour initiation, maintenance and progression
[175]. In perivascular regions, GSCs appear to be enriched, where a great deal of
regional signals have been found to promote their phenotypes [176]. GSCs are
generally located near the endothelial cells (ECs) that line capillaries, especially in
the subventricular zone and the hippocampus [177].

It has been reported that GSCs release high levels of proangiogenic factors, such
as vascular endothelial growth factor (VEGF) that drives the migration of newly
endothelial cells into the mass and promotes angiogenesis. ECs overexpress VEGF
receptors (VEGFRZ2); thus, an environment of high VEGF increased endothelial
cells proliferation, migration, and blood vessel permeability. Permeability alterations
are associated with increased oedema usually observed in GBM [177]. GSCs also
secrete hepatoma-derived growth factor that promotes endothelial cell migration in
vitro and angiogenesis in vivo [178].

Several studies indicated also that GSCs also differentiate into endothelial cells in
the tumour. Ricci-Vitiani et al. reported that some CD31" endothelial cells in human
glioblastoma specimens carried the same chromosomal aberrations as tumour
cells. CD133" GSCs cultured in endothelial conditions generated CD31" and Tie2"
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endothelial cells, and vessels in tumours formed by GSCs in immunocompromised
mice were mainly composed of human CD31" endothelial cells [179]. Wang et al.
reported that glioblastoma-derived CD133" cells included a CD144" population.
These CD133/CD144 double positive cells showed an increase in expression of
CD31, CD105, CD34, and VEGFR-2 and decrease in CD144 expression under
endothelial culture conditions and were capable of forming a tubular network in
Matrigel [180]. Finally, Soda et al. demonstrated that glioma tumour-initiating cells
produced endothelial cells expressing CD31, CD34, CD144, and von Willebrand
factor in a genetically engineered mouse brain tumour model [181]. CSCs may even
be capable of differentiating into cells that functionally resemble pericytes, supplying
the raw material necessary to continue supporting the perivascular niche [182].
The interaction between GSCs and ECs promotes activity in critical stem pathways,
such as Notch signalling. GSCs Nestin-positive cells express the Notch receptors
Notch-1 and Notch-2 and show elevated level of Notch activity [183]. ECs express
the Notch ligands Delta-like 4 (DLL4) and Jagged-1. Knockdown of these ligands in
brain microvascular endothelial cells (BMECs) reduced tumour growth upon co-
transplantation of GSCs with BMECs [183]. GSCs may directly stimulate the
expression of Notch ligands on ECs suggested by the findings that GSCs secrete
elevated levels of VEGF, which induces DLL4 expression in ECs [184].

The perivascular region is also enriched for extracellular matrix proteins (e.qg.,
laminin) that madiate GSC maintenance induced by endothelial cells. It has been
showed that, in glioblastoma patient specimens, laminin a2 is expressed by tumour
associated endothelial cells in integrin a6 areas and that tumour formation in vivo
is delayed when GSCs are injected with endothelial cells with laminin a2 knockdown
[185].

The interaction between vascular niche and GSCs also involves chemokines and
their receptors. CXCR4 works as a biomarker of CSCs in several types of cancer,
including glioma [186]. CXCR4-positive tumour cells can self-renew in a serum-free
medium and display potent tumour-initiating capability. The ligand for CXCR4,
namely, CXCL12, is secreted by ECs and the immune cells in tumour
microenvironment [187], which highlights the importance of CXCL12/CXCR4 axis in
the maintenance of GSCs in vascular niches. By using a three-dimensional culture
system, Infanger et al. proved that ECs promoted GSC-like properties by secreting

enhanced levels of the chemokine CXCL8/IL-8 and upregulating its cognate
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receptors CXCR1 and CXCR2 [188].

Perinecrotic niche. In addition to aberrant vasculature, GBM is histologically known
to contain areas of intratumour necrosis that are surrounded by a rim of densely
packed tumour cells, known as pseudopalisading necrosis. These areas are
believed to be another niche for CSCs to demonstrate increased self-renewal and
differentiation that result from the hypoxia in the environment. Hypoxia promotes
tumour angiogenesis, cancer aggression, and therapeutic resistance to various
therapies [172, 189]. It also supports GSC self-renewal, proliferation, and
tumorigenicity and can induce non-GSCs to acquire GSC features and increased
tumorigenic potential [190]. Hypoxia stimulates the expression of the transcription
factor, hypoxia-inducible factor (HIF) family. The HIF factors exert their
transcriptional roles by acting on hypoxia-responsive elements as heterodimers,
composed of a constitutively expressed HIFB subunit and an oxygen-labile HIFa
subunit. Two homologous isoforms of HIFa have been identified [191]: while HIF1a
has a dominant role in controlling responses to acute hypoxia, HIF2a activity is
favored on a chronic hypoxic state. Li et al. were the first to report the involvement
of the HIF pathway in GSCs. Using xenograft glioma-initiating, in vitro neurosphere
formation assays and CD133 expression, they observed significant enhancement
of stem cell activity under a hypoxic environment [192].

GSCs are enriched in perinecrotic regions of human glioblastoma biopsies. They
are characterized by reduced oxygen tension and activation of HIF1a and HIF2a
[193]. In culture, hypoxia upregulates HIF1a and HIF2a in GSCs. HIF2a is directly
involved in promoting the GSC phenotype, whereas HIF1a appears to play a more
general, permissive role in GSC maintenance, possibly by enabling cell survival.
Furthermore, HIF1a is expressed in both GSCs and non-GSC cells, whereas HIF2a
is specifically expressed in GSCs [192, 193]. HIF2a upregulates key genes involved
in the induction of a pluripotent state [148], including KIf4 and the direct HIF2 targets
Sox2 and Oct4. Besides, HIF2 activates c-Myc, another fundamental stem cell
regulator. [194, 195]

Hypoxia is also responsible for metabolic reprogramming, leading to acidification of
the tumour microenvironment. Under conditions of limit nutrients, such as glucose
and oxygen, cancer cells, including GSCs, exhibit the “Warburg” effect, a metabolic
shift toward aerobic glycolysis and the accumulation of lactate in exchange for

sustained ATP production and metabolite generation for macromolecule synthesis.
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GSCs demonstrate plasticity in the metabolic pathways used in response to
metabolic restrictions and may shift toward the use of the pentose phosphate shunt
[196, 197]. In conditions of nutrient deprivation such as low glucose, GSCs
outcompete neighboring NSTCs for glucose uptake through preferential up-
regulation of the high-affinity GLUT3 transporter [198]. A consequence of altered
metabolic state is the production of reactive oxygen species. GSCs not only are
dependent on NOS2 activity for promoting tumour growth but also synthesize nitric
oxide through the specific up-regulation of NOS2 protein [199]. Importantly, in GBM,
cellular metabolic characteristics are often genetically hardwired, such as recurrent
IDH1 mutations, which are commonly observed in proneural GBM. Mutant IDH1
leads to a gain-of-function enzymatic activity, causing accumulation of 2-
hydroxyglutarate, an oncometabolite that inhibits the TET1 and TET2 demethylases
to cause aberrant hypermethylation of DNA and histones [200].

Immune niche. The immune system appears to have a central role in the control of
tumour progression [201]. Recent studies show a direct interaction of GSCs with
immune cells, highlighting the major role of these components in the GSCs niche.
Furthermore, GSCs and inflammatory cells are involved in a dynamic cross talk
involving GSC-mediated induction of immune cell infiltration, generation of a pro-
tumorigenic inflammatory environment, and inflammation-driven cancer promotion
[202].

Tumour-associated macrophages (TAMs) represent prevalent tumour-infiltrating
inflammatory cells in GBM [203, 204]. The great number of TAMs in GSCs niche
suggests their key role in GBM tumour progression, also positively correlated with
the malignancy grade [205]. TAMs are mainly located near CD133" GSCs, around
microvessels and in hypoxic areas, suggesting a direct interaction between GSCs
and TAMs [206, 207]. Enhanced expression of proinflammatory genes like RAGE,
COX2, and NF-kB was recently found in hypoxic niche of GSCs [208]. When
compared to differentiated tumour cells, the GSCs show an increased capacity in
active chemoattraction and recruitment of TAMs, processes mediated by
chemokines and growth factors, secreted by GSCs, including VEGF, neurotensin,
SDF1, and soluble colony-stimulating factor 1 (sCSF-1) [207, 209]. Other CSC-
secreted factors include IL-10 and TGF-B, which also suppresses tumour-
associated  microglia/macrophage  function and generates a more

immunosuppressive (M2) phenotype [210]. Immune suppression is another
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hallmark of brain cancer [211]; while the brain possesses a unique series of immune
surveillance mechanisms that become active during pathogenic states, brain
tumours have been characterized as immuno-suppressive [212, 213]. In vitro
experiments demonstrated that GSC  populations produced more
immunosuppressive cytokines when cultured in hypoxic conditions; exposure to
GSC-conditioned medium resulted in reduction of T cell proliferation, interferon y
production by CD3" T cells and phagocytosis in monocytes; these effects were
augmented if GSCs were grown at low oxygen levels. In co-culture studies, CSCs
induced regulatory T cells while inhibiting proliferation and cytotoxic T-cell activation
with a concomitant induction of cytotoxic T-cell apoptosis, mediated via PD1 and
soluble galectin-3 [214, 215]. There is increasing enthusiasm for immunotherapy
strategies which include cellular (adoptive T-cell transfer and chimeric antigen
receptor engineered T cells), vaccination, and immunomodulatory therapies
targeting immune checkpoints [216]. Reversing tumour-induced immune
suppression by increasing cytotoxic cell function and reducing suppressor cell
function may unleash the endogenous immune response. Immunologic therapies
may offer an additional benefit, as most strategies do not require intracranial

delivery, a major restriction point for many oncologic treatments.

1.3.1.4 Glioma stem cell-dependent therapeutic resistance

The common cause for treatment failure in many malignancies, including
glioblastoma, is tumour resistance to radiotherapy and chemotherapy [216] (Fig.
1.6). Collective data have established that CSCs, such as GSCs, are more resistant
to conventional radiotherapy and chemotherapy than non-CSCs [217]. The exact
mechanisms of GSC chemo- and radio-resistance are unknown, but probably
include a combination of slow cell cycle kinetics, resistance to DNA and oxidative
damage, avoiding cell death, hypoxia and multidrug resistance [70, 218]. CSCs
probably exist in a quiescent state and may be more treatment resistant compared
to rapidly dividing cells. lonizing radiation represents an effective therapeutic option
for glioblastoma by inducing DNA damage [219]. Thus, DNA damage responses
play crucial roles in cellular radiosensitivity and radioresistance. To date, the
underlying mechanism of radioresistance in glioblastoma remains elusive. Bao et
al. observed that CD133" GSCs were enriched after radiation, while CD133" cells
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were more sensitive to ionizing radiation [218]. Mechanistically, they found that
CD133" cells preferentially activated the DNA damage checkpoint in response to
radiation and thus repaired DNA damage more efficiently. The higher levels of
phosphorylated, activated ATM, Rad17, Chk1 and Chk2 present in CD133" cells are
consistent with the enhanced capacity of these cells to sense and repair DNA
damage. Upon inhibition of these checkpoint kinases, CD133" cells are sensitized
to ionizing radiation both in vitro and in vivo. TMZ is a commonly used alkylating
agent, which causes DNA damage by methylating the O6-position or N7-position of
guanine, used in treatment of GBM. The methyl adducts lead to a continuous cycle
of DNA base mismatch repair (MMR), resulting in double strand breaks and eventual
apoptosis. Increasing evidence demonstrates that the O6-methylguanine
methyltransferase (MGMT), whose function is repairing the mutagenic DNA lesion
0O6- methylguanine back to guanine, is expressed in 80% of glioblastoma patients
[55]. MGMT plays an important role in resistance to TMZ, and glioblastoma patients
carrying a methylated MGMT promoter exhibit improved progression-free and
overall survival after treatment with alkylating agents [220]. Expression profiling of
CD133" GSCs demonstrates a 32-fold increase in the level of MGMT transcripts
relative to CD133" tumour cells and indicates that this resistance mechanism is

highly active in the glioma TSC population [70].

Radiotherapy
; Chemotherapy
}o.g. temozolomide
Heterogeneous Residual Glioma Tumour is recapitulated
Tumour Stem Cells from residual glioma

stem cells

Figure 1.6 Cancer stem cell-mediated therapeutic resistance.

Moreover, recurrent glioblastoma exhibits resistance to multiple therapeutic drugs,
leading to the hypothesis that GSCs are naturally resistant to chemotherapy. One
potential explanation is that GSCs can reduce drug uptake or expel cytotoxic drugs

by increasing the expression of ATP-binding cassette (ABC) transporter [221]. A
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recent study suggested that the PTEN/PI3K/Akt pathway could regulate ABCG2
activity in glioma cancer stem-like cells [222]. Another possibility for chemo and
radio resistance of GSCs is that GSCs exhibit abnormalities of cell death pathways,
such as overexpression of antiapoptotic proteins or downregulation of proapoptotic
factors [223]. The differentiation of TSC with all-trans-retinoic acid increases
apoptotic sensitivity. Immature CD133" U87 MG cells are more resistant to Fas-
mediated apoptosis than their mature CD133" counterparts and glioma TSC are poor
responders to TRAIL-induced apoptosis [224]. One contributing mechanism to
decreased apoptotic sensitivity may be the low or absent caspase-8 levels present
in glioma TSC induced by hypermethylation of the procaspase-8 gene promoter
[225]. Further efforts need to be devoted to understanding the molecular
mechanisms of chemoresistance in GSCs and developing novel and effective

therapeutic approaches against GSCs (Fig. 1.7).
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Figure 1.7 A model of GSC-targeted therapy. Several gene pathways have been determined to
be required for maintaining tumorigenic capacity and a radio-chemoresistant phenotype of GSC.
These signalling pathways work collaboratively and cooperatively to generate a quiescent,
undifferentiated, and anti-apoptotic phenotype as well as to constitutively activate the DNA
damage checkpoint response in GSC. In order to eradicate a tumour, a therapeutic strategy that
disrupts GSC signalling pathways must be developed to be fully integrated into radio-
chemotherapy in order to target both GSC and non-GSC populations. [226]
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1.4 SYMMETRIC AND ASYMMETRIC CELL DIVISION

Glioblastoma is a highly heterogeneous tumour constituted by cells with different
grade of differentiation. The mechanism by which GSCs are maintained and
generate cellular diversity of the bulk tumour is still elusive. Additionally, it is unclear
which modes of cell division (symmetric and/or asymmetric) GSCs utilize for tumour

maintenance and the generation of differentiated progeny.

1.41 Symmetric and asymmetric cell division in D.Melanogaster stem-like

cells

Symmetric divisions are defined as the generation of daughter cells that are
destined to acquire the same fate. Although the idea that stem cells can divide
symmetrically may seem counterintuitive, stem cells are defined by their potential to
generate more stem cells and differentiated daughters, rather than by their
production of a stem cell and a differentiated daughter at each division. When
viewed as a population, a pool of stem cells with equivalent developmental potential
may produce only stem-cell daughters in some divisions and only differentiated
daughters in others. In principle, stem cells can rely either completely on symmetric
divisions or on a combination of symmetric and asymmetric. Asymmetric cell division
(ACD) is a fundamental process whereby the asymmetric inheritance of cellular
components (e.g. proteins, RNAs) during mitosis defines distinct fates for each
daughter cell. This evolutionarily conserved division mode is used by stem and
progenitor cells in different tissues. In a typical outcome of an asymmetric division,
the stem or progenitor cell generates a copy of itself, which retains self-renewal
ability and differentiation potential, and one daughter that enters the path of
differentiation. Thus, by balancing self-renewal with differentiation, asymmetric
divisions maintain the stem and progenitor cell pool while allowing the generation of
diverse functional cells.[227]

Much of what we know about the regulation of ACD is gleaned from studies of two
stem-like cells from Drosophila: sensory organ precursor (SOP) cells, in the
peripheral nervous system, and neuroblasts (NBs) in the CNS (Fig. 1.8 A, B,
C). SOP cells undergo three rounds of asymmetric cell divisions to form the four

different cell type of the bristle sensory organ. The SOP cell divides asymmetrically
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along the anteroposterior axis to originate an anterior pllb cell and a posterior plla
cell. The pllb and plla cells give rise, through a further three ACDs, to five cells. The
first ACD of pllb produces a glial cell, which later undergoes apoptosis, and a plllb
cell that in turn divides asymmetrically to produce the sheath cell and neuron. The
ACD of the plla cell produces the socket and hair cells (Fig. 1.8 C).

NBs form by delamination of the ventral neuroectoderm. They divide asymmetrically
along the apical-basal axis, producing two daughter cells of distinct size and identity.
The smaller basal daughter, called a ganglion mother cell (GMC), undergoes a
single terminal division to produce two neurons/glial cells, whereas the larger apical
daughter retains NB identity and undergoes multiple rounds of asymmetric divisions
to, in effect, bud off a series of basal GMC daughters (Fig. 1.8 A,B).[228]
Asymmetric cell division of both SOP and NB cells is mainly regulated by the uneven
segregation of cell fate determinants in the two daughter cells. In order for this to
occur, the orientation of the mitotic spindle, determining the cell polarity (apical-
basal or antero-posterior axis) needs to be co-ordinated with the site of localization
of the cell fate determinants.

In both cell types Bazooka (Baz)/Par6/aPKC complex, which localizes apically in
neuroblasts and posteriorly in SOP cells set up polarity for asymmetric cell division.
Moreover a complex consisting of a heterotrimeric G-protein o subunit (called Gai),
a GoLoco domain protein (either Pins or Loco), and a NuMA-related Dynein-binding
protein (called Mud) controls the position of the mitotic spindle during mitosis [229].
During late interphase/early prophase Baz assembles a polarity complex through
the binding and the activation of the Rho GTPase family Cdc42, which in turn recruit
atypical protein kinase C (aPKC) and the aPKC inhibitory subunit Par6.
Subsequently a second complex consisting of partner of Insc (Pins) and the
heterotrimeric G protein coupled subunits Gai and Gy is assembled. In NB cells,
both complexes are apical, because of the binding of the adaptor protein Inscuteable
(Insc), and the spindle is displaced to generate a smaller basal daughter cell. In
SOP cells, the Par-3/6/aPKC complex localizes to the posterior cell cortex, whereas
Pins and Gai are on the anterior side. Taken together, these results suggest that
both Pins/Gai and Par-3/6/aPKC can exert pulling forces in Drosophila: When the
two complexes are on the opposite side, this results in equal daughter cells, but
when they are combined by the expression of Insc, their concerted action displaces

the spindle, resulting in unequal daughter cell size. [230-232]
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The Baz/Par6/aPKC complex directs the distribution of the cell-fate determinant
Numb, an evolutionary conserved protein primarily known for its ability to inhibit the
Notch signalling pathway, and the adaptor protein Miranda (Mira). This process
depends on an intact actin cytoskeleton and two myosin motors, Myoll and Myovl,
which operate downstream of the complex [233, 234].

In interphase, aPKC and Par6 form a complex with the wD40 protein lethal giant
larvae (Lgl). Mitotic phosphorylation of Par6 by AurkA stimulates aPKC to
phosphorylate Lgl, which is then released from aPKC, allowing Baz to enter the Par
complex [235]. Assembly of Baz/ Par6/aPKC changes aPKC substrate specificity,
allowing it to phosphorylate Numb which is uniformly distributed around the plasma
membrane of NB and SOP during interphase. Phosphorylated Numb then
concentrate at one of the two spindle poles during mitotic division assisted by the
adaptor protein Partner of Numb (PON) [236, 237], whose activity is largely
dependent on its phosphorylation by Polo kinase. Once in the GMC, Numb prevents
self-renewal, predominantly by antagonizing Notch signalling [238]. This event also
ensures that the SOP daughter cell which inherits Numb, the pllb cell, acquires a
different fate from the plla cell. At the molecular level, it subsequently became clear
that Numb acts by counteracting the function of Notch. In the SOP system, gain-of-
function NOTCH mutations phenocopied NUMB loss-of-function.

In addition, Numb and Notch were shown to interact genetically with an epistatic
relationship compatible with Numb functioning as an inhibitor of Notch activity.
Finally, Numb and Notch were shown to interact physically. [239]

Similar to Numb, Mira polarization has been proposed to occur as a consequence
of direct aPKC phosphorylation. However, in AURKA mutant NBs, which display
delocalized aPKC, Mira distribution is unaltered, implying the existence of
alternative mechanisms acting upstream of or in parallel to aPKC [240]. Mira binds
to and directs the asymmetric localization of distinct cell-fate determinants, including
the transcriptional regulator Prospero [241], the double-stranded RNA-binding
protein Staufen (Stau) [242] and the NHL-domain protein Brain tumour (Brat) [243].
In the GMC, Prospero activates a neurogenic program and represses expression of
genes associated with stem cell fate and cell-cycle progression [244]. Brat, on the
other hand, promotes cell-cycle exit, represses NB fate, and inhibits cell growth, at
least in part, by inhibiting the expression of the transcription factor dMyc at a post-

transcriptional level [243].
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Figure 1.8 Oriented cell division in Drosophila. A. Neuroblasts asymmetric cell division. B.
Neuroblast divisions must properly balance self-renewal with differentiation. GMC daughters
generate neurons and glial cells that integrate into the functioning central nervous system,
whereas the neuroblast pool remains relatively constant throughout development. GMC (glial
cells missing) is a gene that is known to regulate glial cell fate in Drosophila. If GMC is upregulated
in a GMC daughter cell, it will differentiate into a glial cell. C. Sensory organ precursors (SOPs)
produce mechanosensory organs within the developing wing through asymmetric cell

divisions. [245]
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1.4.2 Cell division mode in mammalian neural stem cells

The production of the different cell types in the mammalian central nervous system
(CNS) occurs in temporally defined, though overlapping, developmental phases.
Generally, neurons arise first, followed by astrocytes and oligodendrocytes. This
process is largely determined by cell intrinsic changes that alter the differentiation
potential of CNS progenitors as development proceeds [246].

Mammalian embryonic neural stem cells, or radial glia (RG) cells, arise from
neuroepithelial cells, with which they share pronounced apico-basal polarization.
RG cells divide in the ventricular zone (vZ) and they contact the ventricular and pial
surfaces of the neural tube through an apical process and a long basal fiber,
respectively. At its apical endfoot, each RG cell forms close contacts with its
neighboring cells via adherens junctions (AJs) [247, 248].

During the peak of neurogenesis, RG cells execute mainly asymmetric self-
renewing divisions to produce either neurons or basal progenitors (BPs) [249]. The
newly born neurons and BPs lose both ventricular and pial attachments and migrate
basally. BPs then divide symmetrically in the subventricular zone (SvZ) to give rise
to either two BPs, or, as in most cases, to two neurons that migrate further basally
[250]. Another type of neurogenic progenitor with a short basal fiber has been
reported to divide adjacent to RG cells, which has led to the proposal that multiple
types of neural progenitors co-exist in the vZ [251]. (Fig. 1.9)

Recently, a new class of RG residing in the outer SvZ of the human, ferret, and
mouse embryonic brain has been identified. Murine outer RG (oRG) arise from
asymmetrically dividing RG cells and, in contrast to BPs and neurons, oRG inherit
the basal fiber, but lose their apical attachment and migrate to the SvZ, where they
undergo asymmetric self-renewing divisions to produce neurons [252]. (Fig. 1.9)
The molecular mechanisms that establish polarity in RG and oRG cells are only
partially delineated. The mammalian homologs of the polarity regulators Par3, Par6,
and aPKC, as well as of Cdc42, localize to RG apical endfeet and appear to serve
two main functions: 1) they maintain apical AJs integrity, thereby preserving RG
polarity and vZ organization; 2) they participate in the control of RG cell fate [227].
Gain- and loss-of-function studies are conclusive in showing that unequal
segregation of Par3/aPKC is responsible for differential cell-fate determination.

Forced expression of PAR3 increases symmetric RG divisions at the expense of BP
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generation. In contrast, conditional PAR3 depletion increases neurogenesis [253].
The effects of Par3 on RG cell fate depend on Numb and its close relative Numb-
like (Numbl). Par3 seems to directly interact with Numb and thereby to modulate its
antagonistic effect on Notch signalling. Since Notch activity is involved in the
maintenance of RG identity, this provides a mechanism by which Par3 promotes
RG fate. Interestingly, Numb and Numbl have also been implicated in the
maintenance of RG AJs and polarity [254]. Thus, Par3 and Numb/Numbl maintain
polarity and balance self-renewal and differentiation of RG cells. Also CD133, a cell
surface marker, has been shown to segregate asymmetrically. In fact an apical
region enriched for Par3 and aPKC, together with the most apical part of the plasma
membrane, which shows localized expression of Prominin-1, have been found to be

consistently distributed to only one daughter cell in neurogenic divisions [255].

Neuron
_0___( - Cortex
Neurons
Neuron
- SvVz
- VZ

Lv

Figure 1.9 Patterns of cell division during mammalian embryonic neurogenesis. During the
peak period of murine neurogenesis radial glia (RG) cells divide in the ventricular zone (VZ) mainly
asymmetrically, generating one RG cell and one neuron, or one RG cell and one basal progenitor
(BP), which migrates to the subventricular zone (SVZ). Asymmetric RG divisions also produce outer
RG (oRG) cells, which lose their ventricular attachment and translocate to the SvZ, where they divide
asymmetrically to produce neurons. [227]
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1.4.3 Evidence of GSCs division mode

Single-cell-based studies from the Drosophila NB and SOP system and developing
mammalian brain have demonstrated that the generation of differentiated progeny
from stem/progenitor cells is tightly controlled. This process is regulated by cell
polarity and the segregation of cellular components indicative of cell fate
determination, such as Numb [256]. Interestingly, studies in the mammalian brain
have shown that CD133, which marks neural stem and progenitor cells, is
asymmetrically distributed during the generation of differentiated progeny in the
developing neuroepithelium [255].

It is still poorly investigated how GSCs self-renew or generate cellular diversity at
the single-cell level. In a pilot study Lathia and colleagues evaluated the cell division
behaviour of GSCs using single-cell analyses [257].

They found that GSCs utilize two cell division modes to generate GSCs. The first
method is to generate two GSCs through a symmetric cell division, and the other is
to generate one GSC and one non-GSC through an asymmetric cell division.
Lineage-tracing analysis revealed that the majority of GSCs were mainly generated
through expansive symmetric cell division in the presence of growth factors
suggesting that growth factor signalling contributes to the expansion of the stem cell
population in the tumour (Fig. 1.10). The majority of differentiated progeny was
generated through symmetric pro-commitment divisions under expansion
conditions and in the absence of growth factors, occurred mainly through
asymmetric cell divisions (Fig. 1.10). This division mode would contribute to

increased cellular heterogeneity of the tumour, while still maintaining a GSC pool.
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Figure 1.10 Analysis of time-lapse video microscopy detected four types of cell divisions in
GSCs. Single-cell lineage-tracing time-lapse microscopy movies demonstrated that growth factor
withdrawal (n = 111 cell divisions for EGF and basic FGF conditions, n = 29 cell divisions for growth
factor withdrawal conditions) decreased the number of symmetric stem/progenitor cell divisions and
increased the generation of differentiated progeny and cell death. Proportional comparison of cell
division types between conditions indicated a statistically significant difference. [257]

Mitotic pair analysis detected asymmetric CD133 segregation and not any other
GSC marker in a fraction of mitoses (Fig. 1.11 A). The fact that other stem cell
markers were not co-segregated with CD133 suggests that there are multiple factors
contributing to GSC maintenance. In support of this notion, CD15 serves as a GSC
marker in CD133-negative glioma cells [144]. In fact, CD15-positive cells, similar to
CD133 positive cells, survive better and proliferate faster as compared with their
negative counterparts, indicating its potential to complement some part of CD133
function. A correlation between CD133 and Numb was observed during cell
divisions with Numb asymmetry (Fig. 1.11 B). The daughter cells receiving less
Numb and CD133 can potentially give rise to CD133-negative GSCs due to
attenuated Numb function. Such complex combinations of stem cell markers and
Numb inheritance would contribute to multiple states of GSCs as proposed [139].
Under growth factor withdrawal conditions, the proportion of asymmetric CD133
divisions increased, congruent with the increase in asymmetric cell divisions
observed in the lineage-tracing studies. The biological significance of these two
division modes is not yet fully understood, but it is expected that therapies that
increase asymmetric division would generate decreased numbers of resistant GSCs

and be favorable for patient outcome. Hence more detailed studies are needed.
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Figure 1.11 Equal and unequal distribution of CD133 irrespective of other GSC markers, but
Numb. A. Confocal micrographs of mitotic GSCs grown in expansion conditions demonstrated
constant uniform expression patterns for integrin-a6, L1CAM, and CD15 (red). In contrast, symmetric
or asymmetric CD133 distribution was detected (green). B. Fluorescent micrographs of mitotic GSCs
grown in expansion conditions demonstrated consistent asymmetric distribution of CD133 and
Numb. Nuclei were counterstained with Hoechst 33342 (blue). [257]
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1.5 CHROMOSOMAL INSTABILITY (CIN)

Genomic instability or genetic aberrations are commonly observed in solid tumours
and some haematological malignancies. It broadly covers alterations from the single
nucleotide level to the chromosomal level. Some of these alterations result in a
stable form of aneuploidy and others lead to a continuous reshuffling of genomic
material; both can lead to tumorigenesis. [258]

Genomic instability can be further characterised into at least two major subtypes,
one is microsatellite instability (MIN) and the other is chromosomal instability (CIN)
[259].

Microsatellites are simple repeated nucleotide sequences which remain stable
during the whole life span. The MIN phenotype occurs in ~15% of all tumours and
is often not associated with chromosomal changes. A third of these cases (~5% of
all colorectal cancers) are associated with a family history of colorectal cancers and
are often caused by mutations in mismatch repair genes (i.e. hMSH2, hMLH1,
hMSH6, and hPMS?2), resulting in hereditary nonpolyposis colorectal cancer
(HNPCC) [260].

MIN in cancer is often associated with good prognosis regardless of tumour stage.
MIN tumours are less prone to metastasis and associated with increased patient
survival [261].

Chromosomal instability is defined as a failure of cells to maintain stable
chromosome number and integrity. CIN is primarily characterized in two types,
numerical CIN and structural CIN. Structural CIN refers to high rate of sub-
chromosomal alterations via translocations, insertion, deletions and amplification of
DNA. In many cancers, translocation is the most effective way of producing the
formation or over expression of oncogenes by the fusion or duplication of genes or
to knockout of tumour suppressor genes [262]. Mutations in the double-strand DNA
damage repair machinery can lead to translocations and structural CIN. Non
homologous end joining (NHEJ) is an error prone DNA damage repair pathway,
which contributes to structural CIN by joining two non-specific broken ends of DNA.
Double strand breaks (DSB) can thus generate non-specific chromosomal fusions
especially at dysfunctional telomeres. Fusion at telomeres leads to the formation of
di-centric chromosomes or ring chromosomes, which leads to the formation of

chromatin bridges at anaphase because of improper attachment of microtubules to

40



Chapter 1: Introduction

these dicentric chromosomes. These unresolved chromosomal bridges result in
breakage at cytokinesis and fusion again in the subsequent cell cycle. [263]
Numerical CIN is a prominent type of CIN in which the gain or loss of whole

chromosome occurs with higher rates as compared to normal cells.

1.5.1 Methods for the analysis of CIN

It is challenging to obtain true scores of CIN, especially in vivo, as it requires the
measurement of rate of change of whole chromosome number or structure across
a cell population.

The key strength of single cell approaches is their ability to perform analysis on a
cell per cell basis, whereas the molecular or multiple cell methods are performed on
a merged population of cells in which chromosomal instability is often masked.
Interphase fluorescence in situ hybridization (FISH) enables the rapid screening of
hundreds of cells and provides cellular chromosomal copy numbers for the regions
included in the respective probe set [264]. Especially popular are chromosome-
specific centromere probes, because their use usually results in signals with high
fluorescence intensities, thus facilitating evaluation. Additional or missing
chromosome-specific centromere signals are usually interpreted as evidence for
whole chromosome aneuploidy. By contrast, region-specific probes are used to
assess the presence of selected regions on chromosome arms. A missing signal
might indicate either segmental aneuploidy or whole chromosome aneuploidy;
probe sets can be tailored to distinguish between them [264]. For example, if probes
for both the long and short chromosome arms (p- and q arms) are applied and both
probes simultaneously have a reduced or an increased signal, loss or gain of the
entire respective chromosome is likely. The disadvantage of interphase FISH is that
only a limited number of probes can be used simultaneously. Thus, chromosomal
copy number changes could be missed.

Karyotyping, either by traditional banding analysis or by 24-color FISH (i.e. multiplex
FISH or spectral karyotyping (SKY)), yields information about chromosomal copy
numbers, chromosomal structural changes and cell-to-cell variability [264].
However, the preparation of metaphase spreads from solid tumours is labour
intensive and requires skilled multidisciplinary teams including surgeons,

pathologists and cytogeneticists. Furthermore, metaphase spreads from even short-
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term cultures might acquire culturing artifacts, which can mask characteristics of the
tumour.

Lagging chromosomes or chromosome fragments can be excluded from the main
daughter nuclei during cell division and form small nuclei within the cytoplasm; these
are termed micronuclei. Thus, the presence of micronuclei is a surrogate marker for
CIN; unlike other approaches, this detection method is based on cell morphology
without direct visualization of chromosomes or genomic regions. Micronuclei
counting is a very popular method of CIN analysis because it enables the rapid
evaluation of hundreds of cells. However, it cannot distinguish whole chromosome
aneuploidy from segmental aneuploidy. [259]

By contrast, array comparative genomic hybridization (aCGH) easily identifies both
whole chromosome and segmental aneuploidies [264]. Recently developed
protocols for the isolation of individual cells and unbiased whole genome
amplification enable these analyses to be performed using DNA derived from as
little as a single cell [265]. Therefore, single cell array-CGH currently offers the best
resolution for the assessment of CIN and the presence of whole chromosome or
segmental aneuploidies. However, single cell array-CGH is not amenable to
automation and therefore does not represent a high-throughput approach.

Most proxy methods of scoring CIN are static measures that take a snapshot at a
certain point in time that measure the number of chromosomes, chromosome
complexity and genetic diversity in a supposedly clonal population. Flow cytometry
is commonly used to measure the DNA content of cancer cells and by extension,
estimate the ploidy [266]. Vast amounts of aCGH and Single Nucleotide
Polymorphism (SNP) microarray data are available on various platforms, which can
be used to derive surrogate measures of aneuploidy or CIN. Recently developed
algorithms for the analysis of biallelic SNP arrays allow for the estimation of ploidy
levels, loss of heterozygosity (LOH) events and the degree of chromosomal
structural instability and the location of aberrant chromosomal regions [267, 268].
Digital polymerase chain reaction (PCR) or digital single nucleotide polymorphism
(SNP) analysis is a PCR-based approach in which the alleles within a tumour
sample are individually counted [269]. Digital PCR identifies allelic imbalances,
which reflect gains and losses of particular chromosomal regions. The presence of

allelic imbalances has been used as a marker for CIN in early-stage tumours [270].
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1.5.2 Causes of CIN

Different causes that have been postulated to be responsible for these genomic
aberrations are outlined below i.e. defects in sister chromatid cohesion [271],
merotelic attachments [272], improper attachment of kinetochore to the mitotic
spindle [273], centrosome amplification [274] and an aberrant spindle assembly
checkpoint [275], which is the best characterized cause of chromosomal instability.
(Fig. 1.12)
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Figure 1.12 Pathways to the generation of aneuploidy. There are several pathways by which
cells might gain or lose chromosomes during mitosis. [275]
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Merotelic attachment

For proper chromosome segregation, kinetochores on every sister chromatid pair
must attach to microtubules from different spindle poles; this is called bipolar or
amphitelic attachment. There are three types of erroneous attachments: 1)
monotelic attachment, in which only one of the sister kinetochores attaches to
microtubules, 2) syntelic attachment, in which both sister kinetochores attach to
microtubules from the same spindle pole, and 3) merotelic attachment, in which one
kinetochore attaches to microtubule from both spindle poles (Fig. 1.13). Monotelic
attachments trigger the spindle assembly checkpoint (SAC), which senses the lack
of microtubule attachment onto kinetochores. Syntelic attachment indirectly
activates the SAC, as lack of proper tension generates unattached kinetochores
[276]. The SAC halts chromosome segregation until these errors are corrected. In
contrast, merotelic attachment is not sensed by the SAC, because kinetochores are,
in principle, occupied by microtubules and the presence of tension stabilizes
microtubule attachments [272]. Although the mitotic kinase Aurora B plays a role in
correcting merotelic attachment, cells may enter anaphase before completing the
correction [277]. Chromosomes forming merotelic attachments are often left behind
in the middle of the spindle when the other chromosomes are segregated to spindle
poles; such missegregating chromosomes are termed lagging chromosomes. In
consequence, merotelic attachment is considered to be a major cause of CIN [278].
The incidence of lagging chromosomes in cancer cells exhibiting CIN is 10—-60%.
Most lagging chromosomes eventually segregate properly, but sometimes they may
be segregated to the wrong pole, giving rise to aneuploidy. If the nuclear envelope
is reformed before a lagging chromosome joins the other chromosomes, it will be

isolated as a micronucleus [279].
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Figure 1.13 Kinetochore—microtubule attachment states on the mitotic spindle. [280]

Centrosome amplification

Centrosome amplification has been closely correlated with CIN, and is frequently
found in cancer cells. Supernumerary centrosomes lead to the formation of
multipolar spindles and subsequently multiple nuclei, as a result of multipolar
mitoses, which are deleterious to cell survival [281]. To avoid this situation, cells
have a mechanism to arrange multiple spindle poles into two clusters (centrosome
clustering) allowing the formation of a bipolar spindle [282]. In multipolar spindles,
kinetochores can be attached to microtubules emanating from multiple directions,
and such loss of geometric constraints results in an increased rate of merotelic
attachment in the pseudo-bipolar spindle after centrosome clustering. It has been
reported that kinetochore and spindle components, including dynein and
Hset/KifC1, a kinesin-14 family member, are involved in centrosome

clustering [283].
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Defects in sister chromatid cohesion

Cohesion holds the sister chromatids together during mitosis until the SAC is
satisfied [284]. Cohesion is essential for the faithful segregation of replicated
chromosomes during mitosis. Aberrant cohesion leads to loosely attached or
unattached sister chromatids floating around in the cell and generates difficulties in
the equal distribution of chromatids between the two daughter cells. Similarly,
alteration in cohesion release from chromosomes causes the failure of sister
chromatid separation and results in numerical CIN [262].

Premature separation or partial failure of segregation leads to chromosomal
instability or aneuploidy and the complete failure of chromatid separation leads to
tetraploidy) [262]. Genes involved in the cohesion of sister chromatids are often
mutated in CIN cancers. Furthermore, members of the core cohesion complex (i.e.
Scc1 and Smc3) and cohesion regulators (i.e. separase) are overexpressed in some
CIN cancers [285].

Defects in the spindle assembly checkpoint (SAC)

The SAC is a mechanism by which eukaryotic cells arrest cell division at metaphase
until all sister kinetochores are attached to microtubules from opposite spindle poles
(Fig. 1.14). Kinetochores mediate chromosome attachment to microtubules. They
are complex multi-subunit structures with an inner layer interfacing with the unique
centromeric chromatin present on each chromosome, and an outer layer involved
in microtubule binding and SAC control. Within the outer layer, the Knl1 complex—
Mis12 complex—Ndc80 complex (abbreviated as KMN network) promotes
microtubule binding through a calponin-homology (CH) domain on the Ndc80/Hec1
subunit of the Ndc80 complex.[286]

In prometaphase, sister chromatids are topologically linked by the ring-like cohesin
complexes [287]. In addition, the activity of cyclin-dependent kinase 1 (Cdk1, also
known as cell division cycle 2; Cdc2), the main mitotic kinase, is high and maintains
the mitotic state. As mammalian cells proceed from prometaphase to metaphase, a
signalling complex that contains mitotic arrest deficient 1 (Mad1), Mad2, MpS1 (also
known as TTK), Bub1, Bub3 and BubR1 assembles at unoccupied kinetochores in
order to verify if proper attachments between microtubules and kinetochores are
established. In addition to microtubule-kinetochore attachment, tension is important
for SAC activation [288]. Stretching of centromeric chromatin on bi-orientation

increases kinetochore to Kkinetochore distance and kinetochore tension.
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Microtubule-kinetochore attachment is normally destabilized at low kinetochore
tension and stabilized by high tension between bi-orientated sister kinetochores.
Tension might therefore provide a fundamental criterion to discriminate against
incorrect attachments. For example, kinetochores lacking tension because both
sisters are attached to microtubules from the same pole (syntelic attachment)
activate the checkpoint even though kinetochore-microtubule attachments are
made, indicating that lack of tension can be sufficient for checkpoint activation.
Chemical inhibition of spindle dynamics, which relieves tension but does not destroy
kinetochore-microtubule attachments, also activates the checkpoint [288].

One clear difference between the checkpoint response to lack of tension and that to
lack of attachment is the recruitment of the Mad and Bub proteins. Mad1 and Mad?2
localise to unattached kinetochores but not to attached kinetochores that lack
tension, but Bub1 and BubR1/Mad3 localise to kinetochores lacking either tension
or microtubule attachment. However, because Mad1 and Mad2 are required for
checkpoint activation in response to tension, these differences are unlikely to reflect
distinct checkpoint signalling pathways [289].

A key role is played by the protein kinase Aurora B, a component of the
chromosomal passenger complex, which is thought to promote bipolar attachment
by destabilising kinetochore microtubule interactions that are not under tension. This
may explain the requirement of Aurora B kinase for the checkpoint response to lack
of tension, because by breaking inappropriate attachments Aurora B kinase
produces unattached kinetochores that could then be sensed by the Mad/Bub
machinery.

However, Aurora B is critical for correcting merotelic attachments, which are not
sensed by the SAC. Merotelic attachment occurs when one sister kinetochore
becomes attached to microtubules from opposite poles. Bi-orientation of
chromosomes with merotelic kinetochores produces sufficient occupancy and
tension to turn off SAC activity. As a result, merotelic kinetochores, if left
uncorrected, can produce lagging chromatids and potential chromosome
missegregation in anaphase. The recruitment of the mitotic checkpoint complex at
kinetochores generate a diffusible signal that is dependent on Mad2 and BubR1,
which prevents the e3 ubiquitin ligase complex anaphase promoting
complex/cyclosome (ApC/C) from degrading its mitotic targets cyclin B1 and securin

(also known as pituitary tumour-transforming 1; pTTG1). In this state, exit from
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mitosis and the separation of sister chromatids are inhibited. As soon as the last
kinetochore pair is attached to the microtubules at opposite spindle poles, the
inhibitory diffusible signal is extinguished and the ApC/C is fully activated through
the release of inhibition of its cofactor, Cdc20. This leads to the ubiquitylation of
cyclin B1 and securin, the two crucial partners of Cdk1 and the cysteine protease
separase (also known as eSpl1), respectively. Degradation of cyclin B1 by the 26S
proteasome leads to a rapid decline in Cdk1 activity, allowing exit from mitosis.
Securin is a small inhibitory chaperone of separase, the activity of which is essential
for the dissolution of cohesin complexes at and near sister chromatid kinetochores.
Degradation of securin by the 26S proteasome and release from inhibition by Cdk1-
cyclin B1 phosphorylation owing to cyclin B1 degradation leads conjunctly to
activation of separase and cleavage of the Scc1 (also known as Rad21) component
of cohesin; the net effect of this is the separation of sister chromatids. Both of these
events, inhibition of Cdk1 and activation of separase, are necessary for a correct
metaphase-to-anaphase transition and faithful segregation of chromosomes.
Although it is clear that a diffusible inhibitory signal is generated at kinetochores and
prevents ApC/C acting on cyclin B1 and securin, the nature of this event remains
unclear. Musacchio and others have proposed a prion-like model based on two
structural conformations adopted by Mad2: open and closed. At this point the
evidence for this model is biochemical but it accounts for the role of Mad2 at
kinetochores, its interaction with Cdc20 and the signal amplification required for the
inhibition of the cell cycle by a single unoccupied kinetochore. Unoccupied
kinetochores are known to recruit Mad1, which in turn binds with high affinity to
Mad2 in its closed conformation. This Mad1-Mad2 complex is then thought to
catalyse the conversion of open Mad2 monomers (the predominant form in the
cytosol) to closed Mad2 forms that then bind to Cdc20. This interaction serves a
dual purpose: it inhibits the activity of ApC/C (at least with regard to cyclin B1 and
securin) and catalyses the further conversion of Mad2 open monomers to closed
Mad2-Cdc20 complexes, accounting for the required signal amplification. [290]

Although the SAC components are essential for cell survival and embryonic
development, mouse models with reduced expression of SAC genes are viable, and
show CIN and high rates of spontaneous cancer formation or acceleration of
carcinogen-induced oncogenesis in most cases, supporting the idea that CIN

promotes oncogenesis [291]. The BUB1B gene encoding BubR1 is one of the genes
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mutated in a rare congenital human disorder, mosaic variegated aneuploidy (MVA),
and MVA patients show aneuploidy as well as increased rates of cancer
formation [292]. In addition to a weakened SAC, sustained activity of SAC can also
be the cause of chromosome missegregation leading to CIN. Artificial targeting of
the mitotic kinase PIk1 on metaphase kinetochores was reported to cause
prolonged mitotic arrest due to the sustained SAC activity in response to reduced
microtubule dynamics, and cells exhibited increased rates of merotelic attachment

and lagging chromosomes [293].
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Figure 1.14 Spindle assembly checkpoint mechanism of function. [294]
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1.5.3 CIN and tumorigenesis

The link between chromosomal instability and tumorigenesis has been in discussion
since 1914 when Theodore Boveri first observed the high number of aneuploid cells
in cancer and now CIN is one of the hallmarks of cancer [275]. CIN is the major
cause of chromosomal alterations or aneuploidy. Almost 90% of solid tumours and
50% of haematopoietic tumours exhibit aneuploidy [295]. CIN is linked with tumour
progression and poor clinical outcomes such as metastasis and adaptability to
environmental and chemical stresses. Drug resistance and relapse is also common
in cancers with CIN as they evolve rapidly, making them difficult to target with
regular therapies [296, 297]. Although some arguments can still be made for
aneuploidy as simply a passenger event in tumours, three lines of observation argue
otherwise. First, in vitro transformation of cell lines through various genetic
alterations that lead to CIN suggests aneuploidy has a direct causal role in
tumorigenesis. Transformation of cells in culture has been a standard assay to
determine the oncogenic or tumour suppressive nature of a gene for more than two
decades [298]. Although the genetic events that must occur for a primary cell to
become transformed may differ substantially from those that occur in human
tumours, several now-established oncogenes and tumour suppressors were
identified by transformation assays [299]. Among the mitotic check- point genes with
roles that have been explored in in vitro transformation, securin overexpression in
primary cells leads to marked aneuploidy and is sufficient for transformation.
Overexpression of aurora kinase A (AURKA), the function of which is required for
centrosome maturation, bipolar spindle assembly and mitotic entry, similarly leads
to aneuploidy and transformation in human and rodent cells as a result of abnormal
mitoses. [300, 301]

Second, perhaps the most robust causative data linking CIN to tumorigenesis
comes from the study of mouse models of aneuploidy. Several CIN mouse models
have been generated with deletions or hypomorphic alleles of genes important for
mitotic fidelity. Homozygous deletion of genes required for faithful mitotic
progression leads to embryonic lethality [302]. Haploinsufficiency of mitotic genes,
however, is tolerated in all cases and is therefore used extensively to investigate in
the effects of CIN in tumorigenesis. Following recent findings that mitotic genes are

more frequently upregulated than downregulated in CIN tumours, various mouse
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models have been generated that overexpress genes involved in mitotic
progression, such as the mitotic checkpoint genes BUB7 and MADZ2 and the E2
enzyme UBCH10 [302]. Several laboratories have generated mouse models of
aneuploidy based on mutations or transcriptional changes of mitotic checkpoint
genes observed in tumours. An obvious caveat of all these individual studies is that
these genes have non-mitotic functions that might explain their tumorigenic
potential. In addition to their accepted mitotic functions, Mad2 and RanBp2, a RAN
GTpase binding protein that localizes to kinetochores during mitosis, have been
implicated in nuclear trafficking. Securin has also been linked to modification of p53
function, and BuB1 and BuBR1 have been shown to play a part in the response to
DNA damage. [291]

Third, a large amount of data collected from human tumours suggests that
aneuploidy has a causative role in tumorigenesis by showing that CIN and
chromosomal aberrations correlate with tumour grade and prognosis [297].
Transcriptional expression profiles of aneuploid tumours have revealed a CIN
signature that can be used to stratify lesions according to prognosis in an unbiased
manner. The fact that this CIN signature, which contains genes that are involved in
a wide range of pathways, can predict clinical outcome even if genes that are
regulated by the cell cycle are omitted provides further evidence that CIN plays a

contributory part in the progression of these human tumours [297].

1.5.3.1 Aurora kinases and cancer

The progression and execution of mitosis is under heavy control by several protein
kinases. Among these Aurora kinases play an essential role as they are involved
in centrosome separation and maturation, spindle assembly and stability,
chromosome condensation, congression and segregation, and cytokinesis [300].
In mammalian cells three Aurora kinases have been identified, named Aurora A,
B and C. They present a similar domain organization: a N-terminal domain of 39-
129 residues in length, a protein kinase domain and a short C-terminal domain of
15-20 residues. The N-terminal domain shares low sequence conservation, which
determines selectivity during protein-protein interactions, while the catalytic C-

terminal domain is more conserved. They are serin-threonin protein kinases and
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their functions are highly regulated by means of activation and localization. [303]
(Fig. 1.15)
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Figure 1.15 Schematic representation of human Aurora A, B, C. As shown here, Aurora kinases
present three domains: The N-terminal and the C-terminal domains contain most of the Aurora's
regulatory motifs, while the central region contains the catalytic domain. In addition to the kinase
activity, this central domain also presents regulatory motifs, as the crystal structure of the Aurora A-
TPX2 complex has shown. [304]

Aurora kinase A

Aurora A has well-established but perhaps not yet fully understood roles in
centrosome function and duplication, mitotic entry, and bipolar spindle assembly.
By the G, phase of the cell cycle through anaphase, it can be detected in the
pericentriolar material. Additionally, it spreads to mitotic spindle poles and midzone
microtubules during metaphase. Aurora A activation requires auto phosphorylation
of the activation loop (T288), which is facilitated by forming a complex with other
protein. To date the microtubule binding protein Tpx2 is the best understood protein
that activates Aurora A. In addition, a variety of other proteins, such as Ajuba, Bora
and Pak1 bind to and activate Aurora A at the centrosome. Aurora A T-loop
phosphorylation is reversed by the activity of the protein phosphatase PP1, at
least in vitro. Aurora A levels in cells are regulated by proteasome-mediated
degradation. Inhibition of proteasomes in HelLa cells leads to increased levels of

poly-ubiquitinated Aurora A and a simultaneous accumulation of Aurora A
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phosphorylated at T288, suggesting that this form of Aurora A is targeted for
degradation. Aurora A is degraded as cells exit mitosis and is ubiquitinated by the
anaphase-promoting complex (APC) in vitro. [305]

The human Aurora A gene, STK15, resides in a region of the genome (20q13.2)
often amplified in certain cancers [306].

Aurora A overexpression occurs in a high proportion of breast, colorectal and gastric
cancers [307]. Similarly, the Aurora A gene has been found to be amplified in
human gliomas [308]. Using Northern and Southern blotting, Zhou et al. observed
2.5 to 8-fold amplification of Aurora A in many tumour cell lines [309]. Aurora A
overexpression can occur because of gene amplification, transcriptional induction
or post-translational stabilization [307]. Furthermore, Aurora A has been
characterized as a potential low-penetrance tumour susceptibility gene, since the
Phe31lle functional polymorphism is strongly associated with familial breast
cancer [310]. Recently, an Aurora A-p53 connection has been revealed. Previously,
parallels had been noticed between phenotypes associated with Aurora A gain-of-
function mutations (or its overexpression) and those caused by p53 loss of function
[311]. The activity and stability of p53 is governed by many post-translational
modifications, most importantly, multisite phosphorylation. In an intriguing new
development, Aurora A has been shown to phosphorylate Ser315 of p53, leading to
its Mdm2-mediated destabilization. Aurora A RNAi led to a loss of Ser315
phosphorylation, p53 stabilization and a G,/M cell cycle arrest. In a separate study,
phosphorylation of Ser215 of p53 abrogated p53's DNA-binding and transactivation
function. To complicate matters further, p53 has been shown to block Aurora A
activity, an effect overcome by TPX2. How this web of interactions plays out in cells
remains to be dissected. Aurora A may regulate p53 in vitro, but it is still unclear

whether this occurs in vivo. [307]

Aurora kinase B

Aurora B is partnered with Incenp, Survivin and Borealin in the chromosomal
passenger complex (CPC), named after its transient localization to the
chromosomes and inner centromere from prometaphase to metaphase, the central
spindle in anaphase and the cleavage furrow during cytokinesis. A critical function
of Aurora B and the CPC is the control of chromosome biorientation. The kinase

destabilizes incorrectly attached MT—kinetochore connections via the MT
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depolymerase mitotic centromere-associated kinesin (MCAK), and by targeting
kinetochore components in the KNL1/Mis12/Ndc80 network and the Ska complex.
Auto phosphorylation of Aurora B within its activation segment occurs on threonin
232.These phosphorylations are removed by PP1, once tension is established and
the outer kinetochore is separated from the centromeric Aurora B. By generating
unattached kinetochores during error correction, Aurora B intrinsically impacts on
the spindle assembly checkpoint (SAC), but a more direct involvement of Aurora B
in the SAC has also been proposed. Thus, Aurora B inhibition does affect SAC
maintenance in response to loss of attachment or when the SAC is caused by
constitutive tethering of Mad1 to the kinetochore. This could be explained by a
possible role for Aurora B to recruit SAC components such as Mad2 and BubR1 to
the kinetochore. Furthermore, Aurora B plays a role in sister chromatid cohesion,
spindle disassembly and cytokinesis, and has meiosis-specific functions in
regulating the synaptonemal complex. These various roles reflect the differential
localization of Aurora B at the chromosome arms, centromeres, central spindle and
midbody during mitotic progression. Cell division in the absence of Aurora B activity
results in chromosome missegregation. However, the major consequence of Aurora
B inhibition in mammalian cells is a cytokinesis failure resulting in binucleate
daughter cells. [312]

The role of Aurora B in tumorigenesis is not so clear. Aurora B gene is located on
chromosome 17p13.1, a chromosomal region that has not been associated with
amplification in tumours. There have been reports that Aurora B is overexpressed
in certain tumour types, but it is not clear whether the observed overexpression of
Aurora B is a mere reflection of the high proliferative index of cancerous cells or
whether it is indeed causally related to tumorigenesis [300]. Katayama et al.
reported a correlation between overexpression of Aurora B and tumour
progression in surgically resected colon tumour specimens [313]. The malignant
progression of thyroid anaplastic carcinoma has also been shown to correlate with
the overexpression of Aurora B [314]. The silent functional polymorphism,
Ser295Ser (885 A > G) in the C-terminal end of Aurora B has been associated
with an elevated risk of familial breast cancer [310], and overexpression of Aurora
B has been correlated with decreased survival in glioblastoma patients [315].
Some studies have also shown that forced expression of Aurora B can enhance

cellular transformation. For example, expression of Aurora B in CHO cells was
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reported to promote aneuploidy and increase invasiveness in xenograft
experiments. Furthermore, Aurora B overexpression strongly enhances cellular

transformation in cells expressing oncogenic Ras-V12. [300]

Aurora kinase C

The gene encoding Aurora kinase C was first isolated from testis cDNA library and
the gene localized to Chr19qg13. Subsequent analysis reported high transcript levels
in testes and oocytes [316]. Several recent studies demonstrated that Aurora C, like
Aurora B, interacts with the inner centromere protein (INCENP) at the carboxyl
terminal end spanning the conserved IN box domain. Competition binding assays
and transfection experiments revealed that, compared with Aurora B, Aurora C has
a lower binding affinity to INCENP. It has also been shown that an Aurora C kinase-
dead mutant induces multinucleation in a dose-dependent manner and that siRNA
mediated silencing of both Auroras B and C give rise to multinucleated cells.
Interestingly, Aurora C is able to rescue the Aurora B silenced multinucleation
phenotype, demonstrating that Aurora C kinase function overlaps with and
complements Aurora B kinase function in mitosis. Thus, Aurora C is a chromosomal
passenger protein localizing first to centromeres and then to the midzone of mitotic
cells that cooperates with Aurora B to regulate mitotic chromosome segregation and
cytokinesis in mammalian cells. [304]

AurkC is believed to be oncogenic because its overexpression transforms NIH 3T3
cells into tumours. AURKC is overexpressed in many cancer cell lines, including
NB1RGB, MDA-MB-453, HEPG2, HelLa, and HuH7, and in cancer of the
reproductive tract. Overexpression increases cellular proliferation and migration and
enhances xenograft tumour growth. Kinase-dead AurkC decreases proliferation of
HelLa cells while expression of the constitutively active AurkC leads to more
aggressive tumours. Other carcinogenic genes are also located in the telomeric
region of human chromosome 19, a genomic region susceptible to translocations
and deletions. The functional significance of AURKC expression in cancer cells is
unknown but may relate to centrosome regulation. Overexpression of AURKC in
mitotic cells leads to centrosome amplification and multinucleation, a hallmark of
cancer. Extra centrosomes are associated with the formation of multipolar spindles.
Multipolar spindle formation usually leads to cell death however centrosome

clustering appears to support cancer cell survival and frequently leads to
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chromosome segregation defects. AurkC localizes to centrosomes with AurkA
during interphase and may play a role in centrosome clustering. Many new cancer
therapies are aimed at declustering centrosomes which forces cancer cells to form
a multipolar spindle and induces cell death. AurkC inhibition may alter this clustering
pathway. AurkC interactions with other proteins linked to cancer may also explain
its oncogenic role. AurkC, as well as AurkA and AurkB, phosphorylate the
transforming acidic coiled-coil 1 protein (TACC1). Overexpression of TACC1 drives
cell transformation and serves as a prognostic marker of endocrine therapy
resistance in breast cancer. AurkC also phosphorylates TRF2, a protein involved in
telomere length regulation. Decreased telomere length predisposes individuals to
cancer and negatively impacts fertility. In addition, tumor necrosis factor alpha
induces increased AURKC expression through the inflammation response factor
CEBPD in HelLa cells. Ongoing studies of normal AurkC functions in meiotic cells
are critical to improving our understanding of the role of aberrant expression in

cancer. [316]
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1.6 CIN AS A THERAPEUTIC TARGET

Drug resistance and poor prognosis associated with CIN tumours renders their
treatment a considerable challenge. However, the frequency and clinical
significance of CIN and its restriction to neoplastic tissue suggests the CIN
phenotype could be an attractive therapeutic target. In this regard, the direct
targeting of CIN by anti-cancer therapeutics is a subject of active research.

Given the plethora of mechanisms that have been attributed to CIN, several possible
strategies have been suggested, such as the use of microtubules-targeting agents.
However, the interesting observation that extreme CIN might be detrimental for
cancer growth suggest new potential therapeutic approaches.

Hence there is increasing support for the concept that increasing the level of
chromosomal instability may be lethal towards cancer cells (Fig. 1.16). Weaver and
colleagues have postulated in their animal models that excessive chromosomal
instability leads to tumour lethality as the karyotype that generated the tumour is lost
following further chromosomal missegregation and this was likened to mutational
meltdown. In this case, CIN was acting both as a tumour initiator but excessive CIN
acted as a tumour suppressor, supporting the idea that an optimal level of CIN is
required to initiate and propagate cancer. In line with such a possible negative
impact of CIN on tumour cell viability, various mouse models of enhanced CIN have
also revealed a possible tumour suppressive role for CIN. For example, while
reducing levels of CENP-E leads to an increase in spleen and lung tumour
formation, crossing these mice with p19 knockout mice or treating them with
carcinogens resulted in decreased tumour formation [317]. Similar results were
found in Bub1-insufficient mice; increased tumorigenesis has been observed when
crossing these mice with p53 or Rb heterozygous mice, but a reduction in tumour
formation in the prostate was observed when Bub1 insufficiency was combined with
a reduction in PTEN [318]. Importantly, this latter reduction correlated with
increased cell death. These results all argue in favour of the hypothesis that the
level of CIN needs to be tightly regulated in tumours: mild CIN can facilitate

tumorigenesis, but severe CIN is incompatible with tumour cell viability.
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Figure 1.16 Increasing the level of chromosomal instability may be lethal towards cancer
cells. [319]

1.6.1 Aurora kinases inhibitors

Aurora kinase family members generated great interest after their overexpression
and amplification was reported in a number of tumours. Their overexpression and
association with genetic instability in tumours have made them the focus of drug
discovery. Due to their involvement in a wide range of cell cycle events (e.g.,
centrosome function, mitotic entry, kinetochore function, spindle assembly,
chromosome segregation, microtubule dynamics, spindle checkpoint function, and
cytokinesis), they attracted a lot of attention from pharmaceutical companies to
develop potential inhibitors against them.

Depletion of Aurora kinase activity using techniques such as siRNA or expression
of kinase inactive protein has helped to predict the biological profile for Aurora
inhibitors (AKI). However, these techniques do not readily differentiate between
inhibition of catalytic kinase activity and any scaffold function that the proteins may
have. For this, selective small molecule inhibitors are required [320].

The discoveries of small molecule AKIs have been fuelled by the use of a variety of
experimental and theoretical approaches. Examples include also structure-based
drug design, especially in a fragment-based setup, structure-based virtual
screening, FRET-based biochemical cell proliferation assay, and rational design

followed by combinatorial expansion [321].
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Currently, more than 30 AKIs are in various stages of preclinical and clinical
studies. Most compounds compete with the ATP substrate and as such bind in a
ATP binding site. A series of Aurora inhibitors had been identified from the
combinatorial expansion of the 1,4,5,6-tetrahydropyrrol o[3,4-c] pyrazole bi-cycle,
a versatile scaffold designed to target the ATP pocket of protein kinases. In
particular the SAR (structure activity relationship) analysis of several
pyrrolopyrazole subclasses performed by Nerviano Medical Science Srl, resulted
in the synthesis of PHA-680632 which showed high anti-cancer activity in vitro and
in vivo and have thus become a preclinical candidate [322]. The X-ray
crystallographic structure of PHA-680632 in complex with Aurora A guided further
design. Through combinatorial expansion of a related 1,4,5,6-tetrahydropyrrolo
[3,4-c] pyrazole core and SAR refinements of the 5-amido-pyrrolopyrazole series
a potent Aurora kinase inhibitor PHA-739358 (Danusertib) was identified [321].

1.6.1.1 Danusertib

Danusertib is a potent small-molecule 3-aminopyrazole derivative developed by
Nerviano Medical Science Srl (Milan, Italy) (Fig. 1.17 A). It inhibits the ATP site of
all three members of the Aurora kinase family. The major route of metabolism of
Danusertib involves the formation of the N-oxide derivative, mainly through the
enzyme flavin containing monooxigenase 3. The N-oxide metabolite has less than

1% potency of the parent compound [323].
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Figure 1.17 PHA-739358 structure and biochemical activity. A. chemical structure of PHA-
739358. N-[5-(2-Methoxy-2-phenyl-acetyl)-1,4,5,6-tetrahydro-pyrrolo  [3,4-c] pyrazol-3-yl]-4-(4-
methyl-piperazin-1-yl)-benzamide. B. kinase inhibition profile of PHA-739358. Twenty-eight other
kinases displayed at least 10-fold selectivity compared with Aurora A (LCK, VEGFR3, C-KIT,
VEGFR2, CDK2/cyA, STLK2, FLT3, PLK1, LYN, IR, GSK3, NIM-1, PAK4, p38, PDK1, CK2, CHK1,
Cdc7, ZAP70, PKA, IKK2, MET, EGFR, ERK2, AKT1, IKK1, PKC, and SULU; ref. 21). ICs, the
concentration of PHA-739358 that causes 50% inhibition of kinase activity. [324]

In vitro studies

PHA-739358 shows a low nanomolar activity towards the Aurora kinase family
members inhibiting Aurora A, B and C at 13 nM, 79 nM and 61 nM, respectively
(Fig. 1.17 B). When tested against a panel of 32 additional kinases, four kinases
scored <10 fold relative to the 1Csq for Aurora A kinase; PHA-739358 shows cross-
reactivity with Ret, TrkA and FGFR (Fig 1.16 B). These cross-reactivities might
increase the usability of the compound by increasing antitumor activity or extending
the indications since, for example, Abl is the major driver in the majority of CML and
a subset of ALL patients[325]. Anti-proliferative activity of Danusertib has been
observed in a variety of tumour cell lines in the low nano-molar to sub-micromolar
range and treated cells usually show an accumulation in the number of cells with a
4N DNA content and often sub-population of >4N are observed. These different
effects of Danusertib may be due to the genetic background of the tumour cells
tested, reflecting different requirements for Aurora kinase activity. Most probably
they depend on the status of p53-dependent mitotic checkpoint, since treatment with
Danusertib of cells with wild-type p53 resulted in a growth arrest with 4N DNA
content, whereas cells with defective p53 were more prone to progress through the
cell cycle after failed cytokinesis and accumulated with >4N DNA content [323].
Inhibition of Aurora A or B can be followed at the cellular level by determination of
Aurora A auto phosphorylation or by inhibition of phosphorylation of histone H3.
Histone H3, a protein implicated in chromosome condensation, is phosphorylated
at serine 10 by Aurora B during mitosis. Treatment of Hela cells with PHA-739358 led
to a decrease in histone H3 phosphorylation and Aurora A auto-phosphorylation that
correlates well with the ICso for Aurora A and B in biochemical assays, suggesting a
potent inhibition of both kinases at nano-molar concentrations in cells [325].

The Ret kinase inhibitory activity of PHA-739358 was evaluated in cells which contain
a Ret allele with a constitutively activating mutation in the extracellular domain and
which can be used to determine receptor auto phosphorylation. Trk-A kinase
inhibitory activity was evaluated in cells that allow the inhibition of NGF-dependent

Trk-A phosphorylation to be determined. Both kinases were inhibited at low
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micromolar concentrations, although sensitivity was lower compared to Aurora
inhibition. PHA-739358 has an effect on MAPK activation induced by FGF, but not by
EGF demonstrating selectivity for inhibition of the FGFR pathway, but not the EGFR
pathway.

The activity on wild-type and mutant ABL has been investigated in more detail. PHA
739358 binds wild-type Abl with high affinity as well as several mutants, including
the T3151 mutant for which at present no treatment option exists if allogenic bone
marrow transplantation is excluded. This mutation is predicted to play a critical role
in the future, since there will be a growing medical need for new treatments for
this group of patients. Indeed, in CML patients increased resistance to
treatments is observed at a rate of 4 percent per treatment year. As seen in the
crystal structure of Abl (T3151) in complex with Danusertib the compound associates
with the catalytic domain of an active and phosphorylated conformation of Abl
(T315l) and lacks the steric hindrance imposed by the substitution of threonine by
isoleucine which is, for example, seen with Imatinib. Although second
generation inhibitors have recently been registered for the treatment of patients
resistant to Imatinib (Dasatinib, Nilotinib), none of them inhibits the Abl (T315I)
mutant. The potent inhibition of Abl kinase activity seen in biochemical and
cellular assays is also seen in primary CD34+ tumour cells taken from CML
patients bearing the Abl T315] mutation, and promising clinical responses

were also observed in patients. [325]

In vivo studies

The pharmacokinetics properties of PHA-739358 have been investigated in
the mouse, rat, dog and monkey. In all the species the compound showed
moderate to high systemic clearance and a high volume of distribution,
suggesting extensive tissue distribution. Following both I.V. bolus and infusion
administration, PHA-739358 plasma levels increased largely in proportion
to dose and data from repeated dose studies indicating that the
pharmacokinetics of PHA-739358 were not time-dependent and did not show
important differences when different schedules of treatment (i.e., duration of
infusion) were applied. Single dose 1.V. administration of PHA-739358 to mice
resulted in a time-dependent inhibition of histone H3 phosphorylation measured

in bone marrow. Strong inhibition at one hour post-administration was still
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apparent at three hours and returned to baseline levels by eight hours.[325]
Similar observations for the inhibition of histone H3 phosphorylation were
obtained after single 1.V. administration of the compound both in tumour and skin
tissue lysates. A PK/PD model relating the time-concentration profiles of PHA-739358
with the tumour growth was developed for A2780 xenografts. In this model it is
assumed that the cells, after being exposed to the drug, are damaged and the
severity of the damage (potency) and the rate at which the cells die (cell death
distribution) are the critical parameters of the model and are calculated after fitting to
experimental data. The model successfully predicted the response of tumours
exposed to different treatment schedules with PHA-739358. Based on this PK/PD
approach, the efficacy of PHA-739358 was essentially found to be related to the total
amount of the compound administered in the exponential phase of the tumour
growth. [325]

The antitumor activity of PHA-739358 in vivo was evaluated in several solid human
tumour xenograft models in nude mice and a significant activity was
observed. Efficacy experiments were performed in models including syngenic,
transgenic and carcinogen induced tumour models in different species to
monitor species-related effects on efficacy or toxicity. Usually the compound
was administered intravenously twice a day at the maximally efficacious dose
of 30 mg/kg for dosing periods ranging from five to ten days. A dose-finding
study was performed in HL60 leukemia cells implanted sub-cutaneously in SCID
mice. After intravenous administration, at doses between 7.5 and 30 mg/kg I.V.
BID for five days, a significant tumour growth inhibition was observed
showing dose-dependency and a tumour growth inhibition (TGI) of up to 98
percent at the highest dose. There was also evidence of tumour regression and
occasional cures [326]. Having observed similar activity on ovarian and colon
tumour xenograft, PHA-739358 activity was also tested on two breast tumour models
represented by a DMBA carcinogen-induced mammary carcinoma in rats and an
activated Ras-driven mammary tumours in transgenic mice (MMTV-v-Ha-
Ras). In both models good activity in terms of TGl was observed demonstrating
the effectiveness of PHA-739358 against syngenic models of mammary cancers
arising from either oncogene activation or genetic insult by carcinogen
exposure in rodents. The transgenic mouse prostate (TRAMP) model was used

to evaluate the efficacy of PHA-739358 against a prostate cancer model [327].
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After detection of tumour onset, which was monitored by MRI, mice were treated
for five days BID with 30 mg/kg of the compound. As in the human disease, prostate
tumours in TRAMP mice manifest as islands of low MRI signal intensity
surrounded by high MRI signals from neighboring benign tissue, and after
detection the tumour grows very fast and doubles its volume in about five days.
The treatment induced tumour regression in some animals with long-term
stabilizations was observed in the majority of treated animals. In a study by
Benten et al., the efficacy and toxicity of Danusertib was evaluated in a
subcutaneous hepatocellular carcinoma (HCC) xenograft models showing
high antiproliferative activity at well tolerated doses [328]. Inhibition of tumour
growth in rapidly proliferating Huh-7 tumours was highly significant although
tumours continued to grow at a very slow rate. Antiproliferative efficacy was
even more pronounced in moderately growing HepG2 tumours, although no
significant tumour regression was observed. Based on the results from

preclinical testing, Danusertib was progressed to Phase | clinical investigation.

Phase | clinical trials

Two parallel Phase | dose escalation studies were performed [323]. The first
study evaluated Danusertib administered i.v. on days 1, 8, 15 every 4 weeks
in 6 and 3 h infusion schedules at dose ranges 45-400 mg/m? in 50 patients
with solid tumours. The main dose-limiting toxicity (DLT) observed was grade
3/4 neutropenia. The most frequent non-hematologic adverse events were
mainly grade 1 and 2 fatigue, nausea, diarrhea and anorexia. Stable disease
was observed in 24% of the evaluable patients, in five of whom the disease
stabilization lasted more than 6 months. The second study tested 24 h infusion
in a 2-week cycle in patients with advanced solid tumours. In the first part of
the study, 40 patients were treated without granulocyte colony-stimulating
factor (G-CSF) and 7 dose levels were explored (45-650 mg/m?). Again,
principal DLTs were grade 3/4 neutropenia, diarrhea, nausea, vomiting and
fatigue. 11 of the 40 patients showed disease stabilization. One patient with
refractory small lung cancer had an objective response lasting 23 weeks. Post-
therapy skin biopsies showed decreased level of histone H3 phosphorylation
starting at 500 mg/m?. In the second part of the study, further dose escalation

(580-1000 mg/m?) was performed with co-administration of G-CSF in 16
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patients. Renal toxicity became dose limiting and the maximum tolerated dose
(MTD) was set at 750 mg/m? i.v. over 24 h every 14 days. In an exploratory
study on patients of a Phase | trial and subsets of two Phase Il trials no
significant association between polymorphism in genes coding for drug
metabolizing enzymes, transporter proteins and clearance of Danusertib,
between target receptor polymorphisms and toxicity of Danusertib and
between polymorphisms in the Aurora kinases B receptor and the extent
histone H3 phosphorylation were observed [329]. Danusertib was also
explored in combination with bevacizumab in a Phase | trial [323].

All the studies reported above were performed in patients with solid tumours.
In addition, 23 patients with CML and Philadelphia chromosome positive ALL
were enrolled in a Phase | study of Danusertib administered via 3 h infusion
daily for 7 consecutive days every 14 days. 14 out of 24 patients carried a
confirmed T3151 BCR-Abl mutation, 2 patients demonstrated hematologic

response and 9 patients demonstrated a haematological improvement. [323]

Phase Il clinical trials

A Phase Il clinical trial was performed in patients with CML relapsing on
Imatinib or other c-ABL therapy, and explored Danusertib at two dose levels,
250 or 330 mg/ m?/day, given as a weekly 6 h infusion for three consecutive
weeks, every 4 weeks. In a preliminary abstract reported on the first seven
CML patients enrolled, six out of seven patients had the T315] BCR-AbI
mutation [323]. 2 patients with T315]1 BCR-Abl mutation achieved a complete
hematologic response associated with a complete cytogenetic response and
a minor cytogenetic response (one case each). In another Phase Il trial
evaluating 4 months progression free rate, 42 patients with breast cancer and
34 patients with ovarian cancer, progressing after two prior chemotherapy
lines for advanced/metastatic disease were enrolled [323]. Danusertib was
administered i.v. over 24 h every 14 days at 500 mg/m?. In breast cancer 7
out of 38 evaluable patients were progression free at 4 months. In ovarian
cancer, 4 patients out of 34 were free from progression at 4 months. There
were 10 patients with stable disease. The most frequent side effects from all
phase Il trials were grade 3/4 haematological toxicity consisted of neutropenia
(86%).
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In a phase |l study by Laffranchi et al. [323] patients with advanced/metastatic
pancreatic and colorectal cancers (CRC) Danusertib was administered every
14 days, over 24 h i.v. infusion at 500 mg/m?. 33 patients with CRC and two
prior lines of chemotherapy were included. No patient was progression free at
4 months. 35 patients with pancreatic cancer, relapsing after one prior
chemotherapy line for advanced/metastatic disease were enrolled. 3 of the 31
patients were progression free at 4 months and had a stable disease for 6-8.5
months. In a randomized phase Il study in patients with metastatic castration-
resistant prostate cancer (CRPC) progressing after first-line docetaxel based
chemotherapy, Danusertib was administered using two different schedules
with equivalent dose intensity. Clinically relevant disease stabilization lasting

> 6 months was reported in 12 patients.[323]
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Chapter 2: Aim of the work

Glioblastoma multiforme (GBM) is the most aggressive brain tumour; despite the
current standard of care, the majority of the patients presents a relapse of the lesion,
probably due to the presence, within the tumour, of a subpopulation of cells with
stem-like properties, such as self-renewal capacity, multilineages differentiation
potential and tumorigenicity in vivo. These cells were named Glioma stem cells
(GSCs) and are characterized by high tumorigenic potential and resistance to
current therapies.

As GSCs are believed to play a key role in tumour initiation and progression, great
efforts have been making in order to better characterize this subpopulation of cells
and to find new therapeutic strategies GSC-targeted. This research project aims to
address two main aspects of this research area, with the purpose of finding new
therapeutic approaches.

The first one, which will be discussed in chapter 3, is to better characterize the effect
of a pan Aurora kinases inhibitor (Danusertib) in five glioma stem cell lines. As a
matter of fact, a feature of GSCs is the elevated chromosomal instability, which can
be due to different alterations, including defects in genes involved in the regulation
of the mitotic machinery. Among these, different studies have demonstrated an
impaired expression of Aurora kinases A and B in glioblastoma and suggested them
to be promising therapeutic targets for GSCs eradication.

The second one aimed at studying the division mode of GSCs in order to better
characterize the mechanisms by which GSC are able to both maintain a pool of self-
renewing and highly invasive stem cells and produce differential progeny. In 2011
Lathia and colleagues, using single-cell based time-lapse microscopy and
quantitative immunofluorescence, found that GSCs utilize both symmetric and
asymmetric cell division. Intriguingly they also demonstrated that only CD133 and
Numb could be asymmetrically segregated. The biological significance of these two
division modes is not yet fully understood, but improved understanding of this
phenomenon may lead to the development of preventative treatments or improved
therapeutic options for brain tumour patients through the identification of novel
targets that are involved in the control of asymmetric cell division in human brain
tissue. Hence in chapter 4 | will present some preliminary data about the setting up
of CrispR/Cas9 mediated GFP-tagged CD133 (PROM1 gene) and Nestin (NES
gene) glioma stem cell lines that could be used to look for signs for asymmetric cell

division using live cell imaging.
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3.1 MATERIALS

3.1.1 Cell lines

All the Glioma stem cell (GSC) lines used in this work (GBM2, G179, G144, G166,
GliNS2) were isolated from patients affected by glioblastoma and extensively
characterized for their stem cell properties. GBM2, G144, G166, GIINS2 derived
from classic glioblastoma multiforme, while G179 derived from a giant cell variant
glioblastoma. GBM2 cell line was kindly provided by the National Institute for Cancer
Research, Department of Haematology-Oncology, Genova, while G179, G144,
G166 and GIINS2 cell lines were kindly provided by Professor A. Smith of the
Wellcome Trust Medical Research Council Stem Cell Institute, University of
Cambridge, Cambridge (UK). All the GSC lines have been already characterized for
their cytogenomic and epigenomic profiles and already expanded in vitro as stable
cell lines and used as powerful model for studying their biology and testing drug
susceptibility [330-332].

CB660 are human foetal neural stem cell lines derived from the forebrain. They were

stored by BioRep Srl.

3.1.2 Drugs

Danusertib (PHA-739358, Selleckem) was dissolved in DMSO to a stock
concentration of 10 mM and stored at -80° C. It was then further diluted to the
required concentrations using complete medium and the aliquotes were stored at -
20° C.

EgV inhibitor STLC (S-Trityl-L-Cysteine, Tocris) was dissolved in DMSO at a stock
concentration of 50 mM. It was used at a final concentration of 5 uM in order to
synchronize cells in M phase.

DMSO had no effect on the cell survival.
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3.1.3 Solutions and buffers

Fixative solution: 3:1 methanol:acetic acid

Hypotonic solution 0.56% KCI in H,O

HRP Solution: 100 mM Tris-phosphate, 1.25 mM Luminol, 0.2 mM p-Coumaric
acid and 6.5% H20;

Western blot lysis buffer: 50 mM Tris pH 7.5, 120 mM NaCl, 0.5% NP40, 1 mM
EDTA, 1 mM DTT, Protease and Phosphatase inhibitors (Complete and
PhosStop; Roche Diagnostics, West Sussex, U.K)

Western blot running buffer: 100 mM Tris, 750 mM glycine, 0.04% SDS
Western blot sample buffer: 0.01% bromophenol blue, 62.5mM Tris-HCI pH
6.8, 7% SDS, 20% sucrose and (3-mercaptoethanol

Western blot transfer anode 1 buffer: 300 mM Tris, 20% methanol, pH 10.4
Western blot transfer anode 2 buffer: 25 mM Tris, 20% methanol, pH 10.4
Western blot transfer cathode buffer: 25 mM Tris, 40 mM 6-aminohexanoic
acid, 20% methanol, pH 9.6

3.1.4 Other reagents

AmpliTaq Gold DNA Polymerase, Applied Biosystems
B-27 supplement without vitamin A, Invitrogen

BigDye terminator v.3.1 kit, Applied Biosystem
Bovine serum albumin (BSA), Sigma

Cellular Senescence Assay Kit, Cell biolabs

Click-iT® EdU Alexa Fluor® 647 Imaging kit, Life Technologies
Colcemid, Roche

Direct-zol™ RNA MiniPrep, Zymo Research

DMEM F-12, Euroclone

DNeasy® Blood & Tissue Kit, Qiagen

Euromed-N, Euroclone

EuroSap enzymatic Kit, Euroclone

Giemsa, Gibco

human bFGF, Miltenyi Biotec

71



Chapter 3: Effect of Aurora kinases inhibition on GSCs

* human EGF, Miltenyi Biotec

* L-glutamine, Euroclone

¢ Laminin, Invitrogen

* M-MLYV reverse transcriptase, Invitrogen
* Matrigel®, Corning, 354230
e MTT, Sigma

* N2 supplement, Invitrogen, 17502-048
* Neurobasal, Invitrogen, 21203049

* Paraformaldehyde (PFA), Sigma
* Pen/Strep, Gibco

* ProLong Diamond mounting solution, Life technologies

¢ Quinacrine mustard, Roche

* TagMan® gene expression assay, Applied Biosystems

* Trypan blue dye, Sigma
* Trypsin 0.05%, Gibco

Table 3.1 List of TagMan® probes

Gene

AURKA
AURKB
AURKC
GAPDH

Code

Dye

Hs01582072_m1 FAM-MGB

Hs00945855 g1

FAM-MGB

Hs00152930_ m1 FAM-MGB
Hs99999905 m1 FAM-MGB
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Table 3.2 List of primary antibodies

Antigen Source

AurkA Abcam (ab1287)

AurkB Abcam (ab2254)

Cyclin A2 Abcam (ab32386)

Cyclin B1 Abcam (ab72)

Phospho-histone H3 Millipore (06-570)

CDK1 Abcam (ab18) [a17]

CDK1 substrates Cell signaling (9477s)

o tubulin Abcam (ab7291) [DM1A]

Pospho-Aurora A,B,C Cell signal (2914)

vy tubulin Abcam (ab27074)

Centromere (Crest) Antibodies incorporated (15-
234)

CenpF Abcam (ab5)

WB, Western Blot; IF, immunofluorescence

Table 3.3 List of secondary antibodies

Antigen Source

488-anti-mouse Life technologies (A21202)
594-anti-rabbit Life technologies (A31632)
488-anti-rabbit Life technologies (A11034)
670-anti-human abcam

Polyclonal anti-mouse HPR DAKO (P0448)
polyclonal anti-rabbit HPR  DAKO (P0447)

WB, Western Blot; IF, immunofluorescence

Species Dilution
rabbit 1:500 (WB)
rabbit 1:500 (WB)
rabbit 1:500 (WB)
mouse  1:500 (WB)
rabbit 1:250 (WB)
mouse  1:500 (WB)
rabbit 1:1000 (WB)
mouse  1:10000 (WB)
rabbit 1:100 (IF)
mouse 1:100 (IF)
human  1:100 (IF)

rabbit  1:100 (IF)

Species Dilution
donkey  1:2000 (IF)
goat 1:2000 (IF)
goat 1:2000 (IF)
goat 1:2000 (IF)
goat 1:5000 (WB)
goat 1:5000 (WB)
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Table 3.4 List of TP53 primers

Name
Exon5-6-FW
Exon5-6-RV
Exon7-FW
Exon7-RV
Exon8-FW
Exon8-RV

Code

Hs00346579_CE
Hs00346579_CE
Hs00346578 CE
Hs00346578_ CE
Hs00346577_CE
Hs00346577_CE

Table 3.5 List of STR markers

STR

Marker
D17S906

D17S1159

D17S785

D17S787

Position

Sequence 5'->3’
GAGAAAGCCCCCCTACTGCTCA
CACTTGTGCCCTGACTTTCAACTCT
AAAGAGAAGCAAGAGGCAGTAAGG
CTTGCCACAGGTCTCCCCAAG
TGTTGTTGGGCAGTGCTAGGA
CATACTACTACCCATCCACCTCTC

Sequence 5'->3’ PCR product
size (bp)

17p13.1 Left primer: 335
AGCAAGATTCTGTCAAAAGAG
Right primer:
TTCTAGCAGAGTGAAACTGTCT

17p13.1 Left primer: 285
GACAGAAGCACTACACTCAA
Right primer:
GTTCCCTGTTTCTGCCTAG

17925.1 Left primer: 181-207
ATCCCTGGAGAGTGAAAATG
Right primer:
AAGGCCAACCTGAAAACTAA

17922 Left primer: 138-166

TGGGCTCAACTATATGAACC
Right primer:
TTGATACCTTTTTGAAGGGG
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3.2 METHODS

3.2.1 Cell culture conditions

GSCs expansion was carried out in a proliferation permissive medium composed
by DMEM F-12 (Euroclone) and Neurobasal 1:1 (Invitrogen), 2% B-27 supplement
without vitamin A (Invitrogen), 2 mM L-glutamine (Euroclone), 10 ng/ml recombinant
human bFGF (Miltenyi Biotec) and 20 ng/ml recombinant human EGF (Miltenyi
Biotec), 20 Ul/ml penicillin and 20 pg/ml streptomycin (Euroclone). Human foetal
NSCs expansion was carried out in Euromed-N (Euroclone) enriched with 2mM L-
glutamine (Euroclone), 2% B27 supplement without vitamin A (Invitrogen), 1% N2
supplement (Invitrogen), 10 ng/ml EGF, 10 ng/ml bFGF (Miltenyi Biotec).

GSCs and human foetal NSCs were cultured in adherent culture condition in T-25
or T-75 cm? flasks coated with 10 pg/ml laminin (Invitrogen) or Matrigel* (Corning),
in 5% CO,/95% O, atmosphere.

The medium was replaced every 3-5 days in order to remove cell catabolic products
and cellular debris and to supply fresh nutrients. Cells were routinely grown to
confluence, dissociated using trypsin 0.05% (Gibco) and then split 1:2 or more

depending on cellular concentration.

3.2.2 RNA extraction

RNA was extracted from GSC lines using the Direct-zol™ RNA MiniPrep (Zymo
Research) according to the manufacturer’s protocol. RNA quantity and quality were

then analysed using a Nanodrop® ND-1000 spectrophotometer (Thermo Scientific).

3.2.3 TagMan gene expression assay

Quantitative PCR using the TagMan® gene expression assay (Applied Biosystems)
were performed in order to evaluate the expression levels of Aurora kinase A, B and
C in GSCs. GAPDH was used as a housekeeping gene while foetal neural stem
cells CB660 were used as controls. Probes for real-time PCR, purchased from

Applied Biosystems, are listed in table 3.1.
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Firstly, RNA samples were converted into first-strand cDNA using the M-MLV
reverse transcriptase (Invitrogen). cDNA was then quantified using a Nanodrop+ ND-
1000 spectrophotometer (Thermo Scientific).

Quantitative PCR were carried out using the ABI StepOne of Applied Biosystems,
according to the manufacturer’s instructions. The cycle conditions were: 2 min 50°C;
10 min 95°C; 40 cycles: 15 s 95°C, 1 min 60°C. Relative gene expression was

determined using data from the real-time cycler and the AAC; method. The gene

expression data were obtained as mean values derived from two independent

experiments.
3.2.4 MTT assay

Cell metabolic activity was assessed by the MTT (3-[4,5dimethylthiazol-2-yl]-2,5-
diphenyl tetrazolium bromide) assay in order to evaluate the Danusertib
cytotoxic/cytostatic effect. Cells were seeded in 96 well-plates at a density of 4x10*
cells/well in 100 ul of culture medium and incubated at 37°C. After 24 hs, Danusertib
at various concentrations (5-50-200-500-1000-5000 nM) was added to cell culture
medium. After the drug incubation time (24, 48 or 72 hs) MTT solution (1 mg/ml,
Sigma) was added to each well and cells were incubated for 3 hs at 37°C. Therefore,
formazan granules were solubilized in absolute ethanol and the absorbance of the
dye was measured spectrophotometrically with the FLUOstar Omega microplate
reader (BMG Labtech) at a 570 nm wavelength. The percentage of inhibition was
determined by comparing the absorbance values of drug-treated cells with that of
untreated controls: [(treated-cell absorbance/untreated cell absorbance) x 100]. The
results reported are the mean values of two different experiments performed at least

in triplicate.

3.2.5 Trypan blue dye exclusion assay

Trypan blue dye exclusion assay was performed in order to assess GSC viability
after 48 hs and 72 hs of exposure to different concentrations of Danusertib (50-500

nM). In GBM2 and G166 cell lines this assay was performed also after two round of
48 hs treatment with Danusertib 500 nM.
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Cells were plated in 60 mm Petri dishes at a density of 1,2x10° cells/dish, cultured
overnight and treated with different concentrations of Danusertib (50-500 nM) for
the desired times. Thereafter cells were stained using trypan blue dye (Sigma) to
count cell numbers and determine the drug cytotoxic/antiproliferative effects. The
treated samples were compared with the untreated controls. The results reported

are the mean values of two different experiments.

3.2.6 Conventional cytogenetics

Conventional cytogenetics techniques were performed in order to determine the
Danusertib effect on the mitotic index, used as a marker of cell proliferation, and cell
ploidy.

2x10° cells were seeded in T-25 cm? in 5 ml of medium. Subsequently, cells in
exponential growth phase were treated with 500 nM Danusertib for 48 hs. Then
metaphase chromosome spreads were obtained using standard procedures. Briefly,
cell cultures were treated with 0.2 pg/ml Colcemid (Roche) and then harvested and
incubated with a hypotonic solution of 0.56% w/v KCI for 15 minutes at RT. Then,
cells were fixed with fixative solution composed of 3:1 methanol:acetic acid.
Chromosomes were QFQ-banded using quinacrine mustard (Roche) and slides
were mounted in Mcllvaine buffer. Slides were analysed using Nikon Eclipse 80i
fluorescence microscope (Nikon) equipped with a COHU High Performance CCD
camera.

The mitotic index was evaluated counting the percentage of mitosis scoring at last
1000 nuclei, while ploidy was investigated by evaluating the number of
chromosome/metaphase on 30-50 metaphases. Chromosome spreads were
analysed using the Genikon software. Data were obtained as mean values derived

from two independent experiments.

3.2.7 Fluorescence in situ hybridization

For preparation of metaphase chromosomes and interphase nuclei, standard
procedures previously described were applied (view section 3.2.6). Cell suspension
was dropped onto glass slides. Fluorescence in situ hybridization (FISH) analysis

was performed using a commercial probe set targeting chromosomes X, Y, 13, 18,
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21 (CytoCell, FAST FISH Prenatal Enumeration Probe kit). Signals were counted
using in at least 50 interphase nuclei per sample and the number of signal was used
in order to assess the cell ploidy. All digital images were captured using a Leitz
microscope (Leica DM 5000B, Leica Microsystems GmbH, Wetzlar, Germany)
equipped with a charge coupled device (CCD) camera (Leica Microsystems) and

analysed by means of Chromowin software (Tesi Imaging, Milano, Italy).
3.2.8 Neurosphere formation assay

Cells treated with Danusertib 50 nM and 500 nM for 48 hs were retrieved from flasks
to obtain a single cell suspension and counted. 4x10° cells for each condition were
plated in a well of a six-well plate and let grow for a week. Spheres were then

counted through the observation at a phase contrast microscopy.

3.2.9 Cell morphology analysis

To evaluate cell morphology cells were seeded in 6-well plates in proliferative
permissive medium at 3x10°-10* cells/ml, depending on cell growth rate, specific for
each GSC line. After 24 hs, cells were treated with Danusertib (5-50-200-500-1000
nM) for different times of exposure (24-48-72 hs). Cell morphology was evaluated
through the observation at a phase contrast microscopy, comparing Danusertib
treated and untreated cells. Representative images were taken for each cell line and

for each treatment.
3.210 Giemsa staining

Giemsa staining was performed in order to evaluate Danusertib effect on nuclei
morphology.

Cells were grown on coverslips and treated with Danusertib 500 nM for 48 hs. Cells
were then fixed with 70% methanol, stained with 10% Giemsa solution (Gibco) in
distilled water for 15 minutes and rinsed off in tap water. Coverslips were let to dry
and mounted using Polyvinyl alcohol mounting medium (Fulka Analytical). Nuclei
morphology was evaluated through the observation at phase contrast microscopy,
comparing Danusertib treated and untreated cells. Based on nuclei morphology

cells were divided in four classes: normal nuclei, polymorphic nuclei, multinucleated
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cells and micronucleated cells. Representative images were taken for each cell line

using 100x oil lens.
3.2.11 Western blot

Western blots were generally performed on asynchronous cells. However, Aurora
kinases protein levels were investigated also in cells synchronized by treatment with
5 uM STLC for 24 hs. Mitotic cells were collected by mitotic shake off.

Cells were retrieved from flasks to obtain a single cell suspension, counted, washed
once with PBS and re-suspended in lysis buffer at a concentration of 10*/ul. 5x
sample buffer was subsequently added. Samples were sonicated and then boiled
at 95°C for 5 min. Cell lysates were loaded to electrophoresis in SDS polyacrylamide
gel (Bio-Rad Mini-PROTEAN® Tetra Cell system). Gels were then transferred with
a semi-dry technique to PVDF membranes (GE Healthcare) (Bio-Rad Trans-Blot®
Turbo Transfer system), which were blocked for 30 minutes with 5% milk/PBS/0.1%
NP-40. Membranes were then incubated overnight at 4°C with primary antibodies
(Table 3.2) diluted in blocking buffer, washed three times for 5 minutes with PBS
and incubated with the appropriate horseradish peroxidase (HRP) conjugated
secondary antibody (Table 3.3) for 1 hour at room temperature. Three washing
steps with PBS were done before chemiluminescent detection was performed using
a HRP Solution. a-tubulin was used as an internal standard. Emission was captured
with radiograph films (Amersham Hyperfilm™ GE Healthcare) using an automatic
Ecomax X-ray Film Processor (Photon Imaging Systems). Aurora kinases bands
were then quantified with Imaged (https://imagej.nih.gov/ij). The results are

expressed as means of two independent experiments.
3.2.12 Cell cycle profile analysis

GSCs were grown to semi-confluence on coverslip and incubated with EAU solution
(20 uM) for 20 minutes at 37°C. Cells were then fixed with 3.7% PFA for 10 minutes,
rinsed with PBS and permeabilized with 0.1% NP40 for 15 minutes. After other two
rinsing steps, cells were incubated with the Click-iT® reaction cocktail (Click-iT®
EdU Alexa Fluor 647 Imaging kit, Life Technologies) for 30 minutes at room

temperature in the dark. Cells were rinsed once, blocked with PBS/BSA 3% (Sigma)
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for 30 minutes at room temperature in the dark, incubated with the primary antibody
(anti-CENPF, see table 3.2 for details) for 1 hour, washed three times and incubated
with the secondary antibody for 1 hour (Table 3.3). Coverslips were then incubated
with DAPI for 10 minutes and mounted using the ProLong Diamond mounting
solution (Life technologies).

Random images were acquired using the Delta Vision Olympus IX70 microscope,

with 40X oil lens, equipped with a CCD camera using the Micromanager software.

3.2.13 Immunofluorescence

Phosphorylated aurora kinases levels were evaluated after Danusertib 500 nM
exposure for 48 hs.

Cells were grown on coverslips, synchronized using STLC 5 uM, and fixed with 3.7%
paraformaldehyde (PFA) (Sigma) and 70% methanol, for 10 minutes and 1 minutes
respectively.

Cells were permeabilized in PBS 0.1% NP40 for 15 minutes, blocked in 3% BSA
(Sigma) for 30 minutes and incubated with primary antibodies (Table 3.2) for one
hour at 37°C. Slides were then washed and probed with the appropriate secondary
antibody (Table 3.3) for one hour at room temperature. Coverslips were incubated
with DAPI for 10 minutes and mounted using the ProLong Diamond mounting
solution (Life technologies).

Images were acquired through a 60x oil immersion lens on a Delta Vision Olympus
IX70 microscope equipped with a CCD camera using Micromanager software.
Images deconvolution was performed using SVI Huygens Professional
Deconvolution Software (Version 3.5). For quantitative analysis of phosphorylated
Aurora kinases levels images were imported into Omero software and analysed with

ImagedJ software.

3.2.14 Live cell imaging

Live cell imaging analysis were performed on GBM2 and G166 cell lines in order to
evaluate cell fate when Danusertib 500 nM was added to cell culture.
GSCs were plated in 4 wells chambered slides (lbis) coated with Matrigel-.

To evaluate drug effect on GSCs, cells were incubated on the Olympus IX71 or IX73
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microscopes, equipped with a CCD camera, temperature controller (37°C) and CO2
(5%) incubation chamber, soon after the addiction of Danusertib 500 nM and
monitored overnight.

Images of multiple fields per well were collected every 5 min overnight using a dry
20x objective lens. Images were acquired using the MicroManager software and

analysed by means of ImagedJ software.

3.2.15 DNA extraction

Genomic DNA was extracted from GSC lines, treated or untreated with Danusertib
500 nM for 48 hs, using the DNeasy® Blood & Tissue Kit (Qiagen) according to the
manufacturer’s protocol. DNA quantity and quality were then analysed using a

Nanodrop® ND-1000 spectrophotometer (Thermo Scientific).

3.2.16 TP53 Sanger sequencing

To assess the TP53 mutational status in untreated GSCs, exons 5, 6, 7 and 8,
representing the mutational hot spot of this gene, were sequenced. The set of
primers used to amplify the target DNA and to sequence the DNA was purchased
from Life technologies and is reported in table 3.4.

First, an End-Point PCR was performed in order to amplify the TP53 target loci
(exons 5-6, 7 and 8). The following thermal cycling conditions were used: 95° C for
3 minutes; 35 cycles composed of: 95° C for 30 seconds, 60° C for 30 seconds, 72°
C for 30 seconds; 72° C for 7 minutes; 4° C «. DNA quality was examined using an
agarose gel electrophoresis. PCR products were then purified before sequencing
by means of the EuroSap enzymatic Kit (Euroclone). Briefly, 1.5 ul of PCR products
were mixed with 0.1 ul Exol, 0.1 ul SAP and 4.3 ul H,O. Samples were kept at 37°C
for 15 minutes and then at 80°C for further 10 minutes. Next, the sequencing
reaction was performed using the BigDye terminator v.3.1 kit (Applied Biosystem)
according to the manufacturer’s protocol. The following thermal cycling conditions
were used: 96° C for 40 seconds; 25 cycles composed of: 96° C for 10 seconds,
50° C for 5 seconds, 60° C for 4 minutes; 4° C <.

The reaction products were then purified using EDTA 125 mM pH8 and EtOH. DNA

sequencing was performed through a capillary electrophoresis using an ABI-3130
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sequencer (Applied Biosystems), with 4 capillaries of 36 cm of length each, loaded
with POP-7 polymer. Samples were allowed to run for about 1 h. Data were

analysed using FinchTV software.

3.2.17 Microsatellite analysis

Loss of heterozygosity (LOH) analysis of chromosomes 17 was assessed in
untreated GSCs by means of PCR-based assays. STS markers used are listed in
table 3.5. Specific information about primer sequence, melting and annealing
temperature can be obtained referring to the UCSC Genome Browser
(http://genome.ucsc.edu/). Amplification of each microsatellite was done in 20 pl
volumes with 20 ng/ml of genomic DNA, 1x PCR Buffer, 1 yM primers, 200 yM
dNTPs, 1.5 mM MgClo and 1 unit of AmpliTag Gold DNA Polymerase (Applied

Biosystems). Amplification products were resolved on 6% polyacrylamide gels and
electrophoresed for 5 hs at 160V. Gels were stained with 0.1% ethidium bromide

and LOH was determined by visual observation.

3.2.18 DNA integrity evaluation

DNA integrity analysis was performed after treatment with Danusertib 500 nM
according to the instructions using an automated tape based electrophoresis
(Agilent 2200 TapeStation). Briefly, 1 uL of genomic DNA (1-100 ng/ml) was mixed
with 10 yL of Genomic DNA Sample buffer and loaded into the Agilent 2200
TapeStation. A ladder and a negative control (1 uL of TE + 10 yL of Genomic DNA
Sample buffer) were loaded as well.

The Agilent 2200 TapeStation Analysis Software (revision A01.05) automatically
calculated the DNA concentration and provided the DNA Integrity Number (DIN).
This numerical assessment of the genomic DNA integrity can range from 1-10, and
was displayed directly under the gel image as well as in the sample table. A high
DIN (>7) indicates highly intact genomic DNA, and a low DIN (<7) a degraded
genomic DNA.
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3.219 @ Galactosidase staining

GBM2 and G166 were grown on coverslips in 6-well plates and treated with 500 nM
Danusertib. After one and two round of 48 hs drug exposure they were stained using
the Cellular Senescence Assay Kit (Cell biolabs) according to the manufacturer’s
protocol. The medium was aspirated and the cells were washed twice with PBS and
incubated with the fixative solution for 5 minutes at room temperature. Cells were
then washed three times with PBS and incubated with the staining solution mix
overnight at 37°C protected from light. The day after the stained cells were washed
twice with PBS and coverslips were mounted using the ProLong Diamond mounting
solution (Life technologies).

Random images were acquired on microscope Axio Lb A1 (Zeiss) equipped with an
AxioCam ERc 5s and a 40x objective. § galactosidase positive and negative cells
were counted on a computer monitor and percentages of 3 galactosidase positive
cells were calculated. The results are expressed as means of two independent

experiments.
3.2.20 Statistics
Statistical analysis was carried out performing Yates’ chi-square test or t-test on raw

data, by means of Excel spreadsheet (Microsoft Office 2013, Microsoft Corporation).

p value < 0,05 were considered statistically significant.
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RESULTS
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In this chapter | will present several data about the main research area | investigated
during my PhD program, performed in the Medical Genetics laboratory of the
University of Milano-Bicocca, under the supervision of Dr Angela Bentivegna. This
study is aimed on evaluating the effect of an Aurora kinases inhibitor on few GSC

lines.

3.3 PRELIMINARY RESULTS: GSCs ARE CHARACTERIZED BY
ENHANCED CIN AND AURK CNAs

In previous works the cytogenomic and epigenomic landscapes of the GSC lines
used in this study were deeply characterized using conventional and molecular
cytogenetic analysis [330]. Cytogenetic analysis are an essential tool to identify
chromosomal abnormalities in tumours and to unmask specific genomic regions
involved in tumorigenesis, as sequentially acquired chromosomal abnormalities are
pathogenetically fundamental in the development of malignancy. Specifically, the
karyotype of each GSC line (GBM2, G179, G166, G144, GliINS2) was assessed in
our laboratory, through QFQ-banding, in order to determine the major chromosomal
abnormalities. GBM, as many other solid tumours, is characterized by great
cytogenetic heterogeneity within the tumour. Accordingly, all the GSC lines showed
clonally occurring numerical and structural aberrations.

Array CGH on genomic DNA was assessed in order to screen for additional genomic
alterations and copy number alterations, which were not previously identified. aCGH
of G144 was already carried out by Pollard and colleagues in 2009 [331]. Data
comprised both homozygous and heterozygous deletions and both gains and
amplifications. aCGH revealed complex genomic changes in these cell lines: no
single chromosome was free from aberrations in the GSC lines analysed,
suggesting that they are characterized by enhanced chromosomal instability [330]
We focused our attention on copy number alteration of genes encoding for Aurora
kinases, which have found altered in GBM. 4 out of 5 GSC lines are characterized
by copy number alteration of AURK genes (Table 3.6). These aberrations are
generally heterogeneous losses or gains of chromosome regions including AURK

genes. Only in G166 we observed a complete gain of AURKA.
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Table 3.6 CNAs in AURK genes. List of AURK genes CNAs detected in five GSCs by means of a-

CGH.

GBM2

G179

G144

G166

GliNS2

Alteration GAIN
AURKA 20q13.2 Cytoband chr20 p13-q13.33
Size (Mb) 62,35
Mosaic level 100%
Alteration LOSS
AURKB 17p13.1 Cytoband chr17 p13.2-p13.1
Size (Mb) 3,81
Mosaic level 62%
Alteration LOSS LOSS GAIN GAIN
AURKC 19q13.43 Cytoband chr19 q13.43 chr19 q12-q13.43 chr19 q12-q13.43 chr19 p13.11-q13.43
Size (Mb) 0,25 29,26 30,69 45,25
Mosaic level 79% 73% 74% 73%

3.4 AURORA KINASES A AND B ARE OVEREXPRESSED IN GSC LINES

Real time PCR was performed in order to evaluate expression level of AURK genes

in GSC lines. GAPDH was used as a housekeeping gene while foetal neural stem

cells CB660 were used as controls. Relative gene expression was determined using

data from the real-time cycler and the AAC; method. Results are reported in Figure

3.1 and are mean values derived from two independent experiments.

According to previous published data, which reported an overexpression of AurkA
and AurkB in GBM, AURKA and AURKB are upregulated in all our GSCs compared
to CB660 cell. On the contrary AURKC is generally downregulated. Only in G144

cell lines AURKC showed a slight upregulation. Interestingly in most of the cases

there is not a direct correlation between copy number alterations and expression

levels suggesting that different post-translational mechanisms might be involved.
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Figure 3.1 Expression levels of AURK genes evaluated by means of RT-PCR. Bars represent
SEM.

3.5 AURORA KINASES PROTEIN LEVELS

| analysed AurkA and AurkB protein levels by Western blot in mitotic GSCs, as these
two kinases are highly expresses and activated by the G, phase of the cell cycle
through metaphase. GSCs were synchronized using STLC and mitotic cells were
collected by mitotic shake off. The aim was to investigate if the GSC lines were
characterized by different Aurora kinases expression levels. Protein levels were
quantified using Image J software and results are reported in Figure 3.2 B.
Generally, all GSC lines showed comparable levels of Aurora kinases. The only
exception was GBM2 cell line which presented higher protein levels of both AurkA
and AurkB. (Fig. 3.2 A/B).
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Figure 3.2 Aurora kinases A and B protein levels in synchronized GSCs. A. Representative
images of Western blot analysis of AurkA and AurkB in GSCs. B. Quantitative densitometry analysis
of at least two independent experiments. a tubulin was used as loading controls. AurkA and AurkB
protein levels were normalized on o tubulin and then expressed in Arbitrary Units (AU). Bars
represent SEM. * p<0,05

3.6 SENSITIVITY AND RESISTANCE TO DANUSERTIB MEASURED BY
METABOLIC ACTIVITY

The effect of Danusertib on the metabolic activity was determined by means of MTT
assay. Dose-response curves are shown in Figure 3.3 and individual p-value
obtained by t-test on raw data are reported in the supplemental Table S1. The
metabolic activity of GSCs treated with Danusertib at increasing concentration (5-
50-200-500-1000-5000 nM) was compared to untreated cells at different time points
(24, 48 and 72 hs). The Danusertib inhibitory effect varied between cell lines. After
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24 hs of treatment there was a slight decrease of the metabolic activity in all the
GSC lines which was mainly dose-dependent.

After 48 and 72 hs, this reduction was more evident in GBM2 and G179 cell lines,
showing a decrease of around 50% at the highest doses of Danusertib compared to
untreated cells. Otherwise G166, G144 and GIiINS2 cell lines showed a faint
decrease of the metabolic activity also after the longer treatment. In all the GSCs
tested the reduction of the metabolic values seemed not to be affected by the
prolongation of the treatment, remaining almost the same after 48 hs and 72 hs of
treatment.

GBM2 and G179 cell lines, whose metabolic activity was significantly affected by
the exposure to Danusertib, were pointed out as sensitive, while G144, GIINS2 and

G166 were considered resistant to the treatment.
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Figure 3.3 Danusertib effect on GSC metabolic activity. Metabolic activity was analyzed by MTT
assay after exposure to increasing concentration of Danusertib for 24, 48, 72 hs. Results represent
the means from three different experiments performed at least in triplicate and are reported as
percentage of drug-treated cells relative to untreated cells. Bars represent SEM.

3.7 DANUSERTIB EFFECT ON GSCs VIABILITY

GSCs viability was evaluated by means of the Trypan blue dye exclusion assay.
The administration of 50 nM Danusertib didn’t induce any statistical significant
changes in GSCs viability after 48 and 72 hs in both sensitive and resistant cell
lines. Again, GBM2 and G179 were the most sensitive cell lines after 48 hs of
treatment with 500 nM Danusertib, showing a significant increase in the percentage
of cell mortality (Fig. 3.4). 72 hs of exposure resulted in a progressive significant
increase in cell death in GBM2 and G179 cell lines. All the other cell lines showed
lower cell mortality after both 48 hs and 72 hs of 500 nM Danusertib treatment.
These data suggested that in responsive GSCs, Danusertib had mainly a cytotoxic

effect, which was definitely more evident at the highest drug concentration.
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Figure 3.4 Danusertib effect on GSC viability. Cell viability was analysed by Trypan blue dye
exclusion assay after exposure to two different concentrations of Danusertib (50-500 nM) for 48 and
72 hs. Results are reported as percentage of cell mortality in drug-treated cells relative to untreated
cells and are the means of three different experiments +SEM. t-test on raw data: * p<0,05.

3.8 DANUSERTIB INDUCES STRONG CHANGES IN CELL AND NUCLEI
MORPHOLOGY IN SENSITIVE GSCs

GSC lines were treated with increasing concentrations of Danusertib (5-50-200-500-
1000 nM) for 24, 48 and 72 hs of exposure. Matching untreated control cultures
were also assessed. At each time point cell morphology was evaluated through
phase contrast microscopy and representative images were taken (Fig. 3.5 and Fig.
S1). Danusertib treatment determined evident morphological changes in GBM2 and
G179 cell lines, which were defined accordingly to the previous assays as sensitive
cell lines, showing a significant reduction in cell metabolic activity, viability and
proliferation. In particular, as reported in Figure 3.5, cells showed a dramatic
increase in their size starting from 48 hs of exposure to Danusertib 500 nM. At the
higher concentration the Danusertib cytotoxic effect was prevailing, as
demonstrated by the presence of cell debris and dead cells. Hence, 500 nM and 48
hs of exposure were the parameters used for further experiments. In the resistant
cell lines Danusertib did not induce any relevant modification in cellular shape (Fig.
S1).
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Figure 3.5 Danusertib induces morphology alterations in sensitive GSC lines. Representative
images taken by phase contrast microscopy of GBM2 (A) and G179 (B) cell lines treated with
Danusertib 500 nM for 24, 48 and 72 hs. Drug treatment induces a significant increase in cell size.
Scale bar = 100 um

Subsequently nuclei morphology was better investigated by means of a Giemsa
staining.

A total of at least 300 nuclei were counted in each sample, distinguishing between
normally shaped nuclei and abnormal ones, multinucleated and micronucleated
cells. Atypical nuclei, which is a hallmark of cancer and is a peculiar feature of
malignant cells, were present in all the GSC lines analysed. The nucleus shapes
were irregular and various, donut-shaped, ring-shaped, polylobate nuclei and nuclei
with multiple blebs are only some examples (Figure 3.6). The results are displayed
in Table 3.7. Chi-square test was assessed to identify any statistically significant
difference between untreated and drug treated cells.

In GBM2 and G179 treated cells there was a significant increase in the percentages
of polymorphic nuclei and multinucleated cells compared to matching untreated
controls. Moreover, Danusertib exposure induced in these two cell lines the
appearance of micronucleated cells. All these features could mirror the increased
cell size previously reported. Interestingly the same variations were found also in
G144 cell line, even if they didn’t show any significant variations in cell morphology.
Interestingly in G166 cell line the different morphology subclasses were found also
in the control, while in GIINS2 there was only a slight increase in the percentages of

polymorphic nuclei and multinucleated cells, but no micronuclei were observed.
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Figure 3.6 Danusertib induces relevant alterations in nuclei morphology in several GSC lines.
Representative images of GBM2, G179 and GIiINS2 nuclei morphology after Danusertib 500 nM
treatment for 48 hs. GBM2 and G179 cell lines highlighted the presence of a huge number of large
multinucleated (C) and micronucleated cells (A) and polymorphic nuclei (B). GIINS2 cell line didn’t
show any significant variations in nuclear shape. Scale bar = 100 um

Table 3.7 Percentages of normal shaped, polymorphic nuclei and multinucleated and
micronucleated GSCs.

GBM2 G179 G166 GliNS2 G144
CTRL 500nM | CTRL 500nM | CTRL 500nM | CTRL 500nM | CTRL 500nM
NORMAL 93,6 23,6%** [ 87,9 6,5%** 34,9 8,2*** 98,5 83,9*** | 953 18%**
% POLYMORPHIC 3,8 12,5* 5,8 10,4 43 38,2 1,5 9,7* 33 13,3*
MULTINUCLEATED| 2,6 45,3%** 6,4 79,7*** | 10,9 27,6%* 0 6,4* 1,3 28,7*
MICRONUCLEATED 0 18,7%%* 0 3,4 6,1 26%** 0 0 0 0

Chi square test (treated vs untreated) *p<0,05; **p<0,01; ***p<0,001

3.9 DANUSERTIB INDUCES PLOIDY INCREASE IN GSC LINES

Ploidy was evaluated through the count of the number of chromosomes in at least
50 metaphases from each treatment. Several class of ploidy were identified (listed
in Table 3.8) and results were grouped according to this classification. Chi square
test was performed on raw data in order to identify any variation in ploidy after drug
treatment. Generally, Danusertib induced an increase in the chromosomes number
both in sensitive and resistant cell lines. Only in GliINS2 cell lines the ploidy remained
almost stable after Danusertib exposure.
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Table 3.8 Evaluation of ploidy after Danusertib treatment.

Ctrl 0,0 0,0 0,0 0,0 10,0 0,0 0,0 16,7 73,3 0,0 0,0 0,0 0,0
500 nM 0,0 0,0 0,0 0,0 0,0* 6* 3,0 12,0 36,4*** 39,4 0,0 0,0 3,0
Ctrl 0,0 0,0 0,0 0,0 10,0 20,0 36,7 33,3 0,0 0,0 0,0 0,0 0,0
500 nM 0,0 0,0 0,0 0,0 3,3 0,0*** 6,7 3,37 16,7 13,3*** 30*** 6,7* 20™*
Ctrl 0,0 0,0 66,7 33,3 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0
500 nM 0,0 0,0 o*** 6,7 0,0 0,0 26,7 63,3"** 0,0 0,0 3,3* 0,0 0,0
Ctrl 0,0 50,0 33,3 0,0 0,0 16,7 0,0 0,0 0,0 0,0 0,0 0,0 0,0
500 nM 0,0 46,7 40,0 0,0 0,0 13,3 0,0 0,0 0,0 0,0 0,0 0,0 0,0
Ctrl 0,0 0,0 0,0 2,0 23,5 56,8 15,7 2,0 0,0 0,0 0,0 0,0 0,0
500 nM 0,0 0,0 0,0 16,7*** | 33,3 33,3 0*** 0,0 3,3 6,6 3,3 0,0 0,0

Chi square test (treated vs untreated) *p<0,05; **p<0,01; ***p<0,001
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3.10 DANUSERTIB EFFECT ON GSCs PROLIFERATION

In order to study the effect of Danusertib exposure on cell proliferation, we evaluated
the Mitotic index (MI). This parameter has very important clinical implications
because the mitotic activity is a crucial property related to the tumour
aggressiveness. Ml analysis was performed by counting the number of metaphases
per 1000 nuclei. The Ml was assessed on untreated and 500 nM Danusertib treated
cells for 48 hs. Results are expressed as percentages and are displayed in Figure
3.7. Statistically significant differences were evaluated by chi-square test on raw
data. Danusertib administration induced a decrease of MI in all the cell lines
analysed. In particular, in GBM2 and G179 cell lines, which had already been shown
to be very sensitive to the drug treatment, the reduction of the M| was statistically
significant. In the remaining cell lines the alteration of the MI was faint and not

statistically significant.
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Figure 3.7 Danusertib effect on GSC proliferation. Cell proliferation was evaluated through the
determination of the Mitotic index. Results are reported as percentages from the means of two
independent experiments +SEM. Yates’ Chi-square test on raw data: ** p<0,01; *** p<0,001.
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3.11 DANUSERTIB EFFECT ON GSCs CLONOGENIC POTENTIAL

The clonogenic potential of GSCs was evaluated after treatment with Danusertib 50
and 500 nM. In sensitive GSCs (GBM2 and G179) | observed a significant dose-
dependent reduction of the number of clones, as shown in the representative
pictures in Figure 3.8 A. Quantitative data are reported also in Figure 3.8 B as
percentages of cell forming colonies in the treated samples over matching control
values. As regards the resistant cell lines generally there was no significant
decrease of the number of colonies after Danusertib treatment. Only in G144

Danusertib 500 nM induced a decrease of this parameter.
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Figure 3.8 Danusertib effect on GSCs clonogenic potenitial. GSCs clonogenic potential was
evaluated after treatment for 48 hs to Danusertib 50 nM and 500 nM. A. Representative images of
the dose-dependent clones decrease highlighted in GBM2 cell line. B. Results are reported in a bar
graph as percentages of cell forming colonies in the treated samples over matching control values.
Results reported are the means of two independent experiments +SEM. t-test on raw data: * p<0,05;
*** p<0,001.
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3.12 DANUSERTIB INDUCES A DECREASE
KINASES LEVELS IN GSC LINES

IN PHOSPHO-AURORA

Danusertib activity was evaluated by means of immunofluorescence assays aimed
at detecting the expression of phosphorylated Aurora kinases in the nuclei of mitotic
cells, untreated or treated with 500 nM Danusertib for 48 hs. Cells were
synchronized using STLC in order to have a proper number of mitotic cells in both
controls and treated samples. As a matter of fact, inhibition of Aurora kinases can
be followed at the cellular level by determination of Aurora auto phosphorylation.
The level of phosphorylated Aurora kinases was quantified using Image J in at least
50 cells and results are reported as mean values of two independent experiments.
Quantification data are reported in Figure 3.9 A, while representative images are
shown in Figure 3.9 B and Figure S2. In all the GSC lines Danusertib induced a
significant reduction of the level of phosphorylated Aurora kinases demonstrating
that Danusertib inhibitory activity was effective in both sensitive and resistant cell
lines. Interestingly the inhibitory effect of Danusertib was even more evident in the
more resistant cell lines: G166 and G144 cell lines showed a 87% reduction of the

expression of phosphorylated-Aurora kinases.
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Crest P-Aurk y tubulin DAPI

Figure 3.9 Danusertib induces a reduction of phosphorylated Aurora kinases in GSCs. A.
Quantification of the pospho-Aurora kinases fluorescent signal in the nuclei of mitotic cells was
performed by ImagedJ software. Results are expressed as mean of two independent experiments +
SEM. t- test on raw data: *** p<0,001. B. Representative images of two GSCs lines (GBM2 and
G166) untreated or treated with Danusertib 500 nM for 48 hs, synchronized with STLC and stained
for Crest (white), phospho-Aurora kinases (red), y tubulin (green) and DAPI (blue).
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3.13 LIVE IMAGING ANALYSIS OF GSCs FATE AFTER DANUSERTIB
EXPOSURE

In order to better characterize the phenotype induced by Danusertib exposure and
the mechanism leading to polyploidy, | evaluated the feasibility of cell fate using live
cell imaging. Live cell imaging analysis were performed on two GSC lines, which
have previously showed a different sensitivity to Aurora inhibition (GBM2 and
G166). Images of multiple fields per well were collected every 5 min for
approximately 16 hs soon after the addition of Danusertib 500 nM. Matching

untreated controls were also assessed.
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In both the cell lines the main mechanism by which Danusertib induced an increase
in cell ploidy was the inhibition of the cytokinesis leading to endoreduplication. In
the presence of Danusertib | observed a significant decrease in the number of cells
which underwent a proper cell division, and, on the other hand, an evident increase
in the percentage of non cytokinetic cells (Fig. 3.10). The other parameters taken
into account, such as the number of cell which did not properly divide (i.e. from one
cell | observed more than two daughter cells) or the number of dead cells, did not
show any relevant modification in both the cell lines.

The live cell imaging analysis highlighted also a significant increase in the mitotic
length, from around 90 minutes to around 150 minutes both in GBM2 and G166 cell
lines. This variation might probably due to an elongation of the S phase (Fig. 3.11).

Indeed, cells might take more time to duplicate an increase DNA content.

GBM2

G166

Figure 3.10 Danusertib inhibits cytokinesis in GSCs. Representative images of dividing cells
(indicated by black arrows) detected by means of live cell imaging analysis. Danusertib 500 nM
inhibited cytokinesis in GSCs.
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Figure 3.11 Danusertib induces a significant increase in the mitotic length. The mitotic length
was determined analysing the live cell movie by means of Image J. t-test ***p<0,001

3.14 DIFFERENT SENSITIVITY OF GSCs TO AURORA INHIBITION IS NOT
DEPENDENT ON TP53 STATUS

Given the pivotal role of p53 in regulating fate of cancer cells following cytotoxic
treatment, several studies analysed whether its status influences response to
Aurora inhibition, yielding conflicting results [333, 334]. In order to verify if the
different response of GSCs to Danusertib might be due to a different TP53
mutational status we performed a Sanger sequencing of TP53 exons 5,6,7 and 8
considered the mutational hot spot regions [335, 336]. Results are reported in Figure
3.12 A/B/C and all the alterations detected are listed in Table 3.9. All the cell lines
sequenced carry missense mutations in the DNA-binding region of the protein,
except for GIINS2 cell line which isn’t affected by any mutation in TP53; G166 and
GBM2 carry the same alterations. G144 cell line proved to be the most affected by
mutations in TP53 locus; as a matter of fact, we found two mutations, in exons 5
and 8, along with two SNPs in intron 7, 71 and 91 nucleotides downstream of exon
7 respectively, with population allele frequencies of 16% and 10%. In all the cell
lines analysed, except for G144, the mutations were homozygous suggesting a loss
of heterozygosity (LOH) of whole or part of chromosome 17. The presence of the
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same mutations in highly polyploid cells is really unlikely. On the other hand, is much
more likely that malignant cells, which loose the wild-type TP53, have been
preferentially selected. The fact that all the cell lines, excluded GIiINS2, are
characterized by TP53 mutations, does not support a role of TP53 status in
determining the observed differential sensitivity of GSCs to Aurora kinases

inhibition.
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Figure 3.12 Different sensitivity of GSCs to Aurora inhibition is not dependent on TP53 status.
Electropherograms of TP53 mutational hot spot region. All the GSC lines carry missense mutations
in the DNA-binding region of the protein, except for GIINS2 line which isn’t affected by any mutation
in TP53.
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Table 3.9 List of the TP53 alterations found in the cell lines analysed.

R248W
Variation:rs121912651
Position17:7674221
GBM2 no alteration no alteration AllelesG/A no alteration
Protein positior248
Amino acidR/W
Missense variant
R175H
Variation:TP53_g.12512G>A
Position17:7675088
G179 AllelesC/T no alteration no alteration no alteration
Protein positionl 75
Amino acidsR/H
Missense variant
R248W
Variation:rs121912651
Position17:7674221
G166 no alteration no alteration AllelesG/A no alteration
Protein positior248
Amino acidR/W
Missense variant
GIliNS2 no alteration no alteration no alteration no alteration
P152L Nucleotide Position: 14181 G266E
Variation:rs587782705 SNP Location: Intron-7 Variation:rs193920774
Position 177675157 . SNP Alleles: C/T Position17:7673823
e AllelesG/A Mo AllelesC/T
Protein positionl 52 Nucleotide Position: 14201 Protein positior266
Amino acid$/L SNP Location: Intron-7 Amino acidss/E
Missense variant SNP Alleles: T/G Missense variant

3.15 TP53 LOSS OF HETEROZIGOSITY (LOH) ANALYSIS

In order to verify if the LOH hypothesized starting from sequencing data was present
in our GSCs and if it was restricted to TP53 locus (17p13.1) or spread to a bigger
region or even to the whole chromosome 17, an LOH analysis was performed using
a panel of 4 microsatellite markers for chromosome 17 p and q. This approach
allowed the distinction of the homologous chromosomes, as microsatellite markers
with a high rate of heterozygosity were selected. Results are reported in Figure 3.13.
In particular, G144 cell lines showed a retained heterozygosity of the whole
chromosome 17 as expected from sequencing data. Interestingly G166 cell line
presented a whole chromosome 17 LOH as all the microsatellites were
homozygous. GBM2 and G179 cell lines revealed a more restricted LOH. In GBM2
the LOH involved only the distal portion of chromosome 17 p arm, while in G179 it

was probably extended to the whole p arm.
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Figure 3.13 Detailed chromosome 17 LOH mapping of GSC lines. LOH analysis was performed
using a panel of 4 microsatellite markers.

3.16 SENSITIVE AND RESISTANT GSCs HAVE A DIFFERENT CELL CYCLE
DISTRIBUTION

In order to evaluate any difference in the cell cycle distribution between sensitive
and resistant GSC lines a Western blot evaluation of mitotic markers levels was
performed on asynchronous GSC lines. Moreover, | identified and quantified the
percentage of cells in G1, G2, S and M phases by immunofluorescence detecting
EdU, CENP-F and a-tubulin in conjunction with DAPI staining.

Sensitive and resistant GSCs revealed a completely different cell cycle distribution.
As regards the Western blot data, GBM2 and G179 cell lines showed a G1 phase
profile with low levels of mitotic markers. G166, G144 and GIiINS2 displayed a
surprisingly high levels of Cyclins A and B, Aurora kinases and pS10 histone H3 but
did not have an elevated Mitotic index (as reported in section 3.10) or elevated Cdk1

activity, suggesting that these cells might accumulate in late S and G2 with
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premature Aurora kinase activation. (Fig. 3.14). However, immunofluorescence
assays on asynchronous cells highlighted that GBM2 and G179 cell lines seemed
to be mainly in S and G2 phase, with few mitotic cells, mirroring the quiescent
phenotype of these cells. On the contrary G166, G144 and GIINS2 cells presented
a G1 phase profile. (Fig. 3.15 A/B)

The results collected from western blot and immunofluorescence analysis seems to
be at odds, but, actually they can suggest the involvement of other mitotic proteins,
such as a no functional APC/C, which can cause the weird cell cycle distribution

determined by the mitotic markers levels
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Figure 3.14 Mitotic markers expression levels. Representative images of western blot analysis of
mitotic markers levels. a tubulin was used as loading controls.
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Figure 3.15 GSCs cell cycle distribution. A. Immunofluorescence representative images. Semi-
confluent asynchronous GSCs were fixed and stained for CENP-F (green), EdU (red) and DAPI
(blue), to visualize and quantify G1, S, G2 and M cells. B. A graph shows the percentages of cells in
the different cycle phases G2 and M phase in the two subpopulations at the various dose levels. At
least 100 cells were randomly imaged and scored.
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3.17 DANUSERTIB DOES NOT INDUCE ANY DNA FRAGMENTATION

In order to better characterize the cell fate after 48 hs exposure to Danusertib 500
nM the DNA integrity status was evaluated by means of a tape based
electrophoresis which automatically provided the DNA Integrity Number (DIN)
reported in Figure 3.16. All the value both in untreated and treated cell lines were

found greater than 7 indicating an overall DNA integrity.
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Figure 3.16 Danusertib does not induce any DNA fragmentation in GSC lines. Electrophoretic
run of DNA extracted from untreated and 48 hs Danusertib 500 nM treated GSC lines. All the DIN
values are >7 indicating DNA integrity.

3.18 AURORA INHIBITION INDUCES AN INCREASE IN SENESCENCE IN
SENSITIVE GSCs

Based on previous studies reporting the ability of Aurora inhibitor to induce
senescence [337-339], | evaluated the levels of B-galactosidase in two GSC lines
with different sensitivity to Danusertib (GBM2 and G166). | observed a significant
increase in the percentage of senescent cells in GBM2 cell line, with 79% of these
expressing the senescence marker after 48 hs, compared to 0% of matching
untreated cells. On the contrary, in G166 cell line Danusertib did not induce any

relevant increase of the level of B-galactosidase. (Fig. 3.17 A/B)
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3.19 MULTIPLE ROUNDS OF AURORA INHIBITION INDUCE AN INCREASE
IN PLOIDY AND SENESCENCE ALSO IN RESISTANT GSCs

Our results reported previously in section 3.9 showed that the cell lines with higher
sensitivity for Aurora kinase inhibition, GBM2 and G179, were characterized by a
higher ploidy compared to the less sensitive ones. Moreover, in these cell lines
Aurora inhibition induced an increase in senescence as shown in Figure 3.17. A
straight forward explanation for this result could be the presence of a ploidy
threshold that is intolerable even for p53 negative cell lines. A prediction from this
hypothesis would be that the resistant cell lines should also undergo senescence
after repeated rounds of Aurora inhibition leading to steady increases in ploidy. In
order to investigate the correlation between GSCs Danusertib sensitivity and the
ploidy level, GBM2 and G166 cell lines were subjected to two rounds of Danusertib
exposure. B-galactosidase performed at the desired time points, showed a
significant increase of senescent cells also in G166 cell line.

The FISH analysis on interphase nuclei, using probes detecting chromosomes X, Y,
18, 13 and 21, was performed in order to estimate the cell’s ploidy as the number of
metaphases was extremely low after two rounds of treatments. This assay
highlighted that after two round of Danusertib exposure there was a significant
increase of the cell’'s chromosomes content also in the resistant cell line. The
number of probes signals per cell detected was comparable in GBM2 and G166 cell
lines and was around 12 suggesting that the cells were almost dodecaploid (Fig
3.18).
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Figure 3.17 Aurora inhibition induces an increase in senescence in GSCs. GBM2 and G166
cell lines were treated with 500 nM Danusertib. Following 48 hs x1 or 48 hs x2 of incubation, they
were fixed and stained for f-galactosidase, to evaluate induction of senescence. A. Representative
images showing p-galactosidase staining (blue) at baseline and after Danusertib treatment. B. A
graph shows the percentages of senescent cells in the two cell lines. An average of 100
cells/condition/experiment were randomly imaged and scored. Results are representative of two
independent experiments. Error bars indicate means + SEM.
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Figure 3.18 Multiple rounds of Danusertib exposure induces an increase in chromosomes
content in GBM2 and G166 cell lines. A. Representative images of FISH analysis performed in
GBM2 and G166 cell lines after two rounds of 48 hs treatment with Danusertib 500 nM. Red signals
correspond to chromosome 21, while green signals indicate chromosome 13. Danusertib exposure
induces an increase of the number of signals detected in both the cell lines. Scale bar = 100 um B.
Quantification of the number of signals per cell. Results are expressed as mean of two independent
experiments. At least 50 cells were analysed in each experiments t- test on raw data: *** p<0,001
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41 MATERIALS

411 Celllines

GBM2 cell line was already described in section 3.1.1.

E2 primary glioblastoma cell line was derived from freshly resected glioblastoma
patient specimens as described in [340] and was a generous gift of Colin Watts
(Cambridge). Protocols for tissue collection were compliant with the UK Human
Tissue Act 2004 (HTA Licence ref 12315) and approved by the local regional Ethics
Committee (LREC ref 04/Q0108/60). To obtain cancer stem cell enriched
populations, E2 cell line was cultured in Neurobasal-A medium supplemented with
B-27, epidermal growth factor (20 ng/ml), fibroblast growth factor (20 ng/ml),
glutamine and penicillin/streptomycin. E2 glioma stem cells (E2-GSC) were then

extensively characterized for their stem cell properties [341].

4.1.2 Solutions and Buffers

. Midi Prep Solution 1: 50 mM glucose, 10 mM EDTA, 25 mM Tris pH8.0
. Midi Prep Solution 2: 1% SDS, 0.2 M NaOH

. Midi Prep Solution 3: 3M KAc, pH to 4.8 with acetic acid

. TE buffer: 10 mM Tris, 1 mM EDTA, pH 8.0 with HCI

4.1.3 Other reagents

. 5-alpha chemically competent E. Coli, New England BioLabs
. Accutase, PAA Laboratories UK, L11-007

. B27 supplement, Invitrogen, 17504-044

. DMEM F12, Sigma

. GenElute™ Mammalian Genomic DNA Miniprep kit, Sigma

. Gibson Assembly® kit, New England BioLabs

. Heparin, Sigma, H3393-10KU

. Hu bFGF, Invitrogen, PHG0263

. Hu EGF, Invitrogen, PHG0313

. L-glutamine, Gibco
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Matrigel®, Corning, 354230

N2 supplement, Invitrogen, 17502-048

Pen/Strep, Gibco

Phusion High-fidelity DNA polymerase, New England BiolLabs
QIAprep® Spin Miniprep Kit, Qiagen

QIAquick® Gel extraction kit, Qiagen

SOC media, New England BioLabs

Trypsin 0.05%, Gibco

Table 4.1 List of primers

No Name Sequence (5’->3’)

1 Nes-Left arm-FW GATCCCCCGGGCTGCAGGCTGGGGAGATCCCCGAGGGCC
CCCA

2 Nes-Left arm-Rv GGTCTTTTCCATGGTCCTCCCCTGAGGACCAGGACTC

Nes-Right arm-FW GACCATGGGAAAAGACCATCTGCCCGGCACTGG

4 Nes-Right arm-RV CGATAAGCTTGATATCGCAGGTCACCTGGCCCAGCCTCTCT
C

5 Cd133-Leftarm-FW  GATCCCCCGGGCTGCAGGCTTTCCTAGGCAGAGGTC

6 Cd133-Left arm-RV ACGAGGGCACCGGTAGCTAGCAAGATC

7 Cd133-Right arm FW CTACCGGTGCCCTCGTACTCGGCTCC

8 Cd133-Right arm-RV  CGATAAGCTTGATATCGCCAAACCCTAGTAGCAGATATTTC

10

11
12

13
14
15
16
17

18
19

mClover-FW

mClover-RV

T2A-Neo-FW
T2A-Neo-RV

mEmerald-FW
mEerald-RV
Neo-T2A-FW
Neo-T2A-RV
mCherry-FW

mCherry-RV
T2A-Puro-FW

]
GAGGACGGATCCGGTGCAGGCGCCATGGTGAGCAAGGGC
GA
CCGCTTCCCTTGTACAGCTCGTCCATGCCATGTGTAATCCC
G
CTGTACAAGGGAAGCGGAGAGGGCCGCGGCAGCCTGCTG
GCAGATGGTCTTTTCCTCAGAAGAACTCGTCAAGAAGGCGA
TAGAAGGC

CCGGGCCCATGGTGAGCAAGGGCGAGGAG
CCGAGTACGAGGGCAGCGCTTCCGCTTCCGCCG
GAGGATCTTGCTAGCTATGGGATCGGCCATTGAACAAG
CTCACCATGGGCCCGGGGTTCTCCTC
TCCTCAGGGGAGGACATGGTGAGCAAGGGCGAGGAGGAT
A

CGGCCCTCTTACTTGTACAGCTCGTCCATGCCG
GTACAAGTAAGAGGGCCGCGGCAGCCTGCTGACCT
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20
21
22
23
24
25

T2A-Puro-RV
Nes-gRNA-FW
Nes-gRNA-RV
Nes-FW
Nes-RW
GFP-RV

AGATGGTCTTTTCCTCAGGCTCCAGGTTTTCTTGTCATAC
GACCGCTTTTCCTAGTCCTCCCCTG
AAACCAGGGGAGGATAGGAAAAGC
CAGCATGTGAATGGGGGAGT
GCCTCTCAGCCAGAAACCAT
CTTGTACAGCTCGTCCATGCC
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42 METHODS

4.2.1 Cell culture conditions

GBM2 expansion was carried out as described in section 3.2.1.

E2 cells were cultured in a proliferation permissive medium composed by DMEM F-
12 (Sigma), 2% B-27 supplement (Invitrogen), 1% N2 supplement (Invitrogen), 2
mM L-glutamine (Gibco), 5 ng/ul Heparin (Sigma), 20 ng/ml recombinant human
bFGF (Invitrogen) and 20 ng/ml recombinant human EGF (Invitrogen), 20 Ul/ml
penicillin and 20 pg/ml streptomycin (Gibco).

E2 cells were cultured in adherent culture condition on Matrigel® (Corning) coated
surfaces in 5% CO,/95% O, atmosphere. The medium was replaced every 3-5 days
in order to remove cell catabolic products and cellular debris and to supply fresh
nutrients. Cells were routinely grown to confluence, dissociated using Accutase
(PAA Laboratories UK) and then split 1:2 or more depending on cellular

concentration.

4.2.2 Cloning of targeting constructs

CrispR/Cas9 mediated GFP N-terminal tagged CD133 (PROM1 gene) and GFP or
RFP C-terminal tagged Nestin (NES gene) GBM2 and E2 glioma stem cell lines

were assessed.

gRNA cloning into the PSPCas9 (BB) cassette

CD133 and Nestin specific guide RNA sequences, designed using the Benchling
(http://benchling.com) platform and obtained from Eurofins Genomics (No.21-22,
Table 4.1), were inserted into a CrispR/Cas9 cloning site by means of the following
protocol. 1 ul of gRNA forward and gRNA reverse oligos were mixed with 1 pl T4
DNA ligase buffer 10X, 1 yl T4 PNK and 6 pl H20. Oligos were phosphorylate and
annealed using a thermocycler (Duplex program). 2 pl of the diluted reaction
products (1:200) were then mixed with 1 pl PspCas9 (BB, 100 ng), 2 ul 10X
FastDigest, 1 yl DTT, 1 pl ATP, 1 pl FastDigest (Bpil), 0.5 yl T7 DNA ligase and

11.5 yl H20. The samples were incubated in the thermocycler (Ligation program). A
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PlasmidSafe reaction was then performed. 11 pl of the ligation reactions were mixed
with 1.5 pul of the PlasmidSafe buffer 10X, 1.5 pl of ATP and 1 ul of the PlasmidSafe

exonuclease. Samples were incubated in the thermocycler (Plasmid Safe program).

Donor plasmids cloning in pBS vector

The left and right homology arms of the donor plasmids were designed using
specific in silico tools (Snapgene, SerialCloner). In between these homology
sequences we introduced an in frame insertion of an antibiotic resistance ORF
(Neomycin or Puromycin) and mEmerald, mClover (enhanced GFP mutants) or
mCherry (an enhanced RFP mutant) linked via a T2A ribosome skipping sequence
(Neomycin-T2A- mEmerald-CD133, Nestin-mClover-T2A-Neomycin, Nestin-
mCherry-T2A-Puromycin). All the fragments were PCR-amplified using the Phusion
High-fidelity DNA polymerase (NEB). Thermocycling conditions were the following:
98°C for 30 s; 30 cycles: 98°C for 5 s, 72°C for 30 s, 72°C 1 min; 72°C 5 minutes;
4°C. PCR products were then run on an electrophoresis gel and gel extracted using
the QIAquick® Gel extraction kit (Qiagen). The primers used, designed through the

NEBuilder® tool (available online at http://nebuilder.neb.com/) and obtained from

Eurofins Genomics, are reported in Table 4.1 (No.1-20).
The sequences were joined together in a pBlueScript (pBS) vector linearized
through a EcoRl restriction digest for 1 h at 37°C. Fragments were assembled using

the Gibson Assembly® kit (NEB) with a 2:1 ratio of fragment to vector.

4.2.3 Bacteria transformation

50 pl of 5-alpha chemically competent E. Coli (NEB, genotype: fhuA2 A(argF-
lacZ)U169 phoA ginV44 @80 A(lacZ)M15 gyrA96 recA1 relA1 endA1 thi-1 hsdR17),
were transformed with CrispR/Cas9 vectors or donor plasmids. Briefly 2 ul of each
plasmid DNA were added to bacteria. The mixtures were then placed on ice for 30
minutes, heat shocked at 42°C for exactly 30 seconds and placed again on ice for
5 minutes. 100 pl of room temperature SOC media (NEB) was added into the
mixtures. Subsequently bacteria were placed at 37°C for 60 minutes in a revolving
incubator and 100 pl of mixture were spread onto ampicillin (1 pg/ml) agar plates

and incubated overnight at 37°C.
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The day after single colonies were picked and let grow overnight in 5 ml of
LB+ampicillin (1 pg/ml) media at 37°C in a revolving incubator. Plasmid DNA were
then extracted using the QIAprep® Spin Miniprep Kit (Qiagen). The presence of the
expected DNA sequences was confirmed by restriction digestion and sequencing
(GATC service).

4.2.4 Plasmid DNA Midi-Prep

A midi-prep protocol was used to purified plasmid DNA from 5-alpha competent E.
Coli (NEB) grown overnight in 50 ml of LB media with ampicillin (1 pg/ml). Cells were
pelleted at 4000 rpm for 20 minutes, and re-suspended in 2.5 ml of Solution 1 on
ice. To this, 5 ml of Solution 2 and 2.5 ml of Solution 3 were slowly added. Cells
were then spinned at 4000 rpm for 10 minutes and the supernatant was poured off
into a fresh tube using tissue paper as a filter to minimize the transfer of white
residues. Nucleic acids were precipitated with isopropanol. Pellet was dissolved in
750 pyl TE and 1 ml 5M LiCl was used to precipitate RNA. The supernatant was
carefully taken off and DNA was precipitated with 2 volumes of EtOH. Samples were
incubated on ice for at least 10 minutes and centrifuged at 4000 rpm for 5 minutes.
Pellets were left to air-dry. DNA was then dissolved in TE, treated with 12 ug of
RNAse and left at 37°C for 30 minutes. DNA was purified using 1 volume of phenol
chloroform and precipitated on ice for 30 minutes using 0.1 volumes of 3M NaOAc
and 2 volumes of EtOH. Samples were finally spinned down at 13000 for 5 minutes
and pellet re-suspended in 100 uyl TE. DNA quality and quantity were analysed using
a Nanodrop® ND-1000 spectrophotometer (Thermo Scientific).

4.2.5 GSCs transfection

Donor plasmids and CrispR/Cas9 vectors were co-transfected in GBM2 and E2
GSC lines using the Neon® Transfection System (Invitrogen), with an optimized
protocol (1400V, 30ms). Transfected cells at 80% confluence in a 6-well were
trypsinized with trypsin 0.05% (Gibco), plated in 96-wells in selective media with
antibiotic (Neomycin), monitored for single colony formation and expanded upon

confluency.
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4.2.6 DNA extraction

Genomic DNA from green fluorescent colonies was purified using the GenElute™
Mammalian Genomic DNA Miniprep kit (Sigma) according to the manufacturer’s
protocol. DNA quality and quantity were analysed using a Nanodrop® ND-1000

spectrophotometer (Thermo Scientific).

4.2.7 Genotyping PCR

In order to verify the correct insertion of the targeting constructs in the loci of interest
genomic DNA extracted from green fluorescent clones was PCR-amplified using the
Phusion High-fidelity DNA polymerase (NEB) and the primers listed in Table 4.1
(No. 23-28). Thermocycling conditions were the following: 98°C for 30 s; 30 cycles:
98°C for 5s, 72°C for 30 s, 72°C 1 min; 72°C 5 minutes; 4°C. PCR products were

run on agarose gel.

4.2.8 Live cell imaging

Live cell imaging was performed using an Olympus IX71 or IX73 microscope
equipped with a CCD camera, temperature controller (37°C) and CO2 (5%)
incubation chamber. GSCs were plated in 2 wells chambered slides (Ibis) coated
with Matrigel®. Images of multiple fields per well were collected every 5 min
overnight using a dry 20x objective lens. Images were acquired using the

MicroManager software and analysed by means of ImageJ software.
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RESULTS
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In this chapter | will present some preliminary data about the project | took part
during the six months | spent in Dr Hochegger’s lab (Genome Damage and Stability
Center, University of Sussex, Brighton, UK). This study is aimed on setting up
CrispR/Cas9 mediated GFP-tagged CD133 (PROM1 gene) and GFP or RFP-
tagged Nestin (NES gene) glioma stem cell lines in order to look for signs for

asymmetric cell division using live cell imaging.

4.3 PROM1 AND NES TARGETING CONSTRUCTS

N-terminus tagging of PROM1 was performed in collaboration with Dr. Ann-Kristin
Hov.

CrispR-Cas9 gene editing system required two constructs: a targeting construct with
homology to the target gene and a plasmid expressing a site-specific single guide
RNA (sgRNA) and Cas9 protein from Streptococcus pyogenes (SpCas9). The left
and right homology arms of the CD133 targeting construct were complementary to
PROM1 5 UTR and exon 1, respectively. As regards NES gene the left and right
homology region were complementary to the last exon (exon 4) and the 3’'UTR. In
between these sequences a neomycin selection marker, a ribosome skipping motif
(T2A) and mEmerald (for PROM1) or mClover and mCherry (for NES) were cloned.
Two different PROM1 sgRNA-SpCas9 plasmids, targeting two positions before
exon 1, and one NES sgRNA-SpCas9 plasmid, targeting the stop codon, were
designed. (Fig. 4.1).

The construction of the donor plasmids was done in two steps by initially amplifying
the homology arms, adding an Agel and a Ncol restriction site to the left arm of
PROM1 and NES respectively. These fragments were cloned into a pBlueScript
vector, previously linearized by EcoRI. The constructs were then confirmed by
restriction digest and Sanger sequencing.

These initial constructs were then linearized with Agel or Ncol and used as
backbone vectors for the cloning of neomycin-T2A-mEmerald, mClover-T2A-
Neomycin or mCherry-T2A-Puromycin fragments. The final constructs obtained
from clones of transformed 5-alpha chemically competent E. coli were checked
again by restriction digest and Sanger sequencing (Fig. 4.2). DNA from clones which

showed the right construct’s sequences were chosen for further applications.
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Figure 4.1 PROM1 and NES gene targeting strategy. A. Schematic representation of PROM1
tagging with a Neomycin resistance cassette, a T2A ribosome skipping motif and mEmerald
sequence. B. Localization of the two sgRNAs in the 5 UTR of PROM1. C. Schematic representation
of NES tagging with a mClover sequence, a T2A ribosome skipping motif and a Neomycin resistance
cassette. D. Localization of the sgRNAs on the stop codon of NES. E. Schematic representation of
NES tagging with a mCherry sequence, a T2A ribosome skipping motif and a Puromycin resistance
cassette. F. Localization of the sgRNAs on the stop codon of NES.
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Figure 4.2 Restriction digest of PROM1 and NES gene targeting constructs. A. Predicted
digests and electrophoresis gel of CD133 Neomycin-T2A-mEmerald construct isolated from 5 clones
of transformed 5-alpha chemically competent E. Coli. B. Predicted digests and electrophoresis gel
of Nestin mClover-T2A-Neomycin construct isolated from 5 clones of transformed 5-alpha chemically
competent E. Coli. C. Predicted digests and electrophoresis gel of Nestin mCherry-T2A-Puromycin
construct isolated from 5 clones of transformed 5-alpha chemically competent E. Coli.

44 Neomycin-T2A-mEmerald AND mClover-T2A-Neomycin INTEGRATION
ON PROM1 AND NES

The CD133 and Nestin constructs were transfected with the matching sgRNAs into

E2 and GBM2 cell lines using the Neon®Transfection system. Successful

transfection was confirmed using a GFP expressing plasmid (Fig. 4.3).
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GBM?2

GFP-plasmid

Figure 4.3 E2 and GBM2 transfection control. A GFP expressing plasmid was used. Bar = 200

pm.

Transfected cells were selected for integration of the construct using G418, a
derivative of Gentamycin B. Clones began to appear after three to four weeks and
some were picked for further analysis.

Clones were then checked under a fluorescence microscope for a GFP signal, and
genomic extracts of the ones characterized by the presence of a green signal were
purified and PCR genotyped in order to confirm the integration of the tag. The
primers used are shown in Figure 4.4 A and 4.5 A. One of the two primers mapped
outside of the region of interest in order to confirm the integration at the right PROM1
and NES loci. E2 clone 21 and GBM2 clones 8 and 12 showed the correct
integration of CD133 tagging construct (Fig. 4.4 B/C), while E2 clone 4 and GBM2
clone 21 were positive for the Nestin tagging construct (Fig. 4.5 B/C).

To better confirm the GFP tag integration a second genomic PCR was performed
on positive clones, using GFP primers (Fig. 4.4 A and 4.5 A). Results are reported
in Figure 4.6 and confirmed the correct integration of the tagging constructs in E2

and GBM2 positive clones.
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Figure 4.4 PCR genotyping of CD133 GFP-tagged green positive clones. A. Primers designed
to test for tag integration on PROM1. Two primer pairs were designed using the same reverse primer
in exon 1; one forward primer in the 5° UTR and another within the GFP-tag. B. PCR reactions of E2
clones using the following primer pair: 5> UTR and exon 1. Arrows indicate the sizes of fragments.
The wild type expected size is 339 bp, while the size of the tagged sequence is 1966 bp. C. PCR
reactions of GBM2 clones using the following primer pair: 5 UTR and exon 1. Arrows indicate the
sizes of fragments. The wild type expected size is 339 bp, while the size of the tagged sequence is
1966 bp.
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Figure 4.5 PCR genotyping of Nestin GFP-tagged green positive clones. A. Primers designed
to test for tag integration on NES. Two primer pairs were designed using the same forward primer in
exon 4; one reverse primer in the 3’ UTR and another within the GFP-tag. B. PCR reactions of GBM2
clones using the following primer pair: exon 4 and 3’ UTR. Arrows indicate the sizes of fragments.
The wild type expected size is 360 bp, while the size of the tagged sequence is 1960 bp. C. PCR
reactions of E2 clone using the following primer pair: exon 4 and 3’ UTR. Arrows indicate the sizes
of fragments. The wild type expected size is 360 bp, while the size of the tagged sequence is 1960
bp.
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Figure 4.6 PCR genotyping with GFP primers set. A. Genomic PCR of E2 clone 21 and E2
genomic DNA as a negative control using the GFP primer set reported in Fig. 4.4 A. Expected product
size was 747 bp. B. Genomic PCR of GBM2 clones 8 and 12 and GBM2 genomic DNA as a negative
control using the GFP primer set reported in Fig. 4.4 A. Expected product size was 747 bp. C.
Genomic PCR of E2 clone 4 and E2 genomic DNA as a negative control using the GFP primer set
reported in Fig. 4.5 A. Expected product size was 960 bp. D. Genomic PCR of GBM2 clone 21 and
GBM2 genomic DNA as a negative control using the GFP primer set reported in Fig. 4.5 A. Expected
product size was 960 bp.

The expression of the GFP-CD133 fusion protein in E2 and GBM2 CD133-
Neomycin-T2A-mEmerald positive clones was also tested by means of Western blot
using an anti-GFP antibody.

A weak signal was detected in E2 clone 21 GBM2 clone 8 and GBM2 clone 12, but
no signal in wild type E2 and GBM2 cell lines (Fig. 4.7). However, the band detected
in E2 clone 21 was around 90 kDa, which is smaller than expected (125 kDa). This
could be due to the nature of CD133, as there are multiple isoforms of this protein.
Size differences had already been observed in GSCs and reported in literature (43).
Western blot analysis of E2 and GBM2 Nestin-mClover-T2A-Neomycin positive

clones are still ongoing.

MW
A Clone kDa B Clone Clone MW
E2 21 100 GBM2 8 12 (KDa)
- 80
- 55
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Figure 4.7 GFP-CD133 fusion protein expression analysis in E2 and GBM2 positive clones.
A. E2 clone 21 weakly expressed GFP-CD133 fusion protein. B. A signal was detected in GBM2
clones 8 and 12. No signal was detected in E2 and GBM2 wild type cell lines. a-tubulin was used
as a loading control

4.5 CD133 SEGREGATION BETWEEN DAUGHTER CELLS

As an E2 cell line containing a GFP-tagged CD133 has been confirmed, it was used
for subsequent studies using fluorescence microscopy. It was previously shown that
CD133 segregates asymmetrically during division, promoting asymmetric division
of GSCs (21). The GFP-CD133 cell line was observed for 16 hours to trace cell
lineages and to observe segregation of CD133. Mitotic cells were assessed using
ImageJ to quantify the signal emitted from each daughter cell. Daughters with a 25%
to 50% difference were classed under “slight asymmetry” and more than 50%
difference was a “severe asymmetry” phenotype. Only one cell was observed to

have severe asymmetry (Fig. 4.8).

Slight Severe

Symmetric Asymmetry Asymmetry

C Distribution of CD133 during Mito:

Figure 4.8 Live-cell imaging of GFP-CD133 cells. A. Cells were observed for asymmetric distribution of
CD133 during mitosis. Figure shows symmetric, slightly asymmetric and severely asymmetric phenotypes
during metaphase, anaphase and telophase/cytokinesis. B. Example of Imaged analysis of dividing cells. Grey
values are calculated and plotted against distance (um). Peaks are compared to establish phenotypes. C. Bar
graph of mitotic cells and their CD133 segregation phenotypes within a 16 hours movie.
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An unexpected observation was the presence of a clustered CD133 signal that is
being transferred between cells (Fig. 4.9). The cell sample was a mixed population
of tagged and untagged cells, however, this signal is seemingly being passed on to
untagged cells as well. Dubreuil et al. (44) observed membrane particles
concentrated in CD133 was being released from neuroepithelial cells as a midbody,

which may be an explanation of this particular phenotype.

Figure 4.9 Clustered CD133 signal distribution. CD133 signal was found in non-GFP-CD133+
cells and this signal was being passed on from GFP-CD133" cells.
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Glioblastoma multiforme (GBM) is the most common and aggressive primary brain
tumour; the median survival of GBM patients remains about 15 months post-
diagnosis, with high risk of recurrence [4]. Recent studies suggested that GBM
contains a small subset of tumour cells that display stem-like features [100, 101],
named glioma stem cells (GSC) or glioma initiating cells (GICs), that proved to be
able to drive cancer growth, resist to chemo and radiotherapy and were responsible
for tumour relapse after conventional therapies [95, 100]. Moreover, these GSC
subpopulations are highly heterogeneous, hence explaining the difficulty
encountered when seeking new therapeutic strategies to deplete them. Due to this
high heterogeneous background, in our laboratory we have been studying for
several years few GSC lines, characterizing their cytogenomic and epigenomic
signature [330]. Previous cytogenetic and molecular cytogenetic analysis showed
that a typical feature of GSCs is also the elevated chromosomal instability (CIN):
our cell lines are characterized by various numerical and structural aberrations,
deletions, amplification and loss of heterozygosity [330]. A variety of alterations
have been proposed as being responsible for CIN, including defects in genes
involved in the regulation of the mitotic machinery, such as the Aurora Kinases,
making them a promising therapeutic target for GSCs eradication [309] [342]. Given
that, the effect of Aurora kinases inhibition on GSCs has been investigated and
results are reported in chapter 3.

Interestingly it has been demonstrated that GSCs are able to not only recapitulate
the pathophysiology of the original tumour from which they were isolated, but also
to produce the corresponding diversity of cell populations within the tumour mass in
experimental models. Thus, a single GSC is virtually able to both maintain a pool of
self-renewing stem cells and produce differential progeny through a combination of
asymmetric and symmetric cell division.

In particular, asymmetric division is the key to maintaining a hierarchy within GBM
tumors and, for this reason, improved understanding of this phenomenon may lead
to the development of preventative treatments or improved therapeutic through the
identification of novel targets that are involved in the control of asymmetric cell
division.

In 2011 Lathia and colleagues, using fixed cells and fluorescent tagging of CD133
with antibodies, demonstrated that CD133 and Numb could be asymmetrically

segregated [257]. In chapter 4 | presented some preliminary data | collected during
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the six months | spent in Dr Hochegger’s lab (Genome Damage and Stability Center,
University of Sussex, Brighton, UK), where | took part in a project aimed on setting
up CrispR/Cas9 mediated GFP or RFP-tagged CD133 (PROM1 gene) and Nestin
(NES gene) glioma stem cell lines in order to look for signs for asymmetric cell

division using live cell imaging.

Effect of Aurora kinases inhibition on GSCs

In chapter 3 of the thesis | showed several data | collected during my PhD program
performed in the Medical Genetics laboratory of the University of Milano-Bicocca,
concerning the effect of Aurora kinases inhibition on five GSC lines (GBM2, G166,
G179, GIINS2 and G144) from GBM. Treatment of GBM should be focused on
glioma stem cell subpopulation, as it is considered the real driving force for tumour
initiation, progression and relapse, and GSCs lines provide a valuable model for in
vitro drug-testing.

Several studies demonstrated that CIN can be considered a hallmark of human
neoplasms even if the exact mechanisms and contributions of CIN in cancer has
been still elusive. A variety of alterations have been proposed as being responsible
for CIN, including defects in genes involved in the regulation of the mitotic
machinery, such as the Aurora Kinases. Aurora kinases have been shown to be
frequently altered in a wide range of tumours. In particular, Aurora A gene has been
found to be amplified in human gliomas, while Aurora B overexpression has been
correlated with worst prognosis and higher invasiveness in GBM [309, 315].
Starting from this preliminary data | decided to first of all investigate the expression
level of Aurora kinases in our GSC lines, using for normalization a foetal neural stem
cell line. According to what has been reported in literature, Aurora kinase A and B
were upregulated in all the GSC lines, while Aurora kinase C, whose role has been
deeply documented in meiosis, was generally downregulated. Interestingly the
AURK expression levels generally did not correlate with the copy number alterations
detected by means of array-CGH, suggesting transcriptional or post-transcriptional
mechanisms, such as the increased transcriptional efficacy or the reduced mRNA
turnover might play a key role.

Subsequently | analysed the Aurora A and B protein levels in order to evaluate if a
variability of Aurk protein expression may be identified in the different GSC lines.

The AurkA and B expression levels were similar in four out of five cell lines. Only
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GBM2 showed an increased expression of both Aurora kinases compared to the
other cell lines.

As accumulating evidence suggests that overexpression of AURK induces
chemotherapeutic resistance and regulates several key signalling pathways
associated with cell proliferation, cell survival, cell migration and invasion, and cell
death in various types of cancer cells, | decided to investigate the effect of
Danusertib, a small ATP competitive molecule 3-aminopyrazole derivative, with
strong activity against all the Aurora kinases, on our GSCs evaluating different
parameters. Results showed that response to increasing Danusertib concentrations
(5-50-200-500-1000 nM) was heterogeneous among GSC lines. Cell metabolic
activity and viability were significantly reduced only in two GSCs out of five (GBM2
and G179), which were indicated as sensitive to Danusertib.

The analysis of cell and nuclear morphology highlighted in these two cell lines the
presence of large multinucleated cells and an increase in the number of polymorphic
nuclei and micronuclei starting from Danusertib 500 nM. Hence | selected this drug
concentration for the subsequent analysis. In order to evaluate if the morphological
alterations mirrored variations in the chromosomes content we analysed the cells
ploidy by means of chromosome spreads and conventional cytogenetic techniques.
Exposure to Danusertib 500 nM for 48 hs induced the appearance of metaphase
with higher ploidy in all the GSCs analysed, even if the increase in the cell
chromosomes content was more evident in GBM2 and G179 cell lines. These
results were further supported by live cell imaging analysis, which showed that in
both GBM2 and G166 cell lines, which showed a different sensitivity to Aurora
inhibition, Danusertib exposure led to an evident increase in the percentage of non
cytokinetic cells.

All these findings confirm previously published data, which demonstrated that
Danusertib was able to induce cell cycle inhibition and endoreduplication in different
cancer cells. As a matter of fact, several studies highlighted a substantial increase
in DNA content with 4N or even >4N cells subpopulations indicating that the
dominant phenotype, we also observed in our GSCs, is mainly related to Aurora B
inhibition [324].

As an alteration of the cell ploidy was observed in all the GSC lines and, at the same
time, Danusertib seemed to present an effective inhibitory action in both sensitive

and non-sensitive ones, as demonstrated by the downregulation of Aurora kinases
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auto phosphorylation detected by means of immunofluorescence assay, | wondered
if the different response to Danusertib, detected also by means of clonogenic assay
and mitotic index determination, was due to different mechanisms.

Intriguingly an explanation for cells responding differentially to an Aurora kinase
inhibitor has been recently suggested to be depending on the integrity of the p53-
p21—dependent post-mitotic checkpoint as assessed in different tumour cell lines
[343]. However, several studies analysing whether p53 status influences response
to AurkA inhibition, yield conflicting results [344].

Hence, to address the question whether the TP53 status could be the reason for the
different cellular phenotype observed, we examined the TP53 mutational status in
our GSCs, performing a Sanger sequencing of the hot spot mutational region of the
gene of interest.

Interestingly all the cell lines carried missense mutations in the DNA-binding region
of the protein, except for GIINS2 cell line which was not affected by any mutation in
TP53. This finding does not support a role of TP53 status in determining the
observed differential sensitivity of GSCs to Aurora inhibition.

Subsequently | determined the cell cycle profile of our GSCs by means of Western
blot evaluation of mitotic markers levels and immunofluorescence detection of the
percentage of cells in G1, G2, S and M phases, in order to evaluate if the different
response to Danusertib could be due to a different cell cycle distribution.
Interestingly sensitive and resistant GSCs revealed a completely different cell cycle
distribution. Moreover, the discrepancy observed between Western blot and
immunofluorescence analysis can suggest the alteration of other mitotic proteins,
such as APC/C, which could induce the unusual mitotic markers expression levels.
In order to better characterize the fate of GSCs after Danusertib exposure |
evaluated the DNA integrity. | observed that Aurora inhibition did not induce any
DNA fragmentation, suggesting that there could be an activation of a caspase-
independent cell death or a senescent pathway. Senescence is an irreversible
terminal growth arrest that occurs as a result of cellular stress or DNA damage.
A wide variety of anticancer agents have been shown to induce accelerated
senescence in tumour cells [345, 346]. Senescent cells generally display the
enlarged and flattened morphology with increased activity of SA-B-galactosidase.
A number of studies (using a variety of different chemotherapeutics in preclinical

models) have also shown that senescence induction contributes directly to the
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antitumor effect of chemotherapeutics in vivo [347, 348]. Two additional studies
have directly shown that senescence induction leads to tumour regression [349],
with a likely candidate for this regression being the host immune system [350]. In
the clinic, existing data linking chemotherapy to senescence is rare; in fact, | could
only find one report linking clinical samples to a senescent phenotype [351]. In this
report, frozen archival breast tumours from patients receiving neoadjuvant
chemotherapies were found to stain positive for SA-B-gal activity (41% compared
with 10% on non treated tumours).

Starting from these evidences, | evaluated B-galactosidase levels in GBM2 and
G166 cell lines, baseline and after 48 hs of treatment with 500 nM of Danusertib. |
observed a significant increase in the percentage of senescent cells in GBM2 cell
after drug exposure as judged by increased [3-galactosidase staining.

The senescence phenotype in these cell lines is intriguing and reminiscent of
published results. Several studies showed that, after treatment with Aurora
kinases inhibition, cancer cells displayed a serial of senescent morphological and
functional changes such as enlarged and flattened morphology, that we observed
also in our cell lines, increased levels of p21 protein and enhanced SA-B-gal
staining, suggesting that instead of apoptosis, senescence might be the mainly
terminal outcome of Aurk inhibition in some tumour types [352].

Interestingly our results concerning cell ploidy showed also that the cell lines with
higher sensitivity for Aurora kinase inhibition, GBM2 and G179, were characterized
by a higher ploidy compared to the less sensitive ones. This data reminds previously
published studies, which highlighted that increase in polyploidy correlated with
increased sensitivity to Aurora inhibition and induction of senescence [341].

A straight forward explanation for this result could be the presence of a ploidy
threshold that is intolerable even for p53 negative cell lines. A prediction from this
hypothesis would be that the resistant cell lines should also undergo senescence
after repeated rounds of Aurora inhibition leading to steady increases in ploidy.
Hence, | investigated the correlation between GSCs Danusertib sensitivity and the
ploidy level in order to find out if there is a threshold of polyploidization that GSCs
have to reach to become sensitive to Aurora kinases inhibitors. G166 cell lines, one
of the most resistant cell lines to Aurora kinases inhibition, were subjected to
multiple round of Danusertib exposure. At different time point a B-galactosidase

assay was performed and ploidy estimated by means of FISH on interphase nuclei.
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Intriguingly a promising correlation between ploidy and Aurora kinase inhibitor
sensitivity was found, suggesting that the analysis should be extended to a higher
number of GSCs derived from GBM patients. This would allow us to investigate if
ploidy could be used in the future as a marker to classify patients for a more
personalized therapy.

If such a threshold will be confirmed we would like to better investigate the
mechanism of p53 independent senescence induction, characterizing the senescent
phenotype of GSCs after Danusertib exposure, through the analysis of different
markers of senescence and the identification of pathways involved in this process,
considering that these cells present also inactivating TP53 mutations.

Although B-galactosidase assay is currently the standard for detecting senescent
cells, several conditions, such as high cell confluence can also stimulate SA-B-Gal
activity, leading to many false positives. For this reason, it would be appropriate to
evaluate more senescence markers after Danusertib exposure. First of all, p16 and
Rb expression levels should be assessed as stress-induced senescence works
mainly through the activation of p16, which acts in a telomere length—independent
way. Moreover, the formation of senescence-associated heterochromatic foci
(SAHF) and Promyelocytic leukemia protein (PML) may be monitored. Finally, it
would be useful to detect the expression levels of few soluble signalling factors
(interleukins, chemokines, and growth factors) (i.e. IL6, IL8, IL13, bFGF, VEGF),
secreted proteases (i.e. MMP-1, -3, -10, -12, -13, -14), and secreted insoluble
proteins/extracellular matrix (ECM) components (i.e. fibronectin, collagen, laminin,
nitric oxide), which constitute the senescence-associated secretory phenotype
(SASP).

Intriguingly recent studies have also shed light on the correlation between
autophagy and the mitotic senescence transition. Autophagy is a genetically
regulated program responsible for the turnover of cellular proteins and damaged or
superfluous organelles. This evolutionarily conserved process is characterized by
the formation of double membrane cytosolic vesicle, called autophagosomes, which
sequester cytoplasmic content and deliver it to lysosomes. Previous studies
demonstrated that an increase in misfolded proteins caused by
aneuploidy/polyploidy-induced proteomic stress could be at the origin of proteotoxic
stress, leading to the activation of an autophagic process. Hence, autophagy is

meant to be a new effector mechanism of senescence, important for the rapid
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protein remodelling required to make the efficient transition from a proliferative to a
senescent state [353]. Therefore, in the future, it would be interesting to investigate
the expression levels of autophagic markers, such as LC3, which localizes to the
membranes of autophagosomes, in order to investigate if the autophagy mediates

the senescent phenotype induced by Danusertib exposure.

Characterization of GSCs division mode

In chapter 4 of the thesis | presented some preliminary data about the setting up of
CrispR/Cas9 mediated GFP-tagged CD133 (PROM1 gene) and Nestin (NES gene),
two GSCs markers, glioma stem cell lines in order to look for signs for asymmetric
cell division using live cell imaging. As asymmetric division has been demonstrated
to be one of the key factor involved in maintaining a hierarchy within GBM tumours
and GSCs population is thought to be the cause for reoccurrence and treatment
resistance, it would be important to understand how and when these cells divide
asymmetrically. Previous studies have already demonstrated that a combination of
asymmetric and symmetric cellular divisions allows GSCs to both expand the
tumour mass and produce differential progeny. In particular evidence of this was
presented in an in vitro study by Lathia et al. who used single cell lineage tracing
analysis of GSCs isolated from human surgical glioma specimens, in order to
determine the mode of GSCs division. This study revealed that GSCs predominantly
perform symmetric cell divisions under expansion conditions, functioning to build up
the bulk of the tumour, whilst completing principally asymmetric cell divisions under
growth factor deficient conditions [257]. In this latter case CD133 was
asymmetrically segregated between the two daughter cells, as determined by
mitotic paired cell analysis. However, all these previous experiments were
performed using fixed cells and fluorescent tagging of CD133 with antibodies. This
method might not be the most reliable one, as there have been numerous concerns
about CD133 antibodies and epitope expression. Hence, we decided to first of all
set up GFP-tagged CD133 (PROM1 gene) GSC lines and use live-cell imaging for
lineage studies in order to observe this marker’s distribution and progression in real
time. Subsequently we also decided to set up GFP and RFP-tagged Nestin GSC
lines in order to study in real time the distribution of another typical stemness

marker. The use of different fluorescent protein to tag PROM1 and NES genes will
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allowed us to co-transfect the GSCs with different gene constructs and study, at the
same time, the distribution of different markers in mitotic cells.

In order to obtain a GFP or RFP Knock in at the PROM1 or NES loci we used
CrispR/Cas9 mediated genome engineering. A number of genome editing
technologies have emerged in recent years, including zinc-finger nucleases (ZFNs),
transcription activator-like effector nucleases (TALENs) and the RNA-guided
CrispR/Cas nuclease system. The first two technologies use a strategy of tethering
endonuclease catalytic domains to modular DNA binding proteins for inducing
targeted DNA double strand breaks (DSBs) at specific genomic loci.[354].

By contrast the prokaryotic Clustered, regularly interspaced, short palindromic
Repeats (CrispR) and the CrispR-associated system (Cas) is a very attractive
alternative since it is the only genome engineering tool described so far that relies
on Watson-Crick base pairing rather than the potentially less specific protein-DNA
interaction [355]. The CrispR/Cas system is derived from bacteria and archaea,
where it is used as an innate immune strategy to inactivate foreign intruding nucleic
acids [356]. The CrispR locus consists of short palindromic repeats and short
interspersed sequences of foreign DNA. Upon transcription, they serve as guide
RNA (gRNA) to identify foreign DNA and target it for inactivation by nuclease-
mediated cleavage. The CrispR/Cas9 type Il system of Streptococcus pyogenes
has been optimized and successfully used in vertebrate cells to edit genomes [357].
Similarly to ZFNs and TALENs, Cas9 promotes genome editing by stimulating a
DSB at a target genomic locus. The DSBs activates repair through error-prone non
homologous end joining (NHEJ) or homology-directed repair (HDR). In the absence
of a template, NHEJ is activated, resulting in insertions and/or deletions (indels) that
disrupt the target loci. In the presence of a donor template with homology to the
targeted locus, the HDR pathway operates, allowing for precise mutations or gene
knock in to be made. However, Cas9 offers several potential advantages over ZFNs
and TALENSs, including the ease of customization, higher targeting efficiency and
the ability to facilitate multiplex genome editing [358].

In particular, in our study we easily designed a donor plasmid, with two homology
arms on each side around 1kb, flanking the desired target sequences (PROM1 N-
term or NES C-term) and an all-in-one vector system expressing Cas9 and the

gRNA, selected using specific web-based tools in order to improve off-target

136



Chapter 5: Discussion and Conclusion

specificity. The vectors were used to successfully transfect and gene target GSC
lines, as highlighted by genomic PCR and Western blot analysis.

Interestingly live cell imaging analysis of GFP-tagged PROM1 E2 cell line revealed
that CD133 was expressed in each daughter cell and only slight asymmetric
distribution was observed. An unexpected observation was the appearance of small
particles expressing CD133 that were being passed on from cell to cell, including
cells that were not expressing GFP-CD133. We speculated that these particles
could be midbodies. The midbody is a singular organelle formed between daughter
cells during cytokinesis and required for their final separation. Midbodies persist in
cells long after division as midbody derivatives (MB®s). Interestingly Kuo et al.
showed that MB®s were inherited asymmetrically by the daughter cell with the older
centrosome. They selectively accumulated in stem cells, induced pluripotent stem
cells and potential cancer ‘stem cells’ in vivo and in vitro, by evading
autophagosome encapsulation. In neuroepithelial cells, midbodies were also found
to be enriched in CD133. On the contrary differentiating cells and normal dividing
cells did not accumulate MB% and possessed high autophagic activity. MB?
enrichment enhanced reprogramming to induced pluripotent stem cells and
increased the in vitro tumorigenicity of cancer cells. These results indicate
unexpected roles for MB%s in stem cells and cancer stem cells, suggesting that they
might contribute to the cell fate determining. However, more investigations are
certainly required [359].

For the live cell analysis cells were always kept in a stemness promoting media. It
would be interesting to trace these cell using also different culture conditions, which
might mimic the extracellular environment which can be found in vivo. In particular,
the role of a perinecrotic and hypoxic niche has been well studied in the GBM
development. Astrocytomas, in particularly GBM, commonly contain areas within
the centre of the tumour that are hypoxic due to the inadequate expansion of blood
vessels for the nutritional needs of the neoplastic mass. It is thought that these
hypoxic regions enrich the tumour for GSCs, in a similar manner to the normal brain,
which under hypoxic conditions is enriched for neural stem cells. This is supported
by the fact that GSCs have been found to be most prevalent within the centre or
inner core of GBM tumour masses, where hypoxic environments are commonly
found. Moreover, CD133 expression increases when GBM cells are cultured in 7%

oxygen, compared with 20% oxygen [360].
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As the single CD133 and Nestin CrispR-Cas9 gene targeting method seemed to be
efficient in GSCs, a multiplex genome editing co-transfecting different stemness and
differentiation markers may be performed. Among these Numb and GFAP are
noteworthy.

Previous data suggested that normal Numb function and distribution is required for
asymmetric cell division of GSCs, which may inhibit excessive proliferation of this
population, but may also contribute to treatment resistance and tumour propagation
in astrocytomas [360].

Another category of protein, which has been given little attention in the asymmetric
division process, is intermediate filaments. Interestingly using immunofluorescence
(IF) and videomicroscopy, Guichet et al. demonstrated that GFAP can be
asymmetrically distributed during division. Similar observations were made in non
tumoral neural stem cell cultures. This unequal repartition of GFAP indicate that it
possibly plays a role in the asymmetric division process and cell fate regulation
[361].

Finally Knock-in reporter cell lines would be a useful approach not only for in vitro
2D live cell imaging but also for 3D model, which will allow to evaluate the invasive
and proliferative behaviour of GSCs in a structure that resemble more closely the
original tumoral niche, and in vivo studies.

In vivo fluorescence-based imaging system, could be used to detect the distribution
of stemness/differentiation markers tagged GSCs and a broad range of disease-
related biomarkers, such as tumour volume, vascularity, hypoxia and MMP

(metalloproteinase) activity.

Conclusion

Glioblastoma multiforme is one of the most fatal and least successfully treated solid
tumours despite aggressive treatments. This research project aimed to address new
therapeutic strategies GSC-targeted investigating two main aspects of this research
area: the first one was to better characterize the effect of a pan Aurora kinases
inhibitor (Danusertib) in GSCs; the second one was aimed at studying the
mechanisms by which GSC are able to both maintain a pool of self-renewing and
highly invasive stem cells and produce differential progeny.

As regards the first aim of the project, the study of the efficacy of the Aurora kinases

inhibitor Danusertib in GSCs could identify new therapeutic targets.
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The clinical potential for Aurora kinases inhibitors has recently been highlighted. In
particular, in phase | and Il studies, Danusertib was generally well tolerated,
neutropenia being one of the most commonly observed hematologic toxicities.
Future clinical investigation should focus on identifying patient subsets who might
benefit most from treatment. Factors that could determine sensitivity could include
the kinase selectivity profile of the drug, the proliferation rate of the tumour (that is,
the number of mitotic cells exposed to Aurora kinase inhibition), the complexity of
the genotype of the tumour and the ploidy status. In this respect, the correlation
between GSC ploidy status and Aurora kinases inhibitor sensitivity we observed,
may play an important role in the finding of new markers which enable to classify
patients for a more personalized therapy. The combination with existing DNA
damaging agents should also be a priority for future trials as it is likely that the
optimal use of Aurora kinase inhibitors will be in combination with cytotoxic agents
already in use. Finally, the characterization of the senescent/autophagic phenotype
of GSCs after Danusertib exposure will shed light on the pathways involved in this
process.

As regard the second aim, the evaluation of GSC proliferation and invasive
behaviour will increase our understanding of the biology of this aggressive brain
tumour, allowing the identification of new potential therapeutic targets and the
design of ever more efficacious anticancer treatments. The use in the future of
different culture models (2D, 3D an in vivo xenograft) will provide tools to analyse
intrinsic cellular characteristics as well as those induced by microenvironmental
factors. The comparison between 3D culture system and in vivo models might also
allow us to evaluate the possibility of replacing animals for a portion of the pre-

clinical investigational studies.
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Table S1 MTT Statistical analysis. p-values (t-test) of the effects of Danusertib on cell metabolic activity (MTT assay). p-values are
referred to the specific treatment compared to the respective untreated cells

24 48 72 24 48 72 24 48 72 24 48 72 24 48 72 24 48 72
0,001 0,001 0,001 0,001 0,001 0,001 0,001 0,001 0,001 0,001 0,001 0,001 0,001 0,001 0,001 0,001 0,001 0,001

ns ns 0,001 0,05 0,001 0,001 0,001 0,001 0,001 0,001 0,001 0,001 0,001 0,001 0,001 0,000 0,000 0,001
0,056 0,05 0,001 005 0,01 0,001 0,001 0,01 0,01 0,001 ns 0,000 0,01 ns 0,001 0,001 0,001 0,001
ns ns 0,01 ns 0,01 0,001 ns 0,001 0,001 ns 0,001 0,001 ns 0,001 0,001 0,001 0,001 0,001
ns 0,001 ns ns 0,001 0,001 ns 0,001 0,001 0,05 0,001 0,001 0,05 0,000 0,001 ns 0,001 0,001
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Figure S1 Morphological analysis after Danusertib treatment. Cell morphology was evaluated after treatment with different Danusertib concentrations (5-50-
200-500-1000 nM) for 24, 48 and 72 hs. A. GBM7 B. G166 C. G179 D. GIiINS2 E. G144 cell lines. Scale bar = 100 um
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Figure S2 Danusertib induces a reduction of phosphorylated Aurora kinases in GSCs.
Representative images of GSCs lines (G179, GliINS2 and G144) untreated or treated with Danusertib
500 nM for 48 hs, synchronized with STLC and stained for Crest (white), phospho-Aurora kinases
(red), y tubulin (green) and DAPI (blue)
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