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Abstract

English. Natural Language Processing and Knowledge Base Experts are ac-

tively involved in extracting structured information from the Unstructured

Web in order to realize the Semantic Web Vision. Diverse forms of unstruc-

tured information is easily available today to research scientists from social

media platforms such as Twitter and Facebook in real time. The compre-

hensive and widespread use of such platforms in the modern age has led

to a continuous stream of evolving information along with a constant pres-

ence of noise, and ambiguity that makes the task of extracting structured

information difficult. An essential step is therefore identification of relevant

information from the point of view of knowledge base enrichment. As a re-

sult, research efforts towards Information Extraction and Natural Language

Processing Frameworks have increased significantly over the past decade,

Named Entity Extraction and Linking (NEEL) Frameworks being one of the

very prevalent ones.

Numerous NEEL frameworks exist today, however, mostly for commer-

cial purposes. The orchestration of components of a NEEL framework,

i.e., named entity recognition component, named entity disambiguation and

named entity linking component, for microblogging platforms such as Twitter

and Facebook is difficult in particular due to the type of text under consid-

eration. As a result, there is little research in the use and improvement of

such components towards a more robust framework that can be adapted to

emerging information in real time. This thesis discusses the challenges faced

by conventional NEEL frameworks when faced with textual formats such as

tweets and investigates several approaches to improve the performance of the

components and of the NEEL framework as a whole.

A key hypothesis is that the performance of such a framework depreciates



when dealing with social media platforms, and if one component can be

used to improve the performance of the other, the overall performance can

be improved as well. Supervised and unsupervised techniques have been

investigated in this thesis to this end, which prove to be effective in increasing

the overall accuracy of the framework when faced with noisy and ambiguous

textual formats from the microblogging platform of Twitter.



Italian. L’estrazione di informazioni strutturate a partire dal “web non

strutturato”, ha suscitato un notevole interesse da parte delle comunit sci-

entifiche che si occupano di elaborazione del linguaggio naturale e di sistemi

basati sulla conoscenza per sviluppare a pieno la visione del “web semantico”.

Nell’era moderna, l’uso pervasivo e diffuso delle reti sociali ha portato alla

produzione di un flusso continuo di informazioni su piattaforme quali Twitter

o Facebook, definite anche piattaforme di microblogging. Tali sorgenti in-

formative, accessibili in tempo reale, producono informazioni caratterizzate

dalla presenza costante di rumore e ambiguit linguistiche che rendono parti-

colarmente difficoltoso il compito di estrarre informazioni strutturate. Tale

estrazione tuttavia cruciale per poter arricchire grandi basi di conoscenza,

oggi usate in molte applicazioni industriali e di ricerca, con informazioni

nuove e rilevanti. Ne risulta che nell’ultimo decennio sono aumentati signi-

ficativamente gli sforzi della ricerca nel campo dellelaborazione del linguaggio

naturale per l’estrazione di informazioni da piattaforme di microblogging, con

particolare attenzione nei confronti dellestrazione e identificazione di entit

nominali (anche Named Entity Extraction and Linking o NEEL).

Oggigiorno esistono numerosi sistemi di NEEL, di cui la maggior parte

per creati a scopo commerciale. La calibrazione dei componenti di un sis-

tema di NEEL, cio dei componenti per la rilevazione, la disambiguazione e

l’identificazione di entit nominali, nel caso di piattaforme di microblogging

come Twitter e Facebook difficile in particolare a causa delle tipologie di

testo considerato. Mancano approcci di ricerca sistematici volti a guidare

l’utilizzo e il miglioramento di tali componenti, per la realizzazione di sistemi

pi robusti, in grado di meglio adattarsi allemergere di nuove informazioni,

e nuovi interessi (ad esempio, a estrarre tipi di entit nuovi rispetto a quelli

considerati in passato). La presente tesi discute le sfide affrontate dai sis-

temi tradizionali di NEEL qualora questi si misurino con formati di testo

quali i tweet, ed esplora vari approcci per migliorare le prestazioni dei singoli

componenti e di un sistema di NEEL nel suo insieme.

L’ipotesi chiave del presente lavoro di tesi che sia possibile costruire sis-

temi robusti usando dove possibile, componenti esistenti, e che la prestazione

di un sistema nel suo complesso possa essere migliorata qualora si sviluppino

meccanismi di feedback atti a fare si che alcuni componenti vengano usati



per migliorare le prestazioni di altri componenti. A tale scopo, in questa

tesi sono state indagate tecniche supervisionate e non supervisionate che si

sono rivelate efficaci per aumentare l’accuratezza di un sistema nel suo com-

plesso mediante meccanismi di feedback e di adattamento a nuovi domini,

per formati di testo ambigui e rumorosi provenienti dalla piattaforma di mi-

croblogging Twitter.





TABLE OF CONTENTS

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv

1 INTRODUCTION 1

1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Knowledge Bases at a glance . . . . . . . . . . . . . . . . . . . 6

1.3 Organization of the thesis . . . . . . . . . . . . . . . . . . . . 9

2 PROBLEM DESCRIPTION &

LITERATURE REVIEW 10

2.1 Features of Information Extraction . . . . . . . . . . . . . . . 11

2.2 Information Extraction from Twitter . . . . . . . . . . . . . . 15

2.3 Named Entity Extraction and Linking

Frameworks . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.3.1 Named Entity Recognition . . . . . . . . . . . . . . . . 18

2.3.2 Ontologies for Named Entity Classification . . . . . . . 25

2.3.3 Named Entity Linking . . . . . . . . . . . . . . . . . . 29

3 A NEEL FRAMEWORK 38

3.1 Overview of the Proposed Framework . . . . . . . . . . . . . . 39

3.2 Linking2Adapt . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.2.1 Entity Mention Re-Classification . . . . . . . . . . . . 41

3.2.2 Entity Mention Re-Scoping . . . . . . . . . . . . . . . 47

3.3 Learning2Adapt . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.3.1 Ontology Mapping . . . . . . . . . . . . . . . . . . . . 51

3.3.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.3.3 Problem Formulation . . . . . . . . . . . . . . . . . . . 57

3.3.4 Contextual Evidence for Learning2Adapt . . . . . . . . 62

3.4 Learning2Link . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

i



4 EXPERIMENTAL ANALYSIS 68

4.1 Experimental Analysis: Linking2Adapt . . . . . . . . . . . . . 68

4.1.1 Entity Mention Re-Classification . . . . . . . . . . . . 68

4.1.2 Entity Mention Re-Scoping . . . . . . . . . . . . . . . 79

4.2 Experimental Analysis: Learning2Adapt . . . . . . . . . . . . 83

4.2.1 Experimental Settings . . . . . . . . . . . . . . . . . . 83

4.2.2 Experimental Evaluations . . . . . . . . . . . . . . . . 88

4.3 Experimental Analysis: Learning2Link . . . . . . . . . . . . . 100

4.3.1 Experimental Settings . . . . . . . . . . . . . . . . . . 100

4.3.2 Experimental Evaluation . . . . . . . . . . . . . . . . . 101

5 CONCLUSION 109

5.1 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

6 LIST OF PUBLICATIONS 112

Appendices 114

A Experimental Results: Learning2Adapt . . . . . . . . . . . . . 114

A.1 Capabilities . . . . . . . . . . . . . . . . . . . . . . . . 114

A.2 Precision, Recall, F-Measure & STMM . . . . . . . . . 115

A.3 Class Wise Accuracy Contribution . . . . . . . . . . . 116

A.4 Class Wise Precision / Recall . . . . . . . . . . . . . . 117

B Learning2Link . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

B.1 Learning2Link for Italian Language Tweets . . . . . . . 123

Acknowledgements 126

Bibliography 128

ii



List of Figures

1.1 News Article Snippet . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Components of a Knowledge Base . . . . . . . . . . . . . . . . 7

1.3 LOD Cloud . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.1 Information Extraction . . . . . . . . . . . . . . . . . . . . . . 12

2.2 A NEEL Framework . . . . . . . . . . . . . . . . . . . . . . . 18

2.3 Named Entity Recognition: NewsWire Text vs Tweets . . . . 19

2.4 Example: Synonymous Entity Mentions . . . . . . . . . . . . . 24

2.5 Named Entity Linking: NewsWire Text vs Tweets . . . . . . . 30

3.1 NEEL Framework . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.2 Proposed Approaches . . . . . . . . . . . . . . . . . . . . . . . 40

3.3 Linking2Adapt . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.4 Manual Mappings between two Ontologies . . . . . . . . . . . 52

3.5 Example: Ambiguous Entity Mentions . . . . . . . . . . . . . 56

3.6 Example of Input-Output Space in Learning2Adapt . . . . . . 58

3.7 Example of Input Space in Learning2Link . . . . . . . . . . . 65

4.1 Entity Mention Re-classification . . . . . . . . . . . . . . . . . 69

4.2 Identification Scenarios . . . . . . . . . . . . . . . . . . . . . . 71

4.3 Classification Scenarios . . . . . . . . . . . . . . . . . . . . . . 74

4.4 Linking Scenarios . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.5 Entity Mention Re-Scoping . . . . . . . . . . . . . . . . . . . . 79

4.6 Example of entity mentions in the Gold Standard . . . . . . . 85

4.7 Learning Curves . . . . . . . . . . . . . . . . . . . . . . . . . . 99

iii



List of Tables

2.1 State-of-the-art NER approaches . . . . . . . . . . . . . . . . 22

2.2 State-of-the-art NEL approaches . . . . . . . . . . . . . . . . . 33

2.3 State-of-the-art NEEL approaches and frameworks . . . . . . 36

3.1 Examples of mappings between T-NER and DBpedia Ontologies 47

4.1 Type-Wise Distribution (%): Ground Truth vs T-NER . . . . 69

4.2 T-NER: Identification Performance Analysis . . . . . . . . . . 70

4.3 T-NER: Classification Performance Analysis . . . . . . . . . . 72

4.4 Entity Linking Performance Analysis . . . . . . . . . . . . . . 75

4.5 Comparative Analysis: T-NER and T-NER+. . . . . . . . . . 78

4.6 Examples: Re-classification of Entity Mentions . . . . . . . . . 79

4.7 Type-Wise Distribution (%): Training & Dev Ground Truth . 80

4.8 Performance: Entity Identification . . . . . . . . . . . . . . . . 81

4.9 Performance: Entity Linking and Classification . . . . . . . . 82

4.10 NER Oracle: Entity Linking Performance . . . . . . . . . . . . 83

4.11 Dataset Statistics . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.12 GS Type Distribution (%) according to Source Ontology (W.C.) 86

4.13 GS Type Distribution (%) according to Source Ontology (Wo.C.) 87

4.14 GS Type Distribution according to Target Ontology (%) . . . 87

4.15 Learning2Adapt Capabilities: Train 2015 & Train 2016 . . . . 89

4.16 Learning2Adapt Capabilities : Dev, Test 2015 & Dev, Test

2016 (Wo.C.) . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

4.17 Precision, Recall, F-Measure & STMM: Train2015 . . . . . . . 93

4.18 Precision, Recall, F-Measure & STMM: Train2016 . . . . . . . 93

4.19 Class Wise Accuracy Contribution (%): Train2015 . . . . . . . 94

4.20 Class Wise Accuracy Contribution (%): Train2016 . . . . . . . 94

4.21 Precision, Recall, F-Measure & STMM: Test2015 (W.C.) . . . 94

4.22 Precision, Recall, F-Measure & STMM: Test2016 (W.C.) . . . 95

4.23 Class Wise Accuracy Contribution (%): Test2015 (W.C.) . . . 95

iv



4.24 Class Wise Accuracy Contribution (%): Test2016 (W.C.) . . . 96

4.25 Class Wise Precision / Recall: Train2015 (W.C.) . . . . . . . . 97

4.26 Class Wise Precision / Recall: Train2016 (W.C.) . . . . . . . . 97

4.27 Class Wise Precision / Recall: Test2015 (W.C.) . . . . . . . . 97

4.28 Class Wise Precision / Recall: Test2016 (W.C.) . . . . . . . . 97

4.29 #Microposts2015: F-Measure (5 instances) . . . . . . . . . . . 102

4.30 #Microposts2016: F-Measure (5 instances) . . . . . . . . . . . 102

4.31 #Microposts2015: F-Measure (5 instances) - With Oracle . . . 103

4.32 #Microposts2016: F-Measure (5 instances) - With Oracle . . . 103

4.33 Performance Analysis: Caliano et al. vs L2L . . . . . . . . . . 104

4.34 #Microposts2015: SLM (5 instances) . . . . . . . . . . . . . . 106

4.35 #Microposts2016: SLM (5 instances) . . . . . . . . . . . . . . 106

4.36 #Microposts2015: SLM (5 instances) - With Oracle . . . . . . 107

4.37 #Microposts2016: SLM (5 instances) - With Oracle . . . . . . 108

v



1 INTRODUCTION

1.1 Overview

Large volumes of unstructured information is available on the Web today

in the form of news articles, research papers, social media posts, business

and medical records and so on in human-understandable formats, which are

often difficult to manipulate and query by computer applications. The Se-

mantic Web vision has been to express this information in an unambiguous,

machine understandable structured format. By doing so, not only is the in-

formation organized in a more relevant way for an end-user, but is also easier

to manipulate by a computer application for future purposes. Subsequently,

Knowledge Base experts today continuously extract information in real-time

such as information pertaining to product launches, terrorist strikes, natural

disasters, movie celebrities and so on from the Web and organize them in

a canonical format for relational databases or knowledge bases that can be

queried by an end-user in the future.

Consider the snippet of a news article shown in Figure 1.1 as an example

of unstructured text, which consists of several relevant information pieces (as

highlighted) spread throughout the article. Since, the article is in a natural

language format, it cannot easily be manipulated by a machine unless the

relevant information is identified, extracted and organized in a structured

format. The process of identifying and extracting relevant information, such

as named entities, events and relations, from an unstructured piece of text

is known as Information Extraction (IE), where:

• a named entity signifies an object of relevance in the real world and

the process of recognizing text phrases referred to as entity men-

tions (which denote named entities in the real world) is known as

Named Entity Recognition (NER). For instance, the text phrases

J.K.Rowling, Fantastic Beats and Where to Find Them, Harry Potter

1



Figure 1.1: News Article Snippet

and the Cursed Child in Figure 1.1 are entity mentions, which denote

the real world named entities as their namesake.

• an event is descriptive of an action of significance and is usually defined

by an actor (or a named entity), an event phrase (action description),

a time period and type of action (such as a ceremony), and the pro-

cess of identifying and extracting events from a piece of text is known

as Event Extraction. For instance, the text phrase ‘jkrowling.com’

seen in Figure 1.1 denotes an event that can be defined by means of

{jkrowling.com, launched, 20 Dec 2016, Product Launch}.

• a relation is defined by an association among entity mentions in a

piece of text and the process of identifying the association between,

say, two entity mentions is known as Relation Extraction. For in-

stance, the relations genre(Harry Potter and the Cursed Child,

Stage Play); releaseDate(Fantastic Beasts and Where to Find

Them, 18 November 2016) can be observed and extracted from Figure

1.1.

2



In the modern digital age, social media platforms such as Facebook1,

Twitter2, LinkedIn3, and Instagram4 have become a user-friendly and an

easily accessible means for an end-user to communicate with others (such as

share announcements, and opinions) in real-time. For instance, in Figure 1.1,

the author J.K.Rowling reveals the name of her new website by using Twit-

ter. The elaborate and extensive use of these platforms has led to constant

availability of user-generated content. As a result, such microblogging plat-

forms have become a source of constant attention of researchers to constantly

extract new information from unstructured text readily available from these

platforms. Twitter, in particular, has witnessed an increasing interest in the

scientific community given its 140-character format, commonly referred to as

tweets, which restricts users to convey information or express an opinion in a

concise, yet meaningful way. Consequently, use of Internet slangs, acronyms,

hashtags, shortened URLs, emoticons and GIFs has become quite a com-

monplace today. Essential information such as named entities, opinions and

events are abbreviated, #hashtagged or denoted by @usernames so as to

be able to utilize the character space efficiently. For instance, a new entity

mention (one which has not yet been extracted and indexed in a knowledge

base) jkrowling.com is observed in the tweet in Figure 1.1. While knowl-

edge bases such as DBpedia5 already contain information about the author

J.K.Rowling, the new entity mention as well as a new relation with regards to

the new mention website(J.K.Rowling,jkrowling.com) can be extracted

and added to the author’s DBpedia page6.

Thus, the task of Named Entity Recognition (NER), which comprises of

identifying entity mentions (also known as Named Entity Identification

or NEI) from an unstructured piece of text, as exemplified above and subse-

quently classifying them according to a given domain ontology (also known

as Named Entity Classification or NEC), which is usually defined as a set

of disjoint types [51], is essential to the other tasks of Information Extraction

1https://www.facebook.com/
2https://twitter.com/
3https://www.linkedin.com/
4https://www.instagram.com
5http://wiki.dbpedia.org/
6http://dbpedia.org/resource/J._K._Rowling
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(viz, Event Extraction [110,128] and Relation Extraction [59]), as well as for

applications, which include political campaign analysis [124, 126], sentiment

analysis [66, 91], and product/news recommendation [94], to name a few.

According to [49,52], an ontology can be described as a conceptual system

underlying a particular Knowledge Base (KB), based on which KBs can be

differentiated by use of different ontologies. In simplistic terms, it refers to

a classification hierarchy or a taxonomy for a particular domain with clas-

sification types according to the domain in consideration. For instance, an

ontology related to a music domain will consist of classes or classification

types such as musicArtist, releaseDate, label, recording, instrument and so

on. Further the task of Named Entity Linking (NEL) deals with ground-

ing an identified entity mention to a resource in a Knowledge Base such as

Wikipedia, DBpedia, YAGO, or Freebase, wherein a KB describes real-world

objects (i.e., the named entities), referred to by corresponding entity men-

tions, by specifying their types and their relations with other real world ob-

jects. Collectively, the tasks of Named Entity Recognition and Named Entity

Linking are being studied under the NEEL Problem i.e., Named Entity

Extraction and Linking, for different domains, languages and textual for-

mats. A survey of state-of-the-art systems or frameworks dealing with the

NEEL problem is provided in Chapter 2.

Essentially, a NEEL framework is composed of an entity recognition com-

ponent (responsible for the processes of entity identification and classifica-

tion), a disambiguation and a linking component. A detailed description of

these components is provided in Chapter 2, along with an exhaustive study

of state-of-the-art approaches behind these components. In order for a NEEL

framework to achieve optimal performance, one might argue the simplest so-

lution would be an assembly of the best performing components in the state-

of-the-art as a framework. However, there are several constraints to such a

solution. For instance, a recognition component, which performs optimally

for long textual formats may not be suitable for short microblogging textual

formats or a linking component, which is able to ground entity mentions

pertaining to a music domain, may not be able to link mentions belonging

to a medicine domain. Thus, the main goal of this thesis is the study of the

components of a given NEEL framework by investigating various scenarios in

4



such a way that one component can be used to improve the performance of

the other, thus optimizing the overall performance of the framework. These

scenarios have been investigated under three major case studies (defined in

Chapter 3) while addressing the following research questions:

• RQ1: Performances of NEEL frameworks suffer when it comes to entity

identification and linking in microblogging environments. A plausible

research question here is what all forms of evidence can be used in order

to strengthen the performance of the framework? and,

• RQ2: Given the existence of multiple domain-centric entity recognition

systems today, is it possible to adapt an entity recognition system based

on different ontologies instead of re-training a system every time a new

ontology is introduced?

The afore-mentioned research questions have been studied in this thesis and

addressed by the contributions as summarized below:

1. LinkingToAdapt: use of the linking component of a NEEL framework

for:

• an unsupervised re-classification approach to adapt named entity

classification performed by a recognition component based on the

linking component;

• an unsupervised re-scoping approach to adapt named entity iden-

tification performed by a recognition component based on the link-

ing component.

2. LearningToAdapt: use of a supervised re-classification approach to

adapt named entity classification performed by a recognition compo-

nent in a NEEL framework for different ontologies (used by different

named entity classifiers) inspired by a transfer learning paradigm based

on the entity mentions identified by the recognition component.

3. LearningToLink: use of a supervised entity linking approach to adapt

the linking component used for linking entity mentions identified from

a given text based on the recognition and disambiguation components

in a NEEL framework.

5



Contributions 1 and 3 have been provided to address RQ1, while Contribution

2 addresses RQ2. For conducting the afore-mentioned case studies, a NEEL

framework has also been proposed for the microblogging platform of Twitter,

which is also discussed in detail in Chapter 3. Experimental analysis of

the framework using different tweet datasets for the contributions is further

provided in Chapter 4.

1.2 Knowledge Bases at a glance

Resources such as knowledge bases, vocabularies, dictionaries and encyclo-

pedias have been used for the better part of this century as references to

the true facts or meanings of millions of real world objects. While encyclo-

pedias provide summaries of real world objects by means of unstructured,

long textual (though human-comprehensible) formats, knowledge bases have

evolved to be more structured so as to be more machine-comprehensible. As

stated in [6], a KB comprises of two main components: the TBox and the

ABox. The TBox is used for introducing the Terminology, i.e., the concepts

in a KB and roles denoting binary relationships between these concepts, as

seen in Figure 1.2(a), where Organization, Thing, Agent, Person, and Park

are concepts and, in particular, the concept Organization is defined by the

role hasEmployee. Further, ABox is used for defining assertions of particu-

lar named individuals which are, in fact, instances of a given concept. For

instance, in Figure 1.2(b), the instance IBM is an assertion of the concept

Organization and is further defined by assertions such as hasName, found-

edBy and so on. In other words, an ABox is used for specifically defining

instances of concepts using specific set of roles.

One of the biggest and most widely used multi-lingual encyclopedia is

Wikipedia7 consisting of information about millions of real world objects in

over 250 distinct languages. While Wikipedia mostly provides content in an

unstructured format, there are certain levels of structuring to it as well, i.e.,

the use of infoboxes, tables and lists. However, in spite of the presence of such

structuring, interpretability and inferencing from Wikipedia has always been

7https://en.wikipedia.org/wiki/

6



Organization ≡ Thing u Agent
Person ≡ Thing u Agent
Park ≡ Thing u Place

Organization ≡ Agent u ∃hasEmployee.Person
(a) Terminological Box (TBox) of Concepts and Roles

Organization(IBM)

hasName(IBM, International Business Machines)

foundedBy(IBM,Charles Ranlett F lint
(b) Assertion Box (ABox) of Named Individuals

Figure 1.2: Components of a Knowledge Base

difficult. For instance, one can easily find a Wikipedia list of all presidents

of the United States and another Wikipedia list of birth dates of all the

presidents of United States, however, it is difficult to find a Wikipedia list

of all presidents who are older than, say, George Bush. As a result, several

structured knowledge bases have come into existence, which use Wikipedia

as a source to extract information, DBpedia being one of the most popular

and generic (multi-domain) one among them.

DBpedia uses an information extraction framework for information avail-

able from Wikipedia infoboxes [4], and currently describes over 4.5 million

things in ≈125 languages8. Every named entity is represented in DBpedia

by its corresponding article name from Wikipedia. Further, every entity is

associated with a set of properties such as religion, nationality, spouse and so

on and classified using four different classification schemas, i.e., DBpedia On-

tology, Wikipedia Categories, YAGO and UMBEL. The DBpedia Ontology9

is known to be a complex, detailed and a cross-domain ontology with 685

classes, described by 2,795 properties10. Classes in DBpedia are described by

properties. For instance, the class Person11 is described by properties such

as birthName, age, bloodGroup etc. DBpedia has been used as a referent KB

8http://wiki.dbpedia.org/about/facts-figures
9http://mappings.dbpedia.org/server/ontology/classes/

10http://wiki.dbpedia.org/services-resources/ontology
11http://mappings.dbpedia.org/server/ontology/classes/Person
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for the experimental analysis in this thesis.

Linked Datasets as of August 2014

Uniprot

Alexandria
Digital Library

Gazetteer

lobid
Organizations

chem2
bio2rdf

Multimedia
Lab University

Ghent

Open Data
Ecuador

Geo
Ecuador

Serendipity

UTPL
LOD

GovAgriBus
Denmark

DBpedia
live

URI
Burner

Linguistics

Social Networking

Life Sciences

Cross-Domain

Government

User-Generated Content

Publications

Geographic

Media

Identifiers

Eionet
RDF

lobid
Resources

Wiktionary
DBpedia

Viaf

Umthes

RKB
Explorer

Courseware

Opencyc

Olia

Gem.
Thesaurus

Audiovisuele
Archieven

Diseasome
FU-Berlin

Eurovoc
in

SKOS

DNB
GND

Cornetto

Bio2RDF
Pubmed

Bio2RDF
NDC

Bio2RDF
Mesh

IDS

Ontos
News
Portal

AEMET

ineverycrea

Linked
User

Feedback

Museos
Espania
GNOSS

Europeana

Nomenclator
Asturias

Red Uno
Internacional

GNOSS

Geo
Wordnet

Bio2RDF
HGNC

Ctic
Public

Dataset

Bio2RDF
Homologene

Bio2RDF
Affymetrix

Muninn
World War I

CKAN

Government
Web Integration

for
Linked
Data

Universidad
de Cuenca
Linkeddata

Freebase

Linklion

Ariadne

Organic
Edunet

Gene
Expression
Atlas RDF

Chembl
RDF

Biosamples
RDF

Identifiers
Org

Biomodels
RDF

Reactome
RDF

Disgenet

Semantic
Quran

IATI as
Linked Data

Dutch
Ships and

Sailors

Verrijktkoninkrijk

IServe

Arago-
dbpedia

Linked
TCGA

ABS
270a.info

RDF
License

Environmental
Applications

Reference
Thesaurus

Thist

JudaicaLink

BPR

OCD

Shoah
Victims
Names

Reload

Data for
Tourists in

Castilla y Leon

2001
Spanish
Census
to RDF

RKB
Explorer

Webscience

RKB
Explorer
Eprints
Harvest

NVS

EU Agencies
Bodies

EPO

Linked
NUTS

RKB
Explorer

Epsrc

Open
Mobile

Network

RKB
Explorer
Lisbon

RKB
Explorer

Italy

CE4R

Environment
Agency

Bathing Water
Quality

RKB
Explorer
Kaunas

Open
Data

Thesaurus

RKB
Explorer
Wordnet

RKB
Explorer

ECS

Austrian
Ski

Racers

Social-
semweb

Thesaurus

Data
Open
Ac Uk

RKB
Explorer

IEEE

RKB
Explorer

LAAS

RKB
Explorer

Wiki

RKB
Explorer

JISC

RKB
Explorer
Eprints

RKB
Explorer

Pisa

RKB
Explorer

Darmstadt

RKB
Explorer
unlocode

RKB
Explorer

Newcastle

RKB
Explorer

OS

RKB
Explorer

Curriculum

RKB
Explorer

Resex

RKB
Explorer

Roma

RKB
Explorer
Eurecom

RKB
Explorer

IBM

RKB
Explorer

NSF

RKB
Explorer

kisti

RKB
Explorer

DBLP

RKB
Explorer

ACM

RKB
Explorer
Citeseer

RKB
Explorer

Southampton

RKB
Explorer
Deepblue

RKB
Explorer
Deploy

RKB
Explorer

Risks

RKB
Explorer

ERA

RKB
Explorer

OAI

RKB
Explorer

FT

RKB
Explorer

Ulm

RKB
Explorer

Irit

RKB
Explorer
RAE2001

RKB
Explorer

Dotac

RKB
Explorer
Budapest

Swedish
Open Cultural

Heritage

Radatana

Courts
Thesaurus

German
Labor Law
Thesaurus

GovUK
Transport

Data

GovUK
Education

Data

Enakting
Mortality

Enakting
Energy

Enakting
Crime

Enakting
Population

Enakting
CO2Emission

Enakting
NHS

RKB
Explorer

Crime

RKB
Explorer
cordis

Govtrack

Geological
Survey of

Austria
Thesaurus

Geo
Linked
Data

Gesis
Thesoz

Bio2RDF
Pharmgkb

Bio2RDF
SabiorkBio2RDF

Ncbigene

Bio2RDF
Irefindex

Bio2RDF
Iproclass

Bio2RDF
GOA

Bio2RDF
Drugbank

Bio2RDF
CTD

Bio2RDF
Biomodels

Bio2RDF
DBSNP

Bio2RDF
Clinicaltrials

Bio2RDF
LSR

Bio2RDF
Orphanet

Bio2RDF
Wormbase

BIS
270a.info

DM2E

DBpedia
PT

DBpedia
ES

DBpedia
CS

DBnary

Alpino
RDF

YAGO

Pdev
Lemon

Lemonuby

Isocat

Ietflang

Core

KUPKB

Getty
AAT

Semantic
Web

Journal

OpenlinkSW
Dataspaces

MyOpenlink
Dataspaces

Jugem

Typepad

Aspire
Harper
Adams

NBN
Resolving

Worldcat

Bio2RDF

Bio2RDF
ECO

Taxon-
concept
Assets

Indymedia

GovUK
Societal

Wellbeing
Deprivation imd

Employment
Rank La 2010

GNU
Licenses

Greek
Wordnet

DBpedia

CIPFA

Yso.fi
Allars

Glottolog

StatusNet
Bonifaz

StatusNet
shnoulle

Revyu

StatusNet
Kathryl

Charging
Stations

Aspire
UCL

Tekord

Didactalia

Artenue
Vosmedios

GNOSS

Linked
Crunchbase

ESD
Standards

VIVO
University
of Florida

Bio2RDF
SGD

Resources

Product
Ontology

Datos
Bne.es

StatusNet
Mrblog

Bio2RDF
Dataset

EUNIS

GovUK
Housing
Market

LCSH

GovUK
Transparency
Impact ind.
Households

In temp.
Accom.

Uniprot
KB

StatusNet
Timttmy

Semantic
Web

Grundlagen

GovUK
Input ind.

Local Authority
Funding From
Government

Grant

StatusNet
Fcestrada

JITA

StatusNet
Somsants

StatusNet
Ilikefreedom

Drugbank
FU-Berlin

Semanlink

StatusNet
Dtdns

StatusNet
Status.net

DCS
Sheffield

Athelia
RFID

StatusNet
Tekk

Lista
Encabeza
Mientos
Materia

StatusNet
Fragdev

Morelab

DBTune
John Peel
Sessions

RDFize
last.fm

Open
Data

Euskadi

GovUK
Transparency

Input ind.
Local auth.
Funding f.

Gvmnt. Grant

MSC

Lexinfo

StatusNet
Equestriarp

Asn.us

GovUK
Societal

Wellbeing
Deprivation Imd
Health Rank la

2010

StatusNet
Macno

Oceandrilling
Borehole

Aspire
Qmul

GovUK
Impact

Indicators
Planning

Applications
Granted

Loius

Datahub.io

StatusNet
Maymay

Prospects
and

Trends
GNOSS

GovUK
Transparency

Impact Indicators
Energy Efficiency

new Builds

DBpedia
EU

Bio2RDF
Taxon

StatusNet
Tschlotfeldt

Jamendo
DBTune

Aspire
NTU

GovUK
Societal

Wellbeing
Deprivation Imd

Health Score
2010

Lotico
GNOSS

Uniprot
Metadata

Linked
Eurostat

Aspire
Sussex

Lexvo

Linked
Geo
Data

StatusNet
Spip

SORS

GovUK
Homeless-

ness
Accept. per

1000

TWC
IEEEvis

Aspire
Brunel

PlanetData
Project

Wiki

StatusNet
Freelish

Statistics
data.gov.uk

StatusNet
Mulestable

Enipedia

UK
Legislation

API

Linked
MDB

StatusNet
Qth

Sider
FU-Berlin

DBpedia
DE

GovUK
Households

Social lettings
General Needs

Lettings Prp
Number

Bedrooms

Agrovoc
Skos

My
Experiment

Proyecto
Apadrina

GovUK
Imd Crime
Rank 2010

SISVU

GovUK
Societal

Wellbeing
Deprivation Imd
Housing Rank la

2010

StatusNet
Uni

Siegen

Opendata
Scotland Simd

Education
Rank

StatusNet
Kaimi

GovUK
Households

Accommodated
per 1000

StatusNet
Planetlibre

DBpedia
EL

Sztaki
LOD

DBpedia
Lite

Drug
Interaction
Knowledge

Base
StatusNet

Qdnx

Amsterdam
Museum

AS EDN LOD

RDF
Ohloh

DBTune
artists
last.fm

Aspire
Uclan

Hellenic
Fire Brigade

Bibsonomy

Nottingham
Trent

Resource
Lists

Opendata
Scotland Simd
Income Rank

Randomness
Guide

London

Opendata
Scotland

Simd Health
Rank

Southampton
ECS Eprints

FRB
270a.info

StatusNet
Sebseb01

StatusNet
Bka

ESD
Toolkit

Hellenic
Police

StatusNet
Ced117

Open
Energy

Info Wiki

StatusNet
Lydiastench

Open
Data
RISP

Taxon-
concept

Occurences

Bio2RDF
SGD

UIS
270a.info

NYTimes
Linked Open

Data

Aspire
Keele

GovUK
Households
Projections
Population

W3C

Opendata
Scotland

Simd Housing
Rank

ZDB

StatusNet
1w6

StatusNet
Alexandre

Franke

Dewey
Decimal

Classification

StatusNet
Status

StatusNet
doomicile

Currency
Designators

StatusNet
Hiico

Linked
Edgar

GovUK
Households

2008

DOI

StatusNet
Pandaid

Brazilian
Politicians

NHS
Jargon

Theses.fr

Linked
Life
Data

Semantic Web
DogFood

UMBEL

Openly
Local

StatusNet
Ssweeny

Linked
Food

Interactive
Maps

GNOSS

OECD
270a.info

Sudoc.fr

Green
Competitive-

ness
GNOSS

StatusNet
Integralblue

WOLD

Linked
Stock
Index

Apache

KDATA

Linked
Open
Piracy

GovUK
Societal

Wellbeing
Deprv. Imd
Empl. Rank

La 2010

BBC
Music

StatusNet
Quitter

StatusNet
Scoffoni

Open
Election

Data
Project

Reference
data.gov.uk

StatusNet
Jonkman

Project
Gutenberg
FU-BerlinDBTropes

StatusNet
Spraci

Libris

ECB
270a.info

StatusNet
Thelovebug

Icane

Greek
Administrative

Geography

Bio2RDF
OMIM

StatusNet
Orangeseeds

National
Diet Library

WEB NDL
Authorities

Uniprot
Taxonomy

DBpedia
NL

L3S
DBLP

FAO
Geopolitical

Ontology

GovUK
Impact

Indicators
Housing Starts

Deutsche
Biographie

StatusNet
ldnfai

StatusNet
Keuser

StatusNet
Russwurm

GovUK Societal
Wellbeing

Deprivation Imd
Crime Rank 2010

GovUK
Imd Income

Rank La
2010

StatusNet
Datenfahrt

StatusNet
Imirhil

Southampton
ac.uk

LOD2
Project

Wiki

DBpedia
KO

Dailymed
FU-Berlin

WALS

DBpedia
IT

StatusNet
Recit

Livejournal

StatusNet
Exdc

Elviajero

Aves3D

Open
Calais

Zaragoza
Turruta

Aspire
Manchester

Wordnet
(VU)

GovUK
Transparency

Impact Indicators
Neighbourhood

Plans

StatusNet
David

Haberthuer

B3Kat

Pub
Bielefeld

Prefix.cc

NALT

Vulnera-
pedia

GovUK
Impact

Indicators
Affordable

Housing Starts

GovUK
Wellbeing lsoa

Happy
Yesterday

Mean

Flickr
Wrappr

Yso.fi
YSA

Open
Library

Aspire
Plymouth

StatusNet
Johndrink

Water

StatusNet
Gomertronic

Tags2con
Delicious

StatusNet
tl1n

StatusNet
Progval

Testee

World
Factbook
FU-Berlin

DBpedia
JA

StatusNet
Cooleysekula

Product
DB

IMF
270a.info

StatusNet
Postblue

StatusNet
Skilledtests

Nextweb
GNOSS

Eurostat
FU-Berlin

GovUK
Households

Social Lettings
General Needs

Lettings Prp
Household

Composition

StatusNet
Fcac

DWS
Group

Opendata
Scotland

Graph
Simd Rank

DNB

Clean
Energy
Data

Reegle

Opendata
Scotland Simd
Employment

Rank

Chronicling
America

GovUK
Societal

Wellbeing
Deprivation

Imd Rank 2010

StatusNet
Belfalas

Aspire
MMU

StatusNet
Legadolibre

Bluk
BNB

StatusNet
Lebsanft

GADM
Geovocab

GovUK
Imd Score

2010

Semantic
XBRL

UK
Postcodes

Geo
Names

EEARod
Aspire

Roehampton

BFS
270a.info

Camera
Deputati
Linked
Data

Bio2RDF
GeneID

GovUK
Transparency

Impact Indicators
Planning

Applications
Granted

StatusNet
Sweetie

Belle

O'Reilly

GNI

City
Lichfield

GovUK
Imd

Rank 2010

Bible
Ontology

Idref.fr

StatusNet
Atari

Frosch

Dev8d

Nobel
Prizes

StatusNet
Soucy

Archiveshub
Linked
Data

Linked
Railway

Data
Project

FAO
270a.info

GovUK
Wellbeing

Worthwhile
Mean

Bibbase

Semantic-
web.org

British
Museum

Collection

GovUK
Dev Local
Authority
Services

Code
Haus

Lingvoj

Ordnance
Survey
Linked
Data

Wordpress

Eurostat
RDF

StatusNet
Kenzoid

GEMET

GovUK
Societal

Wellbeing
Deprv. imd
Score '10

Mis
Museos
GNOSS

GovUK
Households
Projections

total
Houseolds

StatusNet
20100

EEA

Ciard
Ring

Opendata
Scotland Graph

Education
Pupils by

School and
Datazone

VIVO
Indiana

University

Pokepedia

Transparency
270a.info

StatusNet
Glou

GovUK
Homelessness

Households
Accommodated

Temporary
Housing Types

STW
Thesaurus

for
Economics

Debian
Package
Tracking
System

DBTune
Magnatune

NUTS
Geo-
vocab

GovUK
Societal

Wellbeing
Deprivation Imd
Income Rank La

2010

BBC
Wildlife
Finder

StatusNet
Mystatus

Miguiad
Eviajes
GNOSS

Acorn
Sat

Data
Bnf.fr

GovUK
imd env.

rank 2010

StatusNet
Opensimchat

Open
Food
Facts

GovUK
Societal

Wellbeing
Deprivation Imd

Education Rank La
2010

LOD
ACBDLS

FOAF-
Profiles

StatusNet
Samnoble

GovUK
Transparency

Impact Indicators
Affordable

Housing Starts

StatusNet
CoreyavisEnel

Shops

DBpedia
FR

StatusNet
Rainbowdash

StatusNet
Mamalibre

Princeton
Library

Findingaids

WWW
Foundation

Bio2RDF
OMIM

Resources

Opendata
Scotland Simd

Geographic
Access Rank

Gutenberg

StatusNet
Otbm

ODCL
SOA

StatusNet
Ourcoffs

Colinda

Web
Nmasuno
Traveler

StatusNet
Hackerposse

LOV

Garnica
Plywood

GovUK
wellb. happy

yesterday
std. dev.

StatusNet
Ludost

BBC
Program-

mes

GovUK
Societal

Wellbeing
Deprivation Imd

Environment
Rank 2010

Bio2RDF
Taxonomy

Worldbank
270a.info

OSM

DBTune
Music-
brainz

Linked
Mark
Mail

StatusNet
Deuxpi

GovUK
Transparency

Impact
Indicators

Housing Starts

Bizkai
Sense

GovUK
impact

indicators energy
efficiency new

builds

StatusNet
Morphtown

GovUK
Transparency

Input indicators
Local authorities

Working w. tr.
Families

ISO 639
Oasis

Aspire
Portsmouth

Zaragoza
Datos

Abiertos
Opendata
Scotland

Simd
Crime Rank

Berlios

StatusNet
piana

GovUK
Net Add.
Dwellings

Bootsnall

StatusNet
chromic

Geospecies

linkedct

Wordnet
(W3C)

StatusNet
thornton2

StatusNet
mkuttner

StatusNet
linuxwrangling

Eurostat
Linked
Data

GovUK
societal

wellbeing
deprv. imd

rank '07

GovUK
societal

wellbeing
deprv. imd
rank la '10

Linked
Open Data

of
Ecology

StatusNet
chickenkiller

StatusNet
gegeweb

Deusto
Tech

StatusNet
schiessle

GovUK
transparency

impact
indicators
tr. families

Taxon
concept

GovUK
service

expenditure

GovUK
societal

wellbeing
deprivation imd

employment
score 2010

Figure 1.3: LOD Cloud

Over the last two decades, with a rapidly evolving technology, scientists

have quickened the pace of generating machine-understandable information

structures, i.e. by constructing knowledge bases, from information which was

originally used for human consumption as an effort to realize the goals asso-

ciated with the Semantic Web RoadMap12, the term ‘Semantic Web’ being

coined by Sir Tim Berners-Lee. Furthermore, the Linked Data Commu-

nity has come to be as a result of publishing and connecting structured data

available on the Web using RDF (Resource Decription Framework) formats

used for representing entities and their URIs on the web [13], thus giving way

to the Web of Data. By doing this, different KBs/datasets (with different

ontologies) can be linked on the Web, moving from generic ontology types

to domain-specific ones. These datasets are visualized as the Linked Data

Cloud or LOD Cloud, a depiction of the same is shown in Figure 1.313 (as

per August 2014) where each node in the cloud represents a distinct dataset

12https://www.w3.org/DesignIssues/Semantic.html
13http://lod-cloud.net/
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published as Linked Data, and arcs represent RDF links between two linked

datasets. While the figure clearly depicts a huge number of linked datasets

available today and is a positive step towards the vision of the Semantic Web,

an underlying observation is that these datasets are characterized by varying,

independent and more often than not, domain-specific or language-specific

ontologies. Significant approaches in the state-of-the-art have been proposed

towards domain adaptation or ontology mapping [34, 35], wherein, classifi-

cation types of one ontology are adapted to classification types of another

ontology. While such approaches are useful for cross-domain applications, the

text under consideration is mostly overlooked in such cases. For instance,

textual formats such as microblogs, where entity mentions can be classified

into types ranging from generic ones such as (Person, Product, or Location)

to specific ones such as (Population, Latitude, or Longitude). In such cases,

an ontology mapping criterion of simply mapping the types of one ontology

to the types of another (i.e., concept-based mapping) may not suffice. This

is because of the usage of natural language, the concise nature as well as the

presence of ambiguity in such texts. For such cases, a unique instance-based

mapping (as opposed to the conventional concept-based mapping) between

the types of a source and target ontology has been studied in this thesis,

which takes into consideration not only the classification type that has to be

mapped from a source ontology to the target ontology, but also the entity

mention and it’s contextual usage under consideration.

1.3 Organization of the thesis

An introduction to the problem and the main contribution of the thesis have

been summarized in this chapter. Chapter 2 provides a detailed account

of the problem introduced in Chapter 1 along with an exhaustive survey of

the state-of-the-art approaches. Further, a NEEL framework which has been

proposed for microblogging environments and the use of this framework as

a means to establish the contributions of this thesis have been presented in

Chapter 3. The experimental results that support the proposed approaches

have been provided in Chapter 4. Finally, concluding remarks and future

directions are outlined in Chapter 5.
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2 PROBLEM DESCRIPTION &

LITERATURE REVIEW

The thirst for knowledge discovery from the unprecedented amounts of data

easily available today (in the form of online news, social media messages

and posts, scientific documents and so on) drives researchers to perform the

tasks of Natural Language Processing (NLP) and extract relevant informa-

tion, wherein NLP deals with linguistic analysis of user-generated content

(text or speech) in any natural language and Information Extraction tech-

niques allow researchers to seek meaningful patterns for knowledge discov-

ery by extracting relevant structured text from an unstructured text. This

chapter presents a detailed discussion on Natural Language Processing and

Information Extraction techniques, as well as an account of the state-of-

the-art approaches proposed for the same. Further, the NEEL problem and

components of a NEEL framework are described in detail, along with the

state-of-the-art approaches proposed for these components.

IE tasks such as Named Entity Recognition, Relation Extraction, Event

Extraction and so on have been used over the years to eventually extract

information in the form of named entities, relations between named entities,

and events so as to enable tasks such as text summarization, semantic Web

searches, personalized recommendations, and enrichment of knowledge bases.

Interest in the research community towards NLP and Information Extraction

started to peek with the regular occurrence of the Message Understanding

Conferences (MUC) year after year [51]. These conferences, organized by

DARPA, were initiated with the goal of Information Extraction primarily in

the late 1980s. In fact, the task of Named Entity Extraction (mostly also

known as Named Entity Recognition) was introduced in the Sixth Message

Understanding Conference (MUC-6) where the term ‘Named Entity’ was

coined for the first time [51]. Henceforth, research in this field has come a

long way from the use of handcrafted rule-based algorithms [3, 100] to the

use of sophisticated machine learning techniques [112,122].
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While essentially the crux of an information extraction technique is to be

able to process a piece of text and extract relevant information in a structured

format, the underlying text being processed highly influences the technique

being used. For instance, if the given text is already structured with, say,

tabular information, then a mere set of handcrafted rules might suffice the

process of extracting relevant information. While on the other hand, if the

given text is in an unstructured free-style format, then several steps of pre-

processing (such as syntactic and semantic analysis) might be required in

addition to the simplistic rules at hand. Other features such as the language

of the text (Arabic vs English), grammatical constructs, and domain of the

text (Medicine vs Science Journals) also play a key role in determining the

techniques being employed. A brief description about these features, and

how they influence the methods and techniques being used for extracting

information is provided in the next section.

2.1 Features of Information Extraction

Several features such as the language of a text, the genre of the text and

domain of the text need to be taken into consideration while using an infor-

mation extraction approach to extract entity mentions, events or relations.

These features as well as state-of-the-art approaches proposed specifically

keeping in mind these factors are summarized as below:

1. Language Specific Information Extraction Approaches: Dif-

ferent languages practice different grammatical and syntactical rules

as well have different writing styles. As a result, while an approach

for an IE task may be efficient for extracting information (entity men-

tions or events or relations) from an English language text, it might

not perform well for texts in, say, Spanish or Greek. A variety of mul-

tilingual [89,90] as well as language-specific IE systems exist today for

extracting relevant information from languages such as Greek, Spanish,

Hindi, French, Arabic, Italian and so on [12,72,85]. In this thesis, En-

glish language texts have been used for experimental analysis for the

proposed approaches, however, an additional language (Italian) is also
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experimented with.

2. Genre Specific Information Extraction Approaches: Today IE

techniques are used for extracting information from a variety of different

genres of unstructured textual formats, varying from news articles [115],

medical records [58,120], scientific journals, emails [76,82], private user

messages (SMS) [36] and government documents to social media posts

[71, 74, 102, 103]. The genre of a text essentially also determines the

textual format being used. For instance, a scientific journal or a news

article will use long, formal and descriptive textual formats in natural

languages, while social media posts will mostly use short and informal

textual formats, with colloquial expressions.

(a) Information Extraction from (Long) Unstructured Text

(b) Information Extraction from (Short) Unstructured Text

Figure 2.1: Information Extraction
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Two different unstructured textual formats are shown in Figure 2.1

where Figure 2.1(a) represents (long) text from a news article and Fig-

ure 2.1(b) represents (short) text from a social media post, i.e., a tweet.

Both texts have been posted by end-users for communicating about an

important news, i.e., the death of actor ‘Alan Thicke’. The entity

mentions have been highlighted in blue, while the events and relations

that are extracted from these texts are also shown in the figures. An

important observation here is that when it comes to tasks such as en-

tity recognition, event extraction and relation extraction, short text

pieces can be very challenging due to absence of enough context to

decipher the relevance of information being extracted, in contrast to

long texts. For instance, the task of entity recognition from the tweet

in Figure 2.1(b) can be difficult if text pre-processing (such as removal

of #hastags) is not done. Further, as opposed to Figure 2.1(a), event

and relation extraction also seem difficult in Figure 2.1(b) due to not

enough information available in the post, as well as lack of context.

While, on one hand, microblogging platforms have become highly pop-

ular today in the research community since they constantly experience

the emergence of new information, on the other hand, they present

many challenges in the form of ambiguity, noise and lack of context.

A description of the state-of-the-art approaches which deal with short

textual formats is provided in Section 2.2 along with an in-depth discus-

sion of the challenges associated while dealing with short texts obtained

from microblogging platforms.

3. Domain Specific Information Extraction: Knowledge about a

domain (such as medicine, music, government documents and so on)

from which information has to be extracted usually helps in evaluating

the pre-requisites for an IE task. For instance, if entity mentions are

being extracted from a medicine domain, a medicine oriented ontology

with classification types such as PROTEIN, CELL-TYPE, DNA [111]

will be preferred over a generic ontology with classification types such

as PERSON, LOCATION, ORGANIZATION, PRODUCT. Similarly,

information in terms of events [129] and relations [17] specific to the
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medicine domain will be searched and extracted. Additionally, the

prevalence of domain-specific knowledge bases (such as MusicBrainz1,

which is an open music encyclopedia, GeoNames2, which is a geograph-

ical database) in modern day and age leads to the encouraged use of

domain-specific information extraction approaches, which further help

in simulating other NLP tasks such as named entity linking. Two dif-

ferent ontologies have been studied in this thesis [102,107] (in Chapter

3), which are used for classification of entity mentions discovered from

short textual formats.

Considering the features stated above, several methods for performing an

information extraction task have been proposed in the state-of-the-art rang-

ing from rule-based methods (use of handcrafted rules by human experts

to extract information) [3, 100] and pattern-based approaches (use of pat-

terns for information extraction) [83] to machine learning (unsupervised,

semi-supervised and supervised) ones. Over the years, different learning ap-

proaches have become prevalent for information extraction from unstructured

text, as discussed briefly below:

• Unsupervised machine learning: Let X = (x1, x2, · · · , xn) be a random

vector with n independent observations. In an unsupervised learn-

ing task, the goal is to look for a structure or pattern in X, which

is accomplished by techniques such as clustering data into multiple

groups/clusters, and detecting outliers. Unsupervised learning approaches

have been used in the state-of-the-art for entity recognition tasks [22,

37,86] from different textual formats.

• Supervised machine learning: Let X = (x1, x2, · · · , xn) be a set of in-

put instances (or feature vectors) and Y = (y1, y2, · · · , ym) be a set of

classification labels such that (x1, y1), (x2, y2), · · · , (xn, ym) constitute

a training data set. The goal of a supervised machine learning ap-

proach is to be able to predict the classification label of an unlabeled

instance based on what the model has learnt from the training data

1https://musicbrainz.org/
2http://www.geonames.org/

14



set. Numerous supervised learning approaches such as Conditional

Random Fields (CRF, which is an undirected graphical model) [69],

Hidden Markov Models (HMM, which is a generative model) [48], Sup-

port Vector Machines (SVM) [24], Maximum Entropy Markov Model

(MEMM, which is a discriminative model) [78] and so on have been

used in the state-of-the-art for the IE tasks of NER [79, 102, 134] and

relation extraction [133].

• Semi-supervised machine learning: This approach lies halfway between

supervised and unsupervised learning, in the sense that from a given

set of instances X, some part of the instances Xa (also referred to as

seed instances) have their corresponding labels, while for the other part

of the instances Xb, the labels are not known [135]. The goal of the

system essentially is to predict the labels of instances in Xb based on

the learnt model from Xa and iteratively use this knowledge to predict

the labels of new instances. One of the well-known semi-supervised

learning approach is bootstrapping [67,101] whereas other features such

as use of word representations [125] have also been explored in the state-

of-the-art to enable entity recognition in a semi-supervised manner.

Both unsupervised and supervised learning approaches have been used in this

thesis to conduct the case studies for short texts retrieved from Twitter in

English and Italian languages. A description of state-of-the-art approaches

for information extraction from the Web as well as from microblogging plat-

forms is presented in the next section.

2.2 Information Extraction from Twitter

Social media platforms have provided a means to the user community to

express opinions and sentiments, announce important events and just talk

about anything virtually. As a result, over the years these platforms have

witnessed a steady growth in their user communities. For instance, Facebook

today has a community of 1.79 billion monthly active users (as of September

30, 2016) from 1 million total active users (in December 2004)3. On the other

3http://newsroom.fb.com/company-info/
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hand, Twitter has a constantly growing community of 313 million monthly

active users (as of June 30, 2016) where over 500 million tweets are being

sent daily (as of August 2013)4. While both platforms are equally popular

among people and used extensively, Twitter has attracted the attention of

the research community due to its ease of access, which allows end users

to use natural language expressions and special characters such as @, # and

colloquial constructs. As a result, usage of such expressions has become quite

popular in other microblogging platforms (such as Facebook, Instagram) as

well. Another reason for the popularity of Twitter is the 140-character limit5

due to which many users try to make the best of the available space (by

using abbreviations, and keeping noise at a minimum with strong subject

matter), while others have seen to be managing the character space by the

use of unnecessary punctuation marks, GIFs and emoticons without actually

tweeting something substantial.

In spite of Twitter’s popularity among end-users, which makes it highly

relevant for the research community, there are certain challenges associated

as well while dealing with such textual formats, as summarized as below:

• Conciseness of text: The limited character space, which makes it a

preferable means of communication among the end users, is also one

of the biggest concern when dealing with microposts obtained from

Twitter. This is so because, although concise, tweets can be rich of

embedded semantics. While addressing entity recognition, event ex-

traction or relation extraction from such a platform, it is necessary to

bridge the semantic gap between the few words written by a user and

the corresponding, more complex, meaning.

• Noisy content: Tweets are characterized by the use of colloquial ex-

pressions, abbreviations, emoticons, word shortening, irregular capital-

ization, and emphatic expressions. Due to limitations on the blog-post

size, their compliance to canonical grammatical rules suffers as well.

An additional aspect that should be explicitly modelled while dealing

4https://about.twitter.com/company
5Lately, a workaround has come up for this restriction for re-tweets, where a user can

add his/her own comments to the re-tweeted text, which can easily extend 140-characters.
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with such microblog posts, thus, relates to bad-formed texts, where

vocabulary, spelling and syntax represent a linguistic challenge.

• Dynamics: Microblog contents are characterized by a strong temporal

dynamic due to the continuous evolution of trending topics as well as

by their potential to open a debate with contents provided by other

users. Thus, the focus on specific types of entity mentions of interest

considered by a NER system may evolve over time.

Due to the afore-mentioned challenges, information extraction from the

microblogging platform is still relatively new and difficult, as opposed to

information extraction approaches from long textual formats. Although var-

ious approaches have been proposed in the state-of-the-art for tackling the

tasks of entity recognition [71, 74, 102] and event extraction [103, 128] from

Twitter, there is still room for improvement, given the idiosyncratic nature

of tweets and the constant emergence of new information on such a platform.

2.3 Named Entity Extraction and Linking

Frameworks

In recent times, Named Entity Extraction and Linking (NEEL) frameworks

have become popular in the Computer Science community for performing the

tasks of entity recognition, followed by entity linking. A conventional NEEL

framework, as shown in Figure 2.2, is essentially composed of a recognition

component (and performs NEI and NEC), a disambiguation component and

a linking component. A basic form of text pre-processing (before proceeding

with the recognition component) is not uncommon these days so as to remove

noise (in the form of special characters or emoticons) and perform text seg-

mentation. As the name suggests, in segmentation, a text is segmented into

a set of text chunks, wherein a segment may be a meaningful string of words

that occur mostly together, or is an entity mention. A segment attributing

to an entity mention is defined by IOB encoding, which means that a word

is the beginning (B), inside (I) or outside (O) of the entity mention [97]. For

instance, consider the tweet and its segmented version as shown below:
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Figure 2.2: A NEEL Framework

Just been to the Top of Empire State building. That’s

awesome man!

⇓ segmented as

(Justo beeno too)| (theo Topo ofo)| (EmpireB−Entity StateI−Entity

buildingI−Entity)|. (That’so awesomeo)| (mano)!

Other forms of text pre-processing includes POS (part of speech) tagging

wherein a part of speech annotation (such as noun, verb, adjective) is as-

signed to every word in the text under consideration. These pre-processing

tasks help a recognition component in identifying an entity mention and its

type with a higher precision. The components of a NEEL framework and

approaches proposed for these components in the state-of-the-art have been

described in detail in this section. Finally, popular NEEL frameworks that

have been proposed for microblogging platforms have been discussed in the

end.

2.3.1 Named Entity Recognition

Over the years, the task of recognizing entities has been extensively addressed

by the research community in varying scientific fields ranging from medicine

to economics; from different textual formats and languages ranging from

long unstructured textual records to today’s ill-formed short texts and using

a variety of platforms, systems and tools as described in detail in the previous
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chapter. In general, the task of Named Entity Recognition can be categorized

by two important subtasks, as follows:

• Named Entity Identification, wherein pieces of text pertaining to real

world objects are identified as entity mentions;

• Named Entity Classification, which deals with the semantics of the iden-

tified entity mentions, i.e., the mentions are classified into pre-defined

categories (or entity types or classes), such as PERSON, LOCATION,

and ORGANIZATION according to an underlying ontology, as defined

in Chapter 1.

Please note that the terms named entity and entity mention have been dis-

tinguished (as described in Chapter 1) so as to avoid any confusion between a

text phrase recognized as an entity mention and its corresponding real world

representation. Figure 2.3 depicts the processes of Named Entity Identifica-

tion and Classification, as described above; from two different textual formats

i.e., a short, ill structured text and a long, semi-structured text; where entity

mentions have been identified (highlighted in bold) and classified using a sim-

plistic ontology, which comprises of the entity types: PERSON, LOCATION,

ORGANIZATION and THING.

(a) Example: Ill Structured Short Text - Tweet

(b) Example: Semi-Structured Long Text - News Snippet

Figure 2.3: Named Entity Recognition: NewsWire Text vs Tweets
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Numerous NER systems have been proposed in the past for long and

short textual formats. Generic systems such as ANNIE [26] and Stanford

NER [43] have been developed originally for entity recognition from long

textual formats such as newswire text and blogs, however, they have also been

used for short textual formats, though, with a loss in performance [31] due

to the challenging nature of such texts as discussed in the previous section.

In [74], a K-Nearest Neighbour (KNN) classifier is proposed for identifying

entity mentions from tweets, which combines a Conditional Random Field

(CRF) model using a boot-strapping scheme for semi-supervised learning.

The entity mentions are classified into the entity types PERSON, PROD-

UCT, LOCATION or ORGANIZATION. Further, an NLP based supervised

framework has been proposed in [102] for entity recognition from tweets,

named T-NER, where tasks such as tokenization, POS tagging and shallow

parsing are performed, followed by which topic models (i.e., LabeledLDA)

are applied by using conventional features such as orthographic, contex-

tual and dictionary features as well as tweet-specific features such as using

retweets, @usernames, #hashtags, and URLs to identify and classify entity

mentions from tweets into 10 distinct entity types of BAND, COMPANY,

FACILITY, GEO-LOCATION, MOVIE, OTHER, PERSON, PRODUCT,

SPORTSTEAM and TVSHOW. In [71], an unsupervised NER system has

been proposed for entity recognition from targeted Twitter streams, which

takes into account the local context in the Twitter stream by deploying a

random walk model, and a global context obtained from Wikipedia and the

Web N-Gram corpus. This system does not, however, rely on any linguistic

features in order to be independent of specific Twitter streams.

Further, in [21], Cherry et al. (2015) propose a semi-Markov named

entity recognizer using word vectors and Brown clusters built in an unsu-

pervised setting in order to deal with unlabelled tweets, to identify entity

mentions and classify them as PERSON, LOCATION or ORGANIZATION,

by making use of an importance data-weighing scheme that leverages anno-

tated newswire data. A Twitter named entity recognizer has been proposed

in [30], which uses unsupervised clustering for feature generation, Freebase

gazetteers [5], and ANNIE first name lists [26] while also focusing on the

drift (i.e., change in entity mentions over time) introduced in input data.
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The mentions are classified into entity types of COMPANY, FACILITY,

GEO-LOCATION, MOVIE, MUSICARTIST, OTHER, PERSON, PROD-

UCT, SPORTSTEAM and TVSHOW. On the other hand, commercial tools

such as DBpedia Spotlight6 and TextRazor7 are available as well, for entity

recognition from Twitter. However, [31] evaluate and report poor perfor-

mances of these tools over state-of-the-art Twitter gold standards as com-

pared to their performance over newswire text. Other details for these and

several other approaches w.r.t. the taxonomies and the datasets used for

experimental analysis is presented in Table 2.1.

Apart from the challenges mentioned previously when dealing with short

texts, ambiguity in an entity mention’s usage is another significant challenge

that leads to difficulties in entity classification (discussed in Section 2.3.2)

and linking (discussed in Section 2.3.3). Ambiguity in a mention’s usage has

been observed in the following forms:

1. Polysemy: According to WordNet [39, 81], polysemy is defined when

a word form has more than one word meaning. In context of named

entities and entity mentions, polysemy means that a text phrase (re-

ferring to an entity mention) can denote more than one named entity

in the real world. This further signifies that polysemous text phrases

may lead to different entity types and should be linked to different KB

resources. For instance, consider the following tweets:

� The first [#HarryPotter]8Film film turns 15 today. Here’s a look

at scandals surrounding the series http://rol.st/2fPBJJh

� Daniel Radcliffe was in the bath when he found out he’d been cast

as [Harry Potter]9Character. He cried.

� he hasn’t read [Harry Potter]10
Book but he thinks he understands

politics

6http://dbpedia.org/spotlight
7http://www.textrazor.com
8http://dbpedia.org/page/Harry_Potter_(film_series)
9http://dbpedia.org/page/Harry_Potter_(character)

10http://dbpedia.org/page/Harry_Potter
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Here, the entity mention ‘Harry Potter’ (highlighted in bold) in itself

is not polysemous, since it denotes a unique named entity in the real

world. However, the text phrase is polysemous in terms of its usage and

thus denotes different real world named entities, consequently, leading

to different entity types and different KB resources, as indicated.

2. Synonymy: According to WordNet [39,81], synonymy is defined when

a word meaning has more than one word forms. In context of named

entities and entity mentions, synonymy means that one named entity of

the real world has been denoted by different text phrases (referring to

entity mentions) on social media platforms. In contrast to polysemous

mentions, this signifies that synonymous text phrases will have the same

entity type and, therefore, should be linked to a unique KB resource.

For instance, consider the tweets in Figure 2.4, where one can observe

that different text phrases (highlighted in bold) for the named entity

‘Taylor Swift’11 have been used in different tweets. End users adapt

different text phrases based on their popularity, the current trends or

simply due to limited character space. While many of the text phrases

which are used frequently in such texts may be indexed by the KB for

the named entity (such as shown above in the examples), many of the

unpopular or infrequently used ones may not be indexed. Such phrases

can be defined as Out of Vocabulary Mentions.

3. NIL Mentions: This category is represented by entity mentions that

have been either correctly identified, however, the mentions may not

be popular enough for describing the corresponding named entities in

the KB, and thus a suitable KB resource match is not found; or the

mentions have been incorrectly identified by an entity recognition sys-

tem, i.e., the said mention does not denote a named entity in the real

world and, thus, cannot be linked to any KB resource. Such mentions

have been denoted as Out of Knowledge Base or Unlinkable Mentions

in this thesis. Further insights towards NIL Mentions is provided in

Section 2.3.3.1.

11http://dbpedia.org/page/Taylor_Swift
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Figure 2.4: Example: Synonymous Entity Mentions

An entity mention that exhibits ambiguity in any of the above described

forms poses difficulties for an entity recognition system and, therefore, for

a linking system in a NEEL framework. In order to identify and classify

entity mentions as well as to deal with ambiguity, several state-of-the-art

models [74, 102, 134] leverage different kinds of contextual information, as

seen in Table 2.1, available in the analyzed text (e.g., the use of articles

and/or prepositions surrounding the entity mention), as well as in other cor-

pora (e.g., the distribution of words across different classes of entity mentions

represented in a knowledge base).

Problem 1: While contextual information that can be used by Natural

Language Processing (NLP) methods is quite reliable and abundant in well-

formed texts (yielding to good accuracy of entity classifications methods),

it is less reliable and scarcer in microblogging environments [31]. As a re-

sult, entity identification and classification is often inaccurate in this context;

specifically when it comes to ambiguous entity mentions; which consequently

effects the linking performance in NEEL frameworks.

An unsupervised approach named Linking2Adapt has been proposed, to this

end, and presented in Chapter 3, Section 3.2 and a detailed investigation has

been performed, as a means to tackle this problem, with regards to the usage of
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contextual evidence from a tweet (i.e., evidence from the Unstructured Web)

as well as from a KB resource (i.e., evidence from the Semantic Web) so

as to be able to improve entity identification and classification in a proposed

NEEL framework.

2.3.2 Ontologies for Named Entity Classification

As described above, the task of Named Entity Classification deals with the

categorization of identified entity mentions into a set of pre-defined (mostly

disjoint) entity types (or classes), such as PERSON, LOCATION, and OR-

GANIZATION according to an underlying ontology. The classification per-

formance of a NER system is dependent on several factors as listed below:

• text segmentation, where segmentation errors can lead to identification

of a non-mention as a mention associated with a specific entity type;

• identification performance, where identification errors percolating from

the entity identification phase can lead to classification of incorrectly

identified non-mentions into entity types;

• presence of a polysemous mention with not enough context to be able

to distinguish between a possible set of classes for the mention;

• the ontology classes (as discussed below) are too generic to be able to

deal with an entity mention belonging to a particular class with regards

to its class in a given KB;

• not enough training data; and

• an Out of Knowledge Base mention (or in other words, a newly evolved

mention).

Given these scenarios and the diversity of information available today

from different platforms, it is often the case that new and different ontolo-

gies and/or existing ontologies with refined levels of granularity have to be

adopted so as to classify these diverse forms of information. Another im-

portant factor is that new information is always evolving in real-time, as
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mentioned above, and subsequently, such information will have their own

inherent semantic structure.

The term Ontology, also described previously, is used to denote a clas-

sification hierarchy or a taxonomy for a particular domain with classes or

concepts according to the domain in consideration. Knowledge bases, in par-

ticular, DBpedia is known to have a complex, detailed and a cross-domain

ontology with 685 classes, described by 2,795 properties. Classes in DBpe-

dia are described by properties. For instance, the class Person is described

by properties such as birthName, age, bloodGroup etc. Entity recognition

systems, on the other hand, use rather simplistic ontologies or classification

taxonomies. For instance, the MUC taxonomy consists of the classes PER-

SON, LOCATION, ORGANIZATION, DATE, TIME, MONEY, and PER-

CENT [51]. State-of-the-art NER systems such as ANNIE [26] are based on

such taxonomies, while the Stanford Named Entity Recognizer [43] uses 3, 4

or 7 different classes, as described below, depending upon a user’s require-

ments:

1. 3 class model : consists of the classes LOCATION, PERSON, and OR-

GANIZATION based on CoNLL 2003, MUC 6, MUC 7, and ACE 2002

datasets [51, 123];

2. 4 class model : consists of the classes LOCATION, PERSON, ORGA-

NIZATION, and MISC based on CoNLL 2003 task datasets [123]; and

3. 7 class model : consists of the classes LOCATION, PERSON, ORGA-

NIZATION, MONEY, PERCENT, DATE, and TIME based on the

MUC 6 and MUC 7 training data sets [51].

T-NER, another state-of-the-art NER system [102], uses the classes BAND,

COMPANY, FACILITY, GEO-LOCATION, MOVIE, OTHER, PERSON,

PRODUCT, SPORTSTEAM and TVSHOW for classification of identified

entity mentions. Depending upon application requirements and the domain

in consideration, different NER systems are, thus, used with different ontolo-

gies.

This can however lead to difficulties in performance evaluations as well

as integration of various NER systems. In such cases, a system using one
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(source) ontology may need to be adapted to one using a different (target)

ontology according to application requirements. For example, in a domain

with strong focus on music, one may want to use distinct classes for music

artists and bands, while in another domain more centered on movie, one

may want to distinguish between persons and fictional characters. An adap-

tation, in this context, would essentially mean developing a mapping or an

alignment [2,114] between classes of the source and target ontologies in con-

sideration. This mapping is important not only from the point of view of

being able to compare the performances of different NER systems, but also

from the point of view of accomplishing interoperability among the given

ontologies on the Semantic Web, as well as bringing about robustness to

the process of entity classification so as to be able to deal with constantly

evolving, and difficult to classify fresh information. To this end, most prac-

titioners establish mappings between concepts of ontologies in manual ways.

As a matter of fact, an important investigation from this perspective has been

presented in [106], where a web-based application named NERD (Named En-

tity Recognition and Disambiguation) is built on top of numerous NER clas-

sifiers such as AlchemyAPI12, DBpedia Spotlight, Zemanta13, Extractiv14,

OpenCalais15 and so on. The NERD API is supported by its own NERD

ontology, which is established by manually mapping the ontology concepts of

the NER classifiers with the concepts of NERD.

It has been observed that when many-to-one (m:1) mappings are used,

i.e., when one source concept is mapped to at most one target concept,

and when the source classification is reasonably accurate, manual mappings

may achieve a reasonable performance. However, in contexts such as mi-

croblogging platforms, where gross-grained ontologies are used for classifica-

tion, these mappings have several limitations as discussed in Section 3.3.2.

Further, transfer learning approaches have been used for mapping the con-

cepts of ontologies of NER classifiers [1, 29] for formal texts. In particular,

the approach proposed in [1] learns a domain-independent base model, which

12http://www.alchemyapi.com/
13http://www.zemanta.com/
14http://extractiv.com/
15http://www.opencalais.com/
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can be adapted to specific domains. On the other hand, domain adaptation

approaches [53] have been proposed as well for this task. In [108], the au-

thors investigate ontology alignment of NER classifiers of different domains

by automatically inducing mappings between concepts of different ontolo-

gies, as opposed to their previous approach [106] based on the use of manual

mappings.

Additionally, from the point of view of interoperability as well as integra-

tion of the heterogeneous data available on the Web, there has been consistent

work towards ontology mapping, matching and alignment in the Semantic

Web community [32,35,118]. To this end, simplistic similarity measures such

as edit distance, Jaro-Winkler distance, and linguistic measures [127] as well

as complicated measures such as joint probability distribution of ontology

concepts [32] have been used to estimate similarities between concepts (or

in this case, entity types) of different ontologies. However, when it comes to

the task of mapping entity types of NER classifiers, a mere string similarity

measure or a hand-crafted rule for manual mapping may not suffice. The

identified entity mentions and their contextual usage (among other factors)

also need to be considered for a more robust mapping. For instance, in many

cases, a polysemous mention such as Harry Potter might be mapped from

an entity type, say, Character in a source ontology to Person in the target

ontology, or from the type Film in a source ontology to Product in the target

ontology.

Problem 2: In the afore-mentioned scenarios, mapping across ontologies

used by different systems or requiring a system that uses a source ontology to

classify mentions using a different target ontology is not trivial. Essentially,

such tasks in state-of-the-art systems have been performed manually [106],

i.e. mappings between ontology classes have been developed manually based

on an expert intuition, as mentioned above. However, such mappings are im-

portant when ontologies of cross-domain NER systems, or KBs with highly

complex, fine-grained ontologies are under consideration and, thus, there is

a need of automation of this task.
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A supervised approach named Learning2Adapt has been proposed (inspired

by the transfer-learning paradigm) in this thesis, and presented in Chapter

3, Section 3.3, for the purpose of automatically learning a mapping from an

entity type of a given source ontology to an entity type of the target ontology

by exploring factors such as contextual usage of an entity mention in a tweet.

The approach proposed in [108] is one of the principle approaches for

Learing2Adapt, in the sense, that the authors advocate that mappings be-

tween ontology concepts can be contextual, by inductively learning mapping

between ontology concepts. Learning2Adapt differs from that in [108], in the

sense that probabilistic distribution over concepts of a source ontology for

an entity mention has been used to learn the corresponding concept in the

target ontology by a transfer learning (domain-adaptation) approach. By

considering a probabilistic distribution, the mapping becomes dependent on

the context of the mention (i.e., instance-based mappings). In other words,

Learning2Adapt addresses the ontology mapping problem from the perspec-

tive of an instance’s (entity mention) usage, which in turn deals with the

problem of polysemous entity mentions found in texts. This would mean

that a polysemous mention would have different probabilistic distributions

over the concepts (or entity types) depending upon its usage contexts, and

hence, would be mapped to different entity types in the target domain, as

opposed to the use of handcrafted rules where usage contexts are mostly not

taken into consideration. To the best of our knowledge, previous work has

not addressed the problem of automatically adapting the ontology used by a

NER system from this perspective, so as to comply to a new ontology.

2.3.3 Named Entity Linking

The task of grounding or linking a given entity mention to an appropri-

ate resource in a knowledge base, which is representative of the named

entity in the real world, is referred to as Named Entity Linking. Fig-

ure 2.5 shows entity linking from two textual formats, i.e., newswire

text (long text) and tweets (short text) in the simplest sense. While

the mentions {Ben Carson, Carson}, {Donald Trump, president-elect}
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Figure 2.5: Named Entity Linking: NewsWire Text vs Tweets

and {Department of Housing and Urban Development} identified from the

newswire text are easily linked to their counterparts in DBpedia (as indi-

cated by the URIs), the linking of the mention HUD found in the tweet to

the KB resource for Department of Housing and Urban Development can be

apparently difficult due to lack of context.

2.3.3.1 Candidate Match Retrieval and Disambiguation

Conventionally, for being able to link an entity mention, a candidate look-up

is performed from a local index or a KB and a list of, say, top-k candidate

resources is retrieved for the given mention. Further, the mention is disam-

biguated with the most appropriate candidate resource based on account of

factors such as lexical similarity between the entity mention and a candi-

date resource. However, in many cases, a candidate look-up process may not

return a list of candidate resources. This can happen in the following two

cases:

1. The entity mention is an Out of Vocabulary (OOV) mention, which
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may mean that the named entity has been referred to by a mention

which has not been indexed (yet) in the KB for the said named entity.

In other words, as described in Section 2.3.1, it can be understood by

the case of synonymy where a named entity can be denoted by multiple

entity mentions in an unstructured text. In this case, the synonymous

mention for which candidate look-up is being performed has not been

used in the KB as a means to describe the named entity, due to reasons

such as it being an unpopular mention or a new mention, although the

named entity does exist in the KB. For instance, the entity mention

HUD in the tweet may be considered as an OOV mention, since the

named entity pertaining to the ‘Department of Housing and Urban

Development’ exists in the KB (as indicated by the URI), however,

the entity mention HUD does not. Hence, no relevant candidates are

returned by candidate look-up.

2. The entity mention is an Out of Knowledge Base (OOKB) (also known

as unlinkable) mention, which may mean that neither the named entity

nor the entity mention exist in the KB. This can be attributed to the

mention being either an incorrectly identified mention (thus a suitable

match cannot be found) or the mention refers to a new named entity

in the real world which has recently evolved and has not been indexed

yet (or may not be relevant/popular enough to be indexed).

Many entity linking systems have been proposed in the state-of-the-

art [44, 57, 63, 84, 98, 99] for linking mentions recognized from different tex-

tual formats and from multiple languages, while using different KBs (such as

Wikipedia, DBpedia or domain-specific KBs) for candidate look-up and en-

tity disambiguation. While long textual formats can provide apt background

information into, say, an OOV mentions’s contextual usage, short textual for-

mats like microblogs are especially difficult to deal with on the other hand.

An overview of state-of-the-art entity linking approaches for short texts (like

tweets) is presented below.

An inferencing mechanism is used in [73] for linking tweet entity mentions

to candidate KB resources which takes into consideration similarity between

entity mentions, similarity between an entity mention and a candidate KB re-
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source, and similarity between candidate KB resources of an entity mention.

In [113], a graph-based framework is proposed for entity linking in tweets

by modelling a user’s interests. By doing so, they deal with the absence

of sufficient contextual information. In [62], an entity linking framework is

proposed for linking entities in tweets by leveraging contextual information,

including entity popularity and entity recency which model users’ evolving

interest patterns in the real world. Users’ interests are modelled by using the

social interaction of a user with another, which can, thus, capture diverse user

interests. Furthermore, an approach to improve tweet entity disambiguation

is proposed in [50], where a tweet’s content is enriched by using a) hashtag

definitions harvested from the Web (in the cases, where a hashtag is used in a

tweet), b) Twitter profile information for a @username (in the cases, where a

username is present in a tweet), c) web content information for URLs (in the

cases, where a URL has been used in a tweet), and d) a combination of all

these information. A machine learning based approach is proposed in [80] us-

ing n-gram features, concept features, and tweet features in order to identify

concepts that are semantically related to a tweet, thereafter, generating links

to Wikipedia articles for every entity mention in a tweet. Finally, an entity

linking approach for tweets is proposed in [131] where candidate entities in a

tweet are identified using n-gram and string matching methods, followed by

use of random forest method to establish correct links for the entities. This

information is further used in order to improve the task of entity recognition.

Other details for these and several other approaches w.r.t. the taxonomies

and the datasets used for experimental analysis is presented in Table 2.2.

Lately, the orchestration of entity recognition, disambiguation and link-

ing components in the form of NEEL frameworks specifically for microblog

posts has also opened up interesting research directions in terms of identifying

existing knowledge and discovering new knowledge from microblogging plat-

forms. An important state-of-the-art graph-based approach named Babelfy16

has been proposed in [84] where entity linking and word sense disambiguation

are combined in order to identify and disambiguate entity mentions (from any

textual format) and link them using a multilingual semantic network named

BabelNet [89]. This approach integrates the lexicographic knowledge used

16http://babelfy.org
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in word sense disambiguation and encyclopaedic knowledge used in entity

linking in a complimentary fashion where one knowledge helps to tackle the

other task. Further, NERD (Named Entity Recognition and Disambigua-

tion) has been proposed in [105] which is built on top of various popular

named entity extractors (viz, AlchemyAPI, DBpedia Spotlight, Extractiv,

OpenCalais and Zemanta) as a means to evaluate the entity extraction and

disambiguation performances of these systems from any textual format. The

use of Wikipedia has been proposed as a KB resource and a contextual refer-

ence for a named entity recognition and disambiguation system in [25], where

entities are extracted from titles of entity pages, titles of redirecting pages,

disambiguation pages, and references to entity pages in other Wikipedia arti-

cles using a hybrid named entity recognizer (from the English Reuters corpus

available from CoNLL 2003 [123]) and disambiguation is performed by using

a vector space model where Wikipedia category information, and contex-

tual information of an entity (obtained from an entity’s Wikipedia page) is

augmented with information extracted from Wikipedia list pages to form a

vector representation and compared to vector representations of Wikipedia

entities.

An approach for entity detection (or recognition) and disambiguation has

been proposed in [54] as a means to establish an end-to-end entity linking

pipeline for tweets using Structural Learning, where candidate entity men-

tions are identified using a conventional k-grams approach and entity linking

is performed using several features such as popularity of an entity in a KB,

capitalization features, Tf-idf scores and type of the entity in the KB. An-

other end-to-end entity linking approach is proposed in [130] for tweets, where

entity mentions are identified in a tweet by exploiting a dictionary derived

by Wikipedia. Various features such as contextual information from a tweet,

temporal entity popularity, and string similarity measures are taken into ac-

count in order to generate candidate lists for an entity mention. Once an

entity mention has been found, and its possible referent candidate resources

have been identified by string matching with Wikipedia resources, a random

forest is adopted to learn the patterns underlying the correct linking. Men-

tions that do not have a corresponding KB match are categorized as NIL

Mentions. The prediction provided by random forest are then exploited in a
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further random forest that, together with other features such as number of

in-bound links and average page view, predicts the entity type.

Further, an industrial end-to-end entity recognition and linking system

for tweets has been proposed in [47] using a global, real-time KB built using

Wikipedia, where entity recognition is performed by parsing a tweet to ex-

tract strings that match the instances in the KB, in addition to the use of

off-the-shelf named entity recognizers to improve recognition efficiency. The

mentions are then disambiguated with nodes/instances in the KB based on

disambiguation scores, which are based on features such as node popularity in

the KB and similarity scores between a mention and its usage context in the

tweet with the Web context of the node in the KB. In [11], an approach for

recognizing entities by generating candidate resources for all tokens tagged

as proper nouns (using a PoS tagger) in a tweet has been proposed, followed

by disambiguating and linking the recognized entities using an adaptation of

the distributional Lesk algorithm proposed in [10]. Another end-to-end en-

tity linking framework for tweets is proposed in [20], where entity mentions

are generated using a lexicon-based approach, wherein a dictionary is used

as a lexicon (constructed from Wikipedia and Freebase) to extract entity

mentions from tweets which are further associated with a set of candidate

resources (to be linked to), followed by entity disambiguation and linking

based on a supervised learning approach. Features such as textual usage

of an entity mention in a tweet (in terms of its context), graphical features

which capture the semantic cohesiveness between an entity mention and a

candidate resource and statistical features which capture a candidate’s usage

popularity in the lexicon are used for training the learning model to disam-

biguate and link an entity mention with an appropriate candidate resource.

Other details for these and several other approaches w.r.t. the taxonomies

and the datasets used for experimental analysis is presented in Table 2.3.

An important observation to draw here is that not only very few NEEL

frameworks exist for recognizing as well as linking entity mentions from

tweets to knowledge bases, but also most of them are quite recent. Further,

many frameworks as well as independent linking approaches have seen to

be using pre-existing tools or oracles for entity recognition to generate a

candidate list of entity mentions for addressing the task of entity linking.
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This shows that there is a lot of scope for orchestrating the recognition

and linking tasks towards a functional entity recognition and linking

framework. Another important observation is that, while frameworks exist

for recognition and linking tasks, no major steps (except [131]) have been

taken towards performance optimization by utilizing one component of the

framework for the other.

Problem 3: Poor performance of one component eventually effects the

performance of other components in a NEEL framework. For microblogging

textual formats, where there is always an inherent lack of context and

presence of noise, a sub-par performance of any component will have a

major influence on the overall performance of the NEEL framework. It is,

thus, important to build a framework whose components can be adapted

gradually in a way so as to optimize the overall efficiency of the framework.

One of the major contributions of this thesis is the orchestration of recognition

and linking components towards a NEEL framework, which is then utilized to

investigate the effect of one component on the performance of the other and

the overall framework. To this end, an unsupervised approach named Link-

ing2Adapt (Chapter 3, Section 3.2) has been proposed with a goal to adapt

entity identification and classification performed by a recognition component

of the framework based on the linking component. Further, a supervised ap-

proach named Learning2Link (Chapter 3, Section 3.4) has been proposed

with a goal to adapt the linking component of a NEEL framework based on

the recognition and dismabiguation components of the framework.

The challenges and tasks of entity recognition and linking have been de-

scribed in this chapter. Further, the motivating factors for the contributions

of this thesis have also been highlighted. A detailed account of the ap-

proaches proposed and their mathematical representations is presented in

the next chapter.
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3 A NEEL FRAMEWORK

A Named Entity Extraction and Linking (NEEL) Framework, as mentioned

in Chapter 2 Section 2.3, constitutes an entity recognition component, an

entity disambiguation component and an entity linking component. Addi-

tionally, a pre-processing component has been used by many state-of-the-art

frameworks for filtering out noise and parsing the text into segments. These

components were described briefly in Chapter 2. Today, such frameworks

are beneficial for tasks such as product recommendations, semantic searches

and knowledge base enrichment. However, due to the challenges posed by

microblogging platforms, limited NEEL frameworks exist for such platforms,

most of which are for commercial purposes only. One of the main goals of this

thesis has been to define an advanced NEEL framework, in particular for mi-

croblogging platforms, which makes use of multiple evidences obtained from

the components of the framework (as shown below in Figure 3.1), and inves-

tigating the role of one component for performance improvement of another

as well as of the whole framework.

Figure 3.1: NEEL Framework
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3.1 Overview of the Proposed Framework

This section presents an overview of the NEEL framework that has been

proposed for microblogging platforms, in particular Twitter.

Named Entity Recognition (NER): As described in Section 2.3, a

recognition component of a NEEL framework is responsible for identifying

entity mentions from a given text, and classifying them into entity types

according to a given ontology (OS). For the task of identifying entity men-

tions from text (in this case, tweets), Conditional Random Fields (CRF) [69]

has been used, which is a probabilistic undirected graphical model used for

segmenting and annotating the text. Based on this model, every identified

entity mention ej can belong to one or more entity types/classes c(ej) of

an ontology, each associated with a probability denoted as PCRF (ej, c(ej)),

which denotes the probability that an entity mention ej belongs to an entity

type/class c(ej). PCRF (ej, c(ej)) is defined as follows:

PCRF (ej, c(ej)) = exp(
K∑

k=1

wkfk(ej, c(ej))) (3.1)

where wk are the weights learned from data and fk are the feature functions

encoded by CRF. The output of CRF is a set of entity mentions e1, e2, ..., em

identified from a given tweet t. This model (shown as NER (1) in Figure

3.2) has been trained according to a given ontology OS. With the help of

the proposed framework, this model can be adapted to any new ontology OT

to derive a new model NER (2). More details regarding the need to adapt a

NER model based on one ontology to another is provided in Section 3.3.

Named Entity Disambiguation (NED): After entity recognition, a

candidate resource selection and ranking step is executed in order to aid

the entity disambiguation step. This means that, for every identified entity

mention, a suitable list of candidate resources is retrieved from a KB so as

to disambiguate it with the most suitable candidate resource in the KB. For

this purpose, the DBpedia knowledge base has been used. To this end, all
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Figure 3.2: Proposed Approaches

the ‘Titles’ of all Wikipedia articles1 from DBpedia using rdfs:label have been

extracted and indexed locally using LuceneAPI2. Next, for each mention,

top-k candidate KB resources have been retrieved from the index using a

high-recall approach and a knowledge-base score denoted by KB(ej, rk)

is estimated, for each candidate resource rk of an entity mention ej. The

mathematical definition of KB(ej, rk) as well as the features considered

for estimating a knowledge-base score are provided in the description of

the proposed approaches. The top-k candidate resources which have been

retrieved are ranked based on their respective (normalized) knowledge-base

scores.

Named Entity Linking (NEL): In this component, an entity mention is

linked to the most suitable candidate resource (if any candidate resources

are retrieved for the given mention), which is decided based on the KB score

KB(ej, rk) obtained in the previous step.

The proposed framework has been used to realize the approaches which have

been proposed in this thesis (as also listed in Chapter 1) in order to improve

the performance of the framework. They are summarized below and shown

in Figure 3.2:

1http://dbpedia.org/Downloads2015-04
2http://lucene.apache.org/

40



1. Linking2Adapt: This approach has been proposed to adapt NEI (by

means of an unsupervised entity mention re-scoping approach) and

NEC (by means of an unsupervised entity mention re-classification ap-

proach) performed by the recognition component by using the linking

component in the NEEL framework. This approach is discussed in

detail in Section 3.2.

2. Learning2Adapt: This supervised approach has been proposed to

adapt NEC performed by a recognition component in a NEEL frame-

work for different ontologies (used by different named entity classifiers).

This approach is discussed in detail in Section 3.3.

3. Learning2Link: This supervised approach has been proposed to

adapt the linking component by using the recognition and disambigua-

tion components in a NEEL framework. It has been discussed in detail

in Section 3.4.

3.2 Linking2Adapt

Linking2Adapt is an unsupervised approach, which has been proposed in or-

der to investigate the effect of linking on entity classification (NEC) by means

of an entity mention re-classification technique. Further, Linking2Adapt also

investigates the effect of linking on entity identification (NEI) by means of

an entity mention re-scoping technique. Both of these methods are described

in Figure 3.3 below.

3.2.1 Entity Mention Re-Classification

As stated above, this is an unsupervised approach, which has been proposed

with the intent of improving the performance of NEC by a feedback

technique to re-classify the identified entity mentions based on the insights

that can be obtained by a linking phase. A graphical representation of this

approach is shown in Figure 3.3(a).
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(a) Linking2Adapt: Entity Mention Re-Classification

(b) Linking2Adapt: Entity Mention Re-Scoping

Figure 3.3: Linking2Adapt

Named Entity Recognition: Firstly, before proceeding with the tasks of

entity recognition and linking, text (in this case, tweet) pre-processing is

performed wherein special characters (such as @, #,..) are removed. Further,

for entity recognition, a state-of-the-art NER system called T-NER [102]

has been used, which is a pre-trained system on a state-of-the-art gold

standard of Twitter data using an underlying ontology, OS (known as Ritter

Ontology) to finally derive a NER model RS. It is a supervised model based

on Conditional Random Fields (CRF) [119] and performs segmentation of a

tweet while subsequently classifying each token according to the classes of

its ontology, as reported below:

Ritter (T-NER) Ontology (OS): Band, Company, Facility, Movie, Geo-

Location, Organization, Other, Person, Product, Sportsteam, TVshow.
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Further, T-NER uses IOB encoding, as described in Section 2.3 (i.e.,

each word is either inside/outside/beginning of an entity mention), for

named entity segmentation for identifying the segments as mentions or

non-mentions and further, classifying the mentions based on its ontology.

Thus, every identified mention ej is classified into one or more entity types

c(ej) (belonging to OS) with a probability denoted by PCRF (ej, c(ej)) indi-

cated in equation (3.1). This probability represents an apriori estimation

of the entity type that will be exploited in the subsequent phases. Con-

cerning the time complexity, this step requires O(T × |C|2) for each tweet,

where T denotes the length of the tweet and |C| is the number of entity types.

Named Entity Disambiguation: For every identified entity mention, a

list of top-k candidate resources is retrieved from the local index using a

high-recall approach, as also discussed in Section 3.1, where an empirically

defined knowledge-base score denoted by KB(ej, rk) is estimated for each

candidate resource rk of an entity mention ej as follows:

KB(ej, rk) = (α · lex(ej, lrk) + (1− α) · (cosk(e∗j , ark))) +R(rk) (3.2)

where:

• lex(ej, lrk) denotes a lexical similarity between an entity mention ej

and the label of a candidate resource lrk ;

• cosk(e∗j , ark)) represents a discounted cosine similarity between an en-

tity mention’s context e∗j and a candidate resource’s KB abstract de-

scription ark ;

• R(rk) is a popularity measure of a given candidate in the KB.

Here lexical similarity lex(ej, lrk) is defined as follows:

lex(ej, lrk) = lcs(ej, lrk) +WD

(
JW (ej, lrk)

WD + 1

)
(3.3)

where lcs(ej, lrk) denotes a normalized Lucene Conceptual Score3 between ej

and lrk and is estimated in order to filter out false positives obtained due

3https://lucene.apache.org/core/4_6_0/core/org/apache/lucene/search/

similarities/TFIDFSimilarity.html
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to high recall, while WD

(
JW (ej ,lrk )

WD+1

)
represents a string distance measure,

based on the well-known Jaro-Winkler distance, between an entity mention

and the label of a candidate resource. The coefficient WD is set equal to 3.0

and represents a boosting coefficient that allows to weigh close matches more

syntactically. It can be observed from Equation (3.3), when WD is replaced

with its coefficient value (i.e., WD = 3.0), that the Jaro-Winkler distance has

been assigned an empirically defined relative weight of (0.75 · JW (ej, lrk))

while lcs(ej, lrk) has been assigned a relative weight of (1.0 · lcs(ej, lrk)). This

has been done so as to give more weightage to the Lucene score as compared

to the Jaro-Winkler distance between an entity mention and a label of a

candidate resource. Further, the asymmetric Jaro-Winkler distance weighs

more edit distances occurring in the first sub-sequences of two strings, and

is defined as:

JW (ej, lrk) = Jaro(ej, lrk) +
P ′

10
· (1− Jaro(ej, lrk)) (3.4)

where Jaro is a similarity metric [64] and P ′ is a measure that takes into

account the length of the longest common prefix of ej and lrk . More formally,

the Jaro similarity between two strings s and t is defined as follows:

Jaro(s, t) =
1

3
.

( |s′|
|s| +

|t′|
|t| +

|s′| − Ts′,t′
|s′|

)
(3.5)

Moreover, in situations where a candidate label lrk is composed of more than

one token, JW (ej, lrk) is calculated as follows:

JW (ej, lrk) = max(JW (ej, P
lrk
1 ), ..., JW (ej, P

lrk
n )) (3.6)

where P
lrk
i denotes one of every possible permutation of tokens in lrk . This

particular step is undertaken because end users might refer to a named entity

in a tweet using concise, popular substrings (entity mentions) of the named

entity, which may not necessarily be the first token of the entity itself. For

instance, in the tweet,

@steph93065 shes hates me but she’s no bigot,

intelligent and correct most of the time. #Trump
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it is observed that candidate KB resources for the entity mention ‘Trump’

comprise of Trump (card game, rdf:type Thing), Donald Trump (rdf:type

Person), and Trump (comics) (rdf:type CartoonCharacter), amongst other

candidates. By using the afore-mentioned equation (3.6), the JW distance

for the entity mention ‘Trump’ was computed not only with ‘Donald Trump’,

which yields a low JW similarity, but also with ‘Trump’, which yields a high

JW similarity.

The second component cosk(e∗j , ark) is evaluated by making use of a Vector

Space Model representation [23]. In particular, the contextual information

of a mention ej, denoted as e∗j , comprises of the entity type c(ej) derived by

the T-NER system, the surrounding content (i.e. nouns/verbs/adjectives)

available in the tweet and the mention itself. In order to evaluate the sec-

ond component cosk(e∗j , ark) of the KB score in equation (3.2), the long/full

abstracts (dbo:abstract) of all DBpedia resources have been indexed. This

has been done with an objective to be able to disambiguate an entity men-

tion with a candidate label using a mention’s usage context in the tweet,

on one hand, and contextual evidence from the KB on the other. The mea-

sure cosk(e∗j , ark), which is used for denoting contextual similarity between

an entity ej and a KB candidate resource rk, is defined as:

cosk(e∗j , ark) =





cos(e∗j , ark) if k = 1

cos(e∗j , ark)

log2(k)
k ≥ 2

(3.7)

To compute equation (3.7), the abstracts for all the top-k candidate resources

r1, r2, ..., rk are retrieved from the index. Equation (3.7) allows the system

to scale the similarity with respect to each candidate abstract according

to its ranking position. Finally, the last component provided in equation

(3.2) is provided by R(rk), which allows the system to take into account the

popularity of a given candidate resource in the KB so as to be able to improve

the candidate selection and the subsequent ranking. For this purpose, the

popularity R(rk) of a KB resource rk is computed by using the following

boosted Page Rank coefficient:

R(rk) = β · PR(rk) (3.8)
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where PR(rk) is the normalized PageRank coefficient [121], and β is a

damping coefficient, which lies in the range [0,1], and has been experimen-

tally determined as equal to 0.6. Finally, the value of α in equation (3.2)

has been investigated by varying between the range [0,1] and the optimal

value α = 0.7 results with an optimal solution. The KB score KB(ej, rk) is

normalized in the range [0,1] and is denoted as PKB(ej, rk), and is used to

rank the top-k candidates.

Named Entity Linking: The final component in the Linking2Adapt

pipeline is related to entity linking where based on the candidate list

retrieved in the previous step, an entity mention is disambiguated with every

retrieved candidate resource in the candidate resource list to decide the most

suitable candidate for linking the entity mention to. To this end, based on

the normalized KB scores PKB(ej, rk) obtained using equation (3.2) for every

candidate resource, the entity mention is linked to the candidate with the

highest (normalized) KB score following an unsupervised, greedy approach.

In this way, every identified entity mention is linked with a corresponding

candidate resource with the highest KB candidate score. However, mentions

for which no candidate matches are retrieved from the index have been

mapped to a NIL reference with an assigned type Other of the OS Ontology.

Entity Mention Re-Classification: For this task, the DBpedia type (denoted

by rdf:type) is obtained for all top-k candidate resources (which are retrieved

for entity disambiguation). The DBpedia types in the DBpedia Ontology4

have been mapped to entity types in OS using an ontology mapping that

has been established manually. A few examples of these mappings are shown

in Table 3.1. Using the DBpedia Ontology class/type for each candidate rk

retrieved in the previous step, the most suitable entity type for each entity

mention is predicted by making use of the apriori estimation provided by the

recognition component (in this case, the T-NER system) smoothed by the

similarity score derived through the KB. In particular, the most probable

entity type c∗(ej) for a mention is determined according to the following

decision rule:

4http://mappings.dbpedia.org/server/ontology/classes/
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Table 3.1: Examples of mappings between T-NER and DBpedia Ontologies

Ritter Ontology

Types
Dbpedia Ontology Types

Band Band

Company Company, Business, Organisation, GovernmentAgency

Facility Award, WebSite, SportFacility

Geo-Location
Place, Location, PopulatedPlace, Country, City, Locality,

Region, Park

Movie Film

Other
MeansOfTransportation, Holiday, ArtWork, Cartoon, Species,

Food, Event

Person Person, Dancer, Painter

Product VideoGame, MusicalWork, Software, Album, Device

Sportsteam Sportsteam, SportsClub, SportsLeague

TVshow TelevisionShow, TelevisionEpisode, TelevisionSeries

c∗(ej) = argmax
c
{PCRF (ej, c(ej)) ∗ PKB(ej, rk)} (3.9)

where c∗(ej) denotes the new entity type/class of the entity mention ej (which

is now re-classified) which may or may not be the original entity type c(ej) as

estimated by the T-NER system and PKB(ej, rk) is the KB score KB(ej, rk)

normalized in the range [0,1]. An important point to note here is that while

PCRF (ej, c(ej)) score is derived by a probability distribution over a set of

entity types obtained by using the CRF model, PKB(ej, rk) can been seen

as a smoothing coefficient which is associated with PCRF (ej, c(ej)). Thus,

entity mentions are re-classified in this way based on information extracted

from the Semantic Web associated with the candidate resources.

3.2.2 Entity Mention Re-Scoping

Similar to the entity mention re-classification approach, this is also an

unsupervised approach that has been proposed with the intent of improving

entity identification by re-scoping the boundaries of identified entity men-

tions based on the resources to which they are finally linked. A graphical
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representation of this approach is shown in Figure 3.3(b).

Named Entity Recognition: As mentioned in the previous section,

entity identification is performed by using T-NER. However, the entity types

assigned by T-NER to the identified entity mentions are not considered for

this approach.

Named Entity Disambiguation: A post-processing step has been intro-

duced (in contrast to that in Section 3.2.1) after mentions are identified

where for every identified mention which consists of capital letters (and are

not present at the beginning of the mention), the mention is segmented

into a set of tokens based on the capital letter. For instance, the mention

‘StarWars’ is segmented as ‘Star Wars’ so as to obtain improve candidate

selection. Similar to the candidate retrieval phase in the previous section,

top-k candidate resources are retrieved from the local index for every identi-

fied entity mention and a KB score is estimated for them using equation (3.2).

Named Entity Linking and Classification: Based on the KB scores

KB(ej, rk) obtained using equation (3.2) for every candidate resource, the

entity mention is linked to the candidate with the highest (normalized) KB

score following an unsupervised, greedy approach. In this way, every iden-

tified entity mention is linked with a corresponding candidate resource with

the highest (normalized) KB candidate score achieved using equation (3.2).

However, mentions for which no candidate matches are retrieved from the

index have been mapped to a NIL reference with an assigned type Thing of

another ontology used for this approach, as described below.

As mentioned above, the entity types for entity mentions as predicted

by T-NER have not been taken into consideration. Moreover, a different

ontology, called the Microposts Ontology, OT [107], was considered for this

approach so as to be able to evaluate the classification performance and

compare with that in the previous section. The ontology is defined as follows:

Microposts Ontology (OT ): Character, Event, Location, Organisation,

Person, Product, Thing.
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Evidently, a manual mapping has been established between the DBpedia

Ontology and the Microposts Ontology in a similar way as done between

DBpedia Ontology and Ritter Ontology in the previous section. Further,

the DBpedia type (i.e., the rdf:type) of a selected candidate resource with

which the mention is linked is obtained and mapped to the corresponding

entity type in the Microposts Ontology so as to perform entity classification.

Every DBpedia Ontology class that could not be mapped intuitively, such

as the Ontology class Species, has been mapped to the Microposts category

Thing. For a specific exceptional case – DBpedia Ontology class Name,

with its subclasses GivenName, Surname, were mapped to the Microposts

category Person since GivenNames and Surnames are used in tweets

mostly to refer to a person in the real world. This interpretation of map-

ping for names and surnames is inspired by work on mapping semantics in [2].

Entity Mention Re-Scoping: Based on the candidate resource selected for an

entity mention to be linked to, an identified mention’s boundary is re-scoped

according to the label of the selected candidate resource. This step is applied

when the resource label is a substring of the entity mention. This step has

been performed so as to reduce the identification error rate exhibited by the

entity recognition system T-NER. For instance, in the tweet,

Day 9:Wearing a StarWars T-Shirt each day until

‘The Force Awakens’.We’re half way there! https:

//t.co/QoAOxoSCJk

the recognition system identifies ‘StarWars T-Shirt’ as an entity mention, due

to a capitalization issue, however, the linking algorithm is able to link this

mention correctly with the KB resource Star Wars5, based on contextual and

KB evidence. As a result, the boundary of the identified mention ‘StarWars

T-Shirt’ is re-scoped to ‘StarWars’ which leads to a reduction in the error rate

and an overall improvement in the identification performance of the system.

5http://dbpedia.org/resource/Star_Wars
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3.3 Learning2Adapt

Learning2Adapt is a supervised approach, which has been proposed to adapt

entity classification performed by a named entity recognizer to different on-

tologies (used by different named entity classifiers).

New information is continuously evolving in real-time and different on-

tologies and/or existing ontologies with refined levels of granularity have to

be adopted so as to classify new and diverse forms of information. Further,

information is being extracted today from different textual formats and from

different domains ranging from scientific articles and blogposts to product

reviews. For instance, articles on various travel blogs will have increased

references to geo-locations, thus corresponding to travel ontologies, differing

in terms of their levels of granularity, while information extracted from a

sports article will adhere to a sports ontology with types such as name

of the sportsteam, sportsperson/players, equipments and so on. This means

that, a large number of ontologies or classification hierarchies are used today

by a variety of NER systems and KB experts to identify and classify new

and/or existing information. Due to the use of different ontologies for clas-

sification, however, the integration or performance evaluations of different

NER systems is difficult. In such cases, a system using one (source) ontology

may need to be adapted to a different (target) ontology for integrating NER

systems or performance evaluations. This gives leeway to alignment or map-

ping among these ontologies [2, 114], which is also important from the point

of view of accomplishing interoperability among them on the Semantic Web.

A recent example of integration of different NER systems is a state-of-

the-art framework named NERD [106] (also described in Chapter 2), which

is plugged on top of various NER systems, wherein each system is defined

by its own ontology. A NERD Ontology is defined by establishing manual

mappings between the entity types of the ontologies of the NER systems

being integrated. Thus, in such scenarios, performing a mapping from the

classification types (or entity types) in the source domain of one ontology to

the types available in the target domain of another ontology is not a trivial

task. The method of establishing mappings between entity types of ontologies

is even more significant.
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3.3.1 Ontology Mapping

As defined previously, an ontology is described as a taxonomy or a classifi-

cation hierarchy with classification types or concepts based on the domain

in consideration. A brief account of ontology mapping is provided in this

section.

Given two ontologies A and B, ontology mapping is defined by obtain-

ing a corresponding match between a concept of ontology A with the closest

semantic concept of ontology B [35]. For instance, consider the ontologies

in Figure 3.4. For the time being, lets assume that the Ritter Ontology,

OS [102] (as described in the previous chapter) is the source ontology with

disjoint set of entity types that need to be mapped to the Microposts Ontol-

ogy, OT [104, 107] which, thus, acts as the target ontology. Thus, ontology

A (i.e., the Ritter/ Source Ontology) is defined by the concepts or the entity

types Band, Company, Facility, Geo-Location, Movie, Other, Person, Prod-

uct, Sportsteam, and TVshow while ontology B (i.e., the Microposts/Target

Ontology) is defined by the concepts or entity types Character, Event, Loca-

tion, Organization, Person, Product, and Thing. The solid blocks in Figure

3.4 depict the mappings between entity types of both the ontologies which

have been established manually and is later used as a Baseline Model for

the experimental evaluations, as discussed in Chapter 4. Further, the dot-

ted blocks (shaded in blue) depict possible mappings from types in source

ontology (such as the type Person) to types in target ontology (such as the

types Person or Character), but have not been considered in the manual

mappings.

The entity type, Geo-Location for instance, in the Ritter Ontology has

been manually mapped to the closest semantic match in the Microposts On-

tology which is the entity type, Location. An important observation to be

drawn from Figure 3.4 is that, depending upon the ontologies and their re-

spective levels of granularity, it is not always the case to have one-to-one

(1:1) mappings. One-to-many (1:m) and many-to-one (m:1) mappings are

possible as well. For instance, the entity types Sportsteam, Company and

Band of the source ontology can all be mapped to the sole entity type Orga-

nization in the target ontology, i.e., an m:1 mapping. An example of 1:m in
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Figure 3.4: Manual Mappings between two Ontologies

this figure would be mapping of the entity type Person in the source ontology

to entity types Person or Character in the target ontology (shown in dotted

blocks in Figure 3.4). These examples in particular depict differing levels

of granularity in both ontologies, where, on one hand the source ontology

differentiates between entity types Sportsteam and Band which colloquially

can be considered to be child concepts of the parent concept Company, while

on the other hand, it simply uses just one higher level concept/entity type

for representing human beings, i.e., Person. The target ontology, in con-

trast, uses a single higher level concept for classifying groups or companies

by the entity type Organization, whereas it uses a parent and child concept

for classifying human beings as Person and Character respectively.

Such distinctions between entity types in different ontologies depends on

the application requirements, as well as the textual formats being used as

input. Case in point, the textual format being considered by these ontologies

here is the short, ill-formed texts of microblogs/tweets for entity classifica-

tion. The source ontology is, in fact, used by a state-of-the-art NER system,

T-NER [102], for entity identification and classification. One of the most ‘dif-

ficult’ to interpret (and map) entity types of this ontology is the type Other.

While, colloquially, this type could be understood as something which cannot

be classified into any other type of the soure ontology, and subsequently could

be mapped to the entity type Thing of the target ontology, on closer inspec-
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tion, however, of the text phrases identified as entity mentions and classified

as type Other, it has been found that this type could also be mapped to the

type Event of the target ontology (shown in dotted blocks in Figure 3.4).

Consider the following tweets, where entity identification and classification

has been performed by T-NER [102]:

• [Xmas]Other cycling stocking filler ideas

@MiltonKeynesWCX @VeloPac

• RT @qikipedia: In 2011, [Saudi Arabian]Other

security forces detained a vulture suspected of

working for [Mossad]Company.

The phrases Xmas and Saudi Arabian have been identified as entity

mentions and classified as type Other. Conventionally, the mention Xmas

should be mapped to the entity type Event of the target ontology, since, it

corresponds to an event in the real world and the mention Saudi Arabian

should be mapped to the entity type Thing of the target ontology. However,

both of these mentions have been classified as Other by T-NER, and thus,

as per manual mappings seen in Figure 3.4, will be mapped to the entity

type Thing of the target ontology. These examples show that use of hard-

coded rules of mapping one entity type in an ontology to a specific entity

type in another ontology is not always the correct solution when mapping

ontologies of different NER classifiers, particularly for texts such as tweets

where classification performances of NER systems are bound to suffer due

to the difficulties posed by such textual formats. Thus, for this purpose,

a novel supervised approach called, LearningToAdapt has been proposed

which intends to adapt a named entity classifier of a NER system trained on

a source ontology to a different ontology used by a named entity classifier in

(possibly) another domain.
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3.3.2 Motivation

In order to identify and classify entity mentions, most of the state-of-the-art

models [74,102,134] leverage different kinds of contextual information avail-

able in the analysed text (e.g., the use of articles and/or prepositions before

the entity mention), as well as in other corpora (e.g., the distribution of words

across different classes of entity mentions represented in a knowledge base).

While contextual information that can be used by Natural Language Process-

ing methods is quite reliable and abundant in well-formed texts (yielding to

good accuracy of entity classifications methods), it is less reliable and scarcer

in microblogging environments [31]. As a result, entity classification is often

inaccurate for texts obtained from microblogging platforms.

In addition to the intrinsic difficulty of entity classification, it is often the

case that different NER systems use different ontologies for entity classifi-

cation, and a system using one source ontology may need to be adapted to

use a different target ontology according to application requirements. To the

best of our knowledge, state-of-the-art approaches have mostly performed

the task of mapping concepts/entity types of ontologies manually [106], or

have used similarity measures to find concepts from a source ontology that

could be mapped to corresponding concepts in the target ontology [34, 117].

A first investigation aimed at dealing with this issue has been presented

in [106], as indicated previously, where manual mappings between ontologies

has been defined. Although this study represents a fundamental step towards

the definition of cross-domain NER systems, some open problems need to be

accurately addressed:

1. Mention Mis-classification: Entity mentions are often mis-classified

(or incorrectly classified) by a NER system due to two main reasons:

• not enough instances available in the training set,

• the training set is characterized by an unbalanced distribution

over the ontology types.

Consider, for instance, an entity mention “Olaf” (a movie character)

which has been erroneously classified by T-NER as Geo-Location in the
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source domain instead of Person, and should be mapped to Character

in the target domain. Given a deterministic manual mapping, as the

one reported in Figure 3.4, the mention would eventually be mapped

to the type Location in the target domain.

2. Type Uncertainty: There are also cases where a text phrase refer-

ring to an entity mention may be polysemous (as exemplified in Section

2.3.1), which further complicates the mapping decisions. While well-

structured texts provide meaningful insights into the contextual usage

of a mention, there can still be cases where it is difficult for an en-

tity recognition system to classify a mention correctly. Consider, for

instance, the polysemous text phrase “Starbucks” in a well-structured

document snippet:

Millie Bobby Brown, best known for her role as Eleven

in the Netflix series Stranger Things, showed off

her vocal talent in a silly clip for Starbucks in the

drive-thru...

"Can I have a venti latte / And a caramel

frappuccino? / Oh, please!" she can be heard singing

below, swapping her words in place of the original

lyric, "Hello from the other side / I must have

called a thousand times / To tell you...," and

then...

Here, the mention can either be classified as a Geo-Location (a particu-

lar Starbucks shop), or a Product (the StarBucks coffee). On the other

hand, the matter of correctly classifying a polysemous text phrase in

short textual formats (such as microblog posts) tends to become chal-

lenging. Due to the concise nature of a microblog post, it is difficult

for a NER system to decide the entity type (in source ontology) for a

mention whose entity type may range from, for instance, Geo-Location,

Product to Company. This is exemplified in Figure 3.5. The mapping

decision becomes difficult for an expert as well, since Geo-Location

would be mapped to Location, and Company would be mapped to Or-
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ganization, according to the manual mappings (see Figure 3.4).

Figure 3.5: Example: Ambiguous Entity Mentions

3. Fork Mappings: There are cases where mentions classified as one type

in the source ontology should be cast into one of two different types

of the target ontology. In this work, such mappings are referred to as

Fork Mappings. For the purpose of experimental investigations, two

such cases of fork mappings have been identified between Ontology A

(Ritter Ontology) and Ontology B (Microposts Ontology) as indicated

by the dotted blocks in Figure 3.4:

• when a mention of type Person in the source ontology should be

mapped to Person or Character in the target ontology,

• when a mention of type Other in the source ontology should be

mapped to Thing or Event in the target ontology,

In this case, in order to re-classify entity mentions based on a deter-

ministic manual mappings model, an expert has to select one target

type for each source type involved in a fork mapping, which can be an

error-prone and a subjective decision.

Thus, in order to tackle the above mentioned issues the approach Learning-

ToAdapt has been proposed. A noteworthy point is that both the ontologies
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that have been considered here (Figure 3.4) are used in the state-of-the-art

for classifying entity mentions recognized from microblog posts [102, 104].

Although, this approach for mapping entity types from a source to a tar-

get domain has been experimented for microblog posts, it can be applied to

other textual formats as well. The main motivation underlying the proposed

approach is concerned with two main issues:

1. The amount of data available in the target domain may be limited to

accurately train a NER system. A major assumption in many NER

systems based on machine learning (e.g. Conditional Random Fields

[69] and Labelled LDA [96]) is that the training and test data must be

in the same feature space and have the same distribution. However,

when a NER system needs to be adapted to a new domain ontology, this

assumption may not hold. For example, one may need to have a NER

system in a target domain of interest, but might only have sufficient

training data in a source domain of interest, where the latter data may

be in a different feature space or follow a different data distribution.

2. The training of a NER system based on a new complex target ontology

can be expensive in terms of time and labor. Many NER systems are

grounded on complex ontologies to train a probabilistic model able to

recognize and classify entity mentions in a given domain (e.g. the sys-

tem (T-NER) proposed in [102] trains LaballedLDA using Freebase as

underlying domain ontology, which is composed of more than 39 mil-

lion real-world entities). Moreover, the dimension of knowledge bases

increases rapidly thanks to the new upcoming entities evolving every

day. In this case, it could be very expensive to re-train any NER model

on either updated or brand new ontologies.

3.3.3 Problem Formulation

The problem of mapping the types of entity mentions from a source domain to

the types in a target domain can be viewed as a machine learning problem.

In particular, given a set of entity mentions identified by a Named Entity

Recognition model originally trained in a source domain, the main goal is to

learn how to map the source type probability distribution to the target one.
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More precisely, let RS be a Named Entity Recognition (NER) model

trained on a set ΩS = {s1, s2, ..., sn} of entity mentions annotated according

to a source ontology OS. Let ΩT = {e1, e2, ..., em} be a set of entity mentions

that needs to be automatically labeled according to a target ontology OT , by

using the NER model RS previously trained on ΩS.

The labeling of ΩT using RS can be viewed as a transfer learning problem

[92]. In particular, the main goal is to learn a target predictive function f(·)
in ΩT using some knowledge both in the source domain S and the target

domain T . More formally, let P (ΩT , OS) be the distribution in the source

domain used to label an entity mention ej ∈ ΩT with the most probable type

c∗S ∈ OS according to RS. Let P (ΩT , OT ) be the distribution in the target

domain that needs to be discovered given the knowledge about P (ΩT , OS)

and the target type cT ∈ OT .
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Figure 3.6: Example of Input-Output Space in Learning2Adapt

Now, the labeling of ΩT using RS can be modeled as a learning problem

aimed at seeking a function φ : P (ΩT , OS)→ P (ΩT , OT ) over the hypothesis

space Φ. In this case, it is convenient to represent φ as a function f :

P (ΩT , OS)× P (ΩT , OT )→ R such that:

g(P (ej, cS)) = arg max
cT∈OT

f
(
P (ej, cS), P (ej, cT )

)
(3.10)
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In order to address this problem, an input space needs to be created which

represents each entity mention ej that can be used for learning to map the

predicted source type cS ∈ OS to the target type cT ∈ OT . As mentioned

before, the input space corresponds to P (ΩT , OS), and in particular to the

explicit distribution given by RS for each entity mention. The output space

denotes the most probable type ct ∈ OT , and more specifically, the type

distribution P (ΩT , OT ) in the target domain. A simple example of the input

and output space for Learning2Adapt is reported in Figure 3.6.

Now the goal is to determine the function f that is able to correctly label

an entity mention ej ∈ ΩT according to the prediction P (ej, cS) given by

a NER model previously trained on ΩS. To accomplish this task, several

learning algorithms have been considered:

• Näıve Bayes (NB) [77] is the simplest generative model that can be

used for Learning2Adapt. It predicts the target type cT of a given entity

mention ej given a vector representation of the distribution P (ej, OS)

by exploiting the Bayes’ Theorem:

P (ej = cT | P (ej, cS1), ..., P (ej, cSn)) =

=
P (cT )P (P (ej, cS1), .., P (ej, ..., cSn) | ej = cT )

P (P (ej, cS1), P (ej, cS2), P (ej, ..., cSn))

(3.11)

Thus, the final target type c∗T is determined according to the following

maximum a posteriori (MAP) decision rule:

c∗T = arg max
cT

P (ej = cT )
|OS |∏
k=1

P (cT )P (P (ej, cSk
)) | ti = cT )) (3.12)

• Support Vector Machines (SVM) [24] are linear learning machines

aimed at determining the optimal hyperplane that discriminate sam-

ples of different types. When samples are not linearly separable, that

is when a hyperplane able to separate them does not exist, features are

transformed into a higher dimensional space that allow the “new sam-

ples” to be better separated. Consider a non-linearly separable training

set D defined over the input space I = P (ΩT , OS) and with an output
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class domain OT , as defined by

D =

((
P (e1, cS1), cT1

)
, ...,

(
P (em, cSn), cTr

))
(3.13)

the main goal is to map non-linear training data (P (ej, cS1), cTk
) from

Rn into a new feature space F by a kernel function. Support Vector

Machines then find the optimal hyperplane:

H = {(P (ej, cS), cTk
) ∈ Rn : w · ((P (ej, cS), cTk

)) + b = 0} (3.14)

with the maximum margin, i.e. with the maximum distance between

class samples. The optimal hyperplane H is defined by learning from

data two parameters: the weight vector w and the bias b.

• Decision trees (DT) [16] are classifiers presented as binary tree-like

structure, where each node corresponds to a variable in the input space

and edges represent possible realization of that variable. Since this

classifier outputs a dichotomic decision tree, it can be used to determine

the type of unclassified entity mentions by considering its descriptive

attribute realizations, i.e P (ΩT , OS).

Building a decision tree model from a training dataset involves two

phases. In the first phase, a splitting attribute and a split index are

chosen. The second phase involves splitting the records among the child

nodes based on the decision made in the first phase. This process is

recursively continued until a stopping criterion is satisfied. The choice

about the variable ordering (from the root to the leaf) and the values

for the splitting rule is a critical aspect. The most widely used indices,

for evaluating whether a node should be split or not is Gini Index.

Given a variable j ∈ P (ΩT , OS) with t hypothetical realizations, the

Gini Index IG is defined as

IG(j) = 1−
m∑

t=1

α(j, t)2 (3.15)

where α(j, t) represents the frequency of the t value in the j variable.
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• K-Nearest Neighbor (KNN) [33] assigns a sample P (ej, cS) to a

target type cT that is the most common one amongst the most similar

K samples into the training data. This classifier is based on one of

the most well known distance metric, i.e. the Euclidean Distance, to

identify the most similar instances. Given a vector P (ej, cS) of an

entity mention that needs to be mapped and a training instance vector

P (ej, cS), their Euclidean Distance is computed as follows:

dist(P (ej, cS), P (ej, cS)) =

=

√
|OS |∑
k=1

(
P (ej, cSk

)− (P (ej, cSk
)
)2

(3.16)

The final target type for an entity mention ej is selected through a

simple voting among the K most similar training examples.

• Bayesian Networks (BN) [93] are probabilistic graphical models

that compactly represent the joint probability distribution of a set of

random variables. The main assumption, captured graphically by a

dependency structure, is that each variable is directly influenced by

only few others. A probability distribution is represented as a directed

acyclic graph, whose nodes represent random variables and whose edges

denote direct dependencies between a node j ∈ (P (ΩT , OS), OT ) and

its set of parents Pa(j). Formally, a Bayesian Network asserts that

each node is conditional independent of its non-descendants given its

parents. This conditionally independence assumption allows one to

represent concisely the joint probability distribution:

P

((
P (e1, cS1), cT1

)
, ...,

(
P (em, cSn), cTr

))
=

=
∏
i=1

P

((
P (ej, cS), cT

)
|Pa
(

(P (ej, cS), cT )
))

(3.17)

where P (·|Pa(·)) is described by a conditional probability distribution

(CPD).
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• Multi Layer Perceptron (MLP) [109] is one of the most widely used

models in the general class of artificial neural networks. A MLP pro-

vides a non-linear mapping from a real-valued input vector P (ej, cS)

to an output cT ∈ OT . The basic idea is that a vector of input values

is multiplied by a weight matrix W , and the resulting values are each

individually transformed by a non-linear function to produce “hidden

node” outputs. The produced output is then transformed again fol-

lowing the same procedure, leading to a process that continues until a

given number of layers is obtained. Given a set D of training examples

(see Equation (3.13)), for each single layer bj MLP learns the function

bj =

|ΩT |∑

i

wi · P (P (ej, cS)) (3.18)

where wi are the model parameters that need to be learned.

• Multinomial Logistic Regression (MLR) [70] is a classification

method that generalizes logistic regression to multi class problems. The

principle underlying a MLR is to construct a linear predictor function

that allows to predict the target type starting from a set of weights

that are linearly combined with the explanatory variables (features):

score(P (ΩT , OS), OT ) = β · P (ΩT , OS) (3.19)

where β are parameters to be learned. In the multi class case, the

training algorithm uses the one-vs-rest scheme.

3.3.4 Contextual Evidence for Learning2Adapt

As mentioned previously, various state-of-the-art systems use different kinds

of contextual information available from the text and/or the KB under con-

sideration for entity recognition and entity linking. Therefore, the input

space for entity mentions identified from a set of tweets is created by two

different methods in Learning2Adapt:

• Use of contextual information surrounding an entity mention in a

tweet (hereafter, referred to as With Context, or W.C. setting): In this
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method, the input space used for LearningToAdapt is created using the

distribution P (ΩT , OS) (in the source domain) for an entity mention

ej ∈ ΩT with the most probable type c∗S ∈ OS according to RS as

follows:

P (ΩT , OS) =

∑n
i=1 (P (wi, cm)) + P (ej, cm)

n+ 1
∀cm ∈ OS (3.20)

where P (wi, cm) denotes the probability distribution of a word wi sur-

rounding the entity mention ej and cm denotes an entity type in the

source ontology OS. The maximum number of words that are consid-

ered to be in the context window is 6, i.e., i = {1, · · · , 6} in a way that

equal number of words from both sides of a mention, left and right, are

considered so as to better investigate the influence of words within the

context window on the mention’s type. Here, the term context window

refers to a text window which is supposedly used to deduce a mention’s

type based on its contextual usage in the tweet. For instance, consider

the tweet:

Can’t wait for the next︸ ︷︷ ︸
Left Window

Harry Potter. Amazing movie︸ ︷︷ ︸
Right Window

!!!

The mention Harry Potter is a polysemous term, in the sense that it

could be of the entity type Movie, Person (which denotes the fictional

character of the movie) or Product (which denotes the book series)

according to the Source Ontology. On the other hand, if words in the

context window surrounding the mention, i.e., “for the next Harry

Potter. Amazing movie” are considered, then it can be deduced with

a higher certainty that the mention is of type Movie. However, in many

cases, words within the context window maybe not be separated by a

white space (due to presence of punctuation marks) such as:

top-of-the-morning here in︸ ︷︷ ︸
Left Window

Paris! Lovely city, Mr.Richards︸ ︷︷ ︸
Right Window

.

Although a maximum of three words are considered from each

side of the mention, in this case the probability distributions
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for {top-of-the-morning, here, in} from the left context window, the

probability distribution for the mention itself and for the words

{Lovely, city,Mr.Richards} from the right context window will be con-

sidered. The overall distribution P (ΩT , OS) is, further, determined by

considering every word’s probability distribution in the context window

along with the distribution of the mention itself, in a way that a mean

of probabilities of all the words and the mention for every entity type

c∗S ∈ OS according to RS is calculated. Further, the most probable

source type c∗S ∈ OS for the mention ej is derived as follows:

c∗S = arg max
cm

P (ΩT , OS) (3.21)

• Use of no contextual information from the surrounding of an en-

tity mention in a tweet (hereafter, referred to as Without Context, or

Wo.C. setting): In this method, the input space is created by using a

probability distribution of an entity mention ej ∈ ΩT independent on

the probability distribution of words in the context window. The prob-

ability distribution for Wo.C. method is denoted by P ′(ΩT , OS) and is

used to derive the most probable source type c∗S ∈ OS as follows:

c∗S = arg max
cm

P ′(ΩT , OS) (3.22)

3.4 Learning2Link

Learning2Link is a supervised approach, which has been proposed to

adapt entity linking by using evidence provided by entity recognition and

disambiguation. A Decision Criteria has been used in this approach

in order to decide if an entity mention is linkable or unlinkable. If the

mention is linkable, then it is linked to the most suitable candidate resource

retrieved from the KB using the supervised linking approach discussed below.

Named Entity Recognition: In order to identify entity mentions from

a set of tweets, T-NER has been again used, as also in the previous
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approaches. Based on this model, every identified entity mention ej can

belong to one or more entity types c(ej) of ontology OS, each associated with

a probability denoted as PCRF (ej, c(ej)) in equation (3.1), which illustrates

the probability that an entity mention ej belongs to an entity type c(ej).

The output of CRF is a set of entity mentions e1, e2, ..., em identified from a

given tweet t. In order to distinguish the entity types predicted for an entity

mention in the further phases, the entity type predicted in this step for an

entity mention ej is referred to as the T −NERtype.

Named Entity Disambiguation and Linking: A supervised learning

approach has been used for entity linking in tweets, as opposed to the unsu-

pervised one as described previously in Section 3.2. Several factors such as

lexical similarity of an entity mention with a candidate resource, cosine simi-

larity, and popularity of a candidate resource are taken into consideration for

creating an input space for an entity mention so as to be able to link it with

an appropriate candidate resource from the list of top-k resources retrieved

from the KB.

Starting from the coefficients estimated in equation (3.2), which denote

how similar is an entity mention ej to a given candidate resource rk, an input

space is derived that is able to allow any machine learning model to learn if

the mention ej is linkable or not linkable to rk. An example of the derived

input space is represented in Figure 3.7.

Figure 3.7: Example of Input Space in Learning2Link

This input space is used for training various learning algorithms such as

Decision Trees (DT) [16], Multi-Layer Perceptron (MLP) [109], Support
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Vector Machines (SVM) with Linear, Polynomial and Radial kernels [24],

Bayesian Networks (BN) [93], Voted Perceptron (VP) [45], Logistic Regres-

sion (LR) [77] and Näıve Bayes (NB) [77]. The target class is a boolean

variable which indicates whether or not a candidate resource rk is suitable

for an entity mention ej to be linked to.

Algorithm 1 : Decision Criteria

if entity mention ej is linkable to a single unique candidate resource rk

with predicted target class Yes then

Link the mention ej to the resource rk

else if entity mention ej is linkable to more than one candidate resources

with predicted target class Yes then

Link the mention ej to candidate resource rk with the highest proba-

bility

else if all candidate resources for entity mention ej have predicted target

class No then

Set the mention ej as a NIL mention

end if

A Decision Criteria is then used to determine if a mention is linkable

or unlinkable based on the predicted target classes. If a mention is linkable,

the criteria is used to predict the most suitable candidate resource from a

list of candidate resources {r1, r2, · · · , rk} for an entity mention ej (or detect

the NIL mentions, if the mention is unlinkable). The decision criteria is

described below in Algorithm 1, according to which a mention is linkable

iff one or more candidate resources for the mention have a predicted target

class Yes and is unlinkable iff all the candidate resources for the mention

have a predicted target class No. If a linkable mention ej has more than one

predicted target class Yes, then it is linked to the candidate resource rk with

the highest probability, as determined by the learning model. Finally, the

entity type of a mention is determined by the DBpedia type of the selected

candidate resource, which is further mapped to a type in Ontology OT based

on an Ontology mapping that has been developed between the OT and the

DBpedia Ontology manually. In case a mention is unlinkable, therefore,

corresponding to a NIL mention, the entity type is determined according to
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the T −NERType derived in the entity recognition phase.

The experimental results for the NEEL framework and the approaches

discussed in this chapter have been presented in the next chapter.
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4 EXPERIMENTAL ANALYSIS

This chapter presents the experimental analysis of the approaches described

in Chapter 3 in sections 4.1, 4.2 and 4.3 for Linking2Adapt, Learning2Adapt

and Learning2Link respectively.

4.1 Experimental Analysis: Linking2Adapt

This section presents an experimental analysis of the Linking2Adapt ap-

proach that has been proposed in Chapter 3 Section 3.2 with the intent of

improving the performance of entity recognition by the use of entity linking,

thereby, improving the overall performance of the proposed NEEL frame-

work.

4.1.1 Entity Mention Re-Classification

This section presents an experimental analysis of the entity mention

re-classification approach (discussed under Linking2Adapt in Section 3.2.1),

which has been proposed in order to improve entity classification performed

by the recognition component by means of a feedback method so as to

re-classify the identified entity mentions based on evidence obtained from

the linking component in the proposed NEEL framework. A schematic view

of this approach is shown in Figure 4.1.

Experimental Setup: A gold-standard corpus of tweets (in English

language) made available by Ritter et al. [102] has been used for the exper-

iments for recognition and linking phases of the framework. This dataset

consists of ≈ 2400 tweets with 47k+ tokens. Additionally, for performing a

detailed analysis, a manually curated set of 1616 entity mentions (referred

to as the Ground Truth) has been prepared from the given corpus of

tweets, and annotated with the entity types (as shown below). This ground

truth has been populated with those entity mentions whose real world
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Figure 4.1: Entity Mention Re-classification

Table 4.1: Type-Wise Distribution (%): Ground Truth vs T-NER

Entity Type
Ground Truth

Distribution

T-NER

Distribution

Band 4.52 7.15

Company 10.64 9.16

Facility 7.18 4.88

Geo-Location 17.88 16.24

Movie 2.66 8.02

Other 15.53 10.83

Person 28.65 34.63

Product 7.18 4.55

Sportsteam 3.59 1.94

TVshow 2.17 2.61

counterparts exist in the Unstructured Web. The type-wise distribution of

entity mentions in the ground truth is reported in Table 4.1.

Named Entity Recognition: For the task of identifying and classifying

entity mentions, a state-of-the-art CRF-based system, called T-NER [102]

has been used, which is defined by its ontology, i.e., the Ritter Ontology

(denoted by OS), as stated in the previous chapter. T-NER segments tweets

in the gold standard into text phrases where each text phrase is denoted

as an entity mention or a non-mention. Theoretically, an entity mention is

a text phrase which potentially denotes a named entity in the real world.
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Table 4.2: T-NER: Identification Performance Analysis

Text Phrase
Identification Analysis

(w.r.t Ground Truth)

Example

Mentions

Accuracy

(%)

Entity Mentions (1496)

Identified Entity

Mentions

Correctly Identified Anna Wintour 91.46

Incorrectly Identified Indian 1.11

Missed Entity Mentions NFL 7.43

In terms of text phrases identified as entity mentions by T-NER, an entity

mention refers to a text phrase in a tweet which denotes a named entity in the

real world and is thereby associated with an entity type and a probability

given by PCRF (ej, c(ej)) as stated in equation (3.1). On the other hand,

theoretically, a non-mention refers to a text phrase that does not denote any

relevant named entity in the real world. Additionally, an entity mention can

be:

• a correctly identified mention if it exists in the ground truth and refers

to a named entity in the real world and has been identified as a mention

by the NER system, such as the journalist Anna Wintour (in Table 4.2);

or

• an incorrectly identified mention if does not exist in the ground truth

and/or does not refer to a named entity in the real world but has been

identified as a mention by the NER system, such as the text phrase

Indian (in Table 4.2); or

• a missed entity mention if it exists in the ground truth and refers to

a named entity in the real world but the named entity recognizer has

failed (or missed) to identify it as a mention, and instead identified it

as a non-mention, such as the mention NFL (in Table 4.2).

T-NER identifies a total of 1496 text phrases as entity mentions, while the

remaining 44k text phrases have been identified as non-mentions (in contrast

to the 1616 mentions present in the ground truth). Table 4.2 presents an

identification performance analysis of T-NER, where out of 1496 mentions

identified by T-NER, 91.46% are correctly identified while 1.11% are incor-

rectly identified w.r.t the mentions in the ground truth. Further, it fails to

identify 7.43% of entity mentions, as observed by the missed entity mentions
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Figure 4.2: Identification Scenarios

in the table. This can be explained by the fact that a large number of new

entities emerge constantly on the Web as well as on social media, before a

knowledge base can index them. This causes a supervised entity recognition

system (such as T-NER) to fail to identify such named entities. For the

sake of simplicity, a graphical representation of all identification scenarios is

shown in Figure 4.2.

Further, the text phrases identified as entity mentions are classified into

entity types as per the Ritter Ontology, as stated in the previous chapter. As

stated previously, Table 4.1 shows a type-wise distribution of (1616) entity

mentions in the ground truth while the distribution of (1496) mentions iden-

tified and classified by T-NER has also been reported in this table. It can be

observed that while for some entity types (such as Company, Facility, Other

and so on), T-NER under-classifies the entity mentions into the respective

types as compared to those in the ground truth, it over-classifies entity men-

tions for the entity types Band, Movie, Person, and TVshow on the other

hand. This can be attributed to the entity classification and segmentation
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Table 4.3: T-NER: Classification Performance Analysis

Text Phrase Classification Analysis
Example Classification

Accuracy (%)Entity Mention Entity Type

Entity Mentions (1496)

Correctly Classified Justin Bieber Person 61.56

Incorrectly Classified Chicago Person 37.97

Segmentation Error Alpha, Omega Geo-Location, Band 0.47

Non-Mentions (44,792)
Correctly Classified It O 99.80

Incorrectly Classified justthen Person 0.20

errors as can be observed in Table 4.3. This table presents a detailed analysis

of classification performance of T-NER (in terms of accuracy). As indicated

in the table, a text phrase can be:

• a correctly classified entity mention if it is correctly identified (as de-

scribed above) and T-NER correctly classifies it into an entity type

(as per the ground truth), such as correctly identified mention Justin

Bieber which has been classified into the type Person as observed in

Table 4.3; or

• an incorrectly classified entity mention if it is correctly identified by

T-NER but classified incorrectly (as per the ground truth), such as the

correctly identified mention Chicago being classified incorrectly as the

type Person instead of the type Geo-Location as observed in Table 4.3.

Out of the text phrases identified as entity mentions, 61.56% are correctly

classified while 37.97% of them are incorrectly classified, as shown in Table

4.3. High identification accuracy (in terms of correctly identified mentions in

Table 4.2) and classification accuracy (in terms of correctly classified men-

tions in Table 4.3) can be attributed to the fact that T-NER is a supervised

system which has been trained on the given gold standard of tweets. This

performance is subject to depreciation if other Twitter datasets are used (as

will be seen in the succeeding sections).

Text phrases that are ideally entity mentions (i.e., as per the ground

truth) also suffer segmentation issues, in that, T-NER exhibits segmentation

errors as a result of which text phrases are not correctly segmented (due
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to which the entity mentions are not correctly identified and/or classified).

Such text phrases which are ideally entity mentions and suffer with segmen-

tation problems are indicated in Table 4.3 as segmentation errors ; such as the

(single) mention Aplha-Omega which, due to a segmentation error, has been

identified as two distinct mentions, Alpha and Omega, and thus incorrectly

classified as Geo-Location and Band respectively, instead of being classified

as Movie. As shown in Table 4.3, a small percentage of entity mentions

(0.47%) suffer segmentation errors. Further, missed entity mentions (as ex-

plained above) are classified as O where O is used to denote a non-mention

as per the IOB encoding. On the other hand, a non-mention can be:

• a correctly classified non-mention if it does not refer to any named

entity in the real world and has not been identified as a mention by the

NER system (such as a text phrase It being classified as O); or

• an incorrectly classified non-mention if it does not refer to any named

entity in the real world but has been identified and classified as a men-

tion by the NER system (such as text phrase justten which has been

classified as the type Person, instead of O).

As evident from Table 4.3, most of the non-mentions are correctly classi-

fied as such (99.80%) whereas a very small percentage (0.20%) is incorrectly

classified. This can be attributed to the use of unnecessary capital letters,

misleading presence or absence of punctuation marks or tokenization errors

which can very easily confuse a supervised entity recognition system such

as T-NER. For the sake of simplicity, a graphical representation of all the

afore-mentioned classification scenarios is shown in Figure 4.3. Finally, type-

wise performance analysis of T-NER for the gold standard corpus of tweets

is shown in Table 4.5 (under the column T-NER Performance Analysis)

where:

Precision(P ) =
|{cor.cl} ∩ {cl}|

|{cl}| (4.1)

Recall(R) =
|{cor.cl} ∩ {cl}|
|{cor.cl}| (4.2)

F −Measure(F1) =
2× P ×R
P +R

(4.3)
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Figure 4.3: Classification Scenarios

Here cor.cl denotes correctly classified entity mentions, while cl denotes

mentions that have been identified and classified into one of the T-NER

entity types. It can be observed that T-NER exhibits low precision for

the entity types Band and Movie in particular, which can be attributed to

smaller shares of these types in the overall type distribution for the mentions

identified by T-NER, as seen in Table 4.1.

Named Entity Disambiguation: A local index has been prepared for this

step, for which the DBpedia dataset of ‘Lables’ (which comprises of ≈ 4.5M

things1) has been indexed, which serves as a look-up repository for retrieving

(top-k) candidate matches for entity mentions that have been identified in

the previous step. Disambiguation and Page Re-Direct information for the

afore-mentioned Lables has also been incorporated in the local index. ≈
4k candidate KB resources are retrieved (using k = 3) for a total of 1442

entity mentions (out of 1496). These candidates are ranked based on their

corresponding knowledge base scores KB(ej, rk) computed using equation

(3.2). No candidate resource could be retrieved for the remaining mentions.

The detailed analysis of this step is summarized in Table 4.4.

1http://wiki.dbpedia.org/dbpedia-data-set-2015-04
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Table 4.4: Entity Linking Performance Analysis

Entity Mention Linking Analysis
Example Linking

Accurcay (%)Entity Mention DBpedia Type

Linkable

Correctly Linked Wisconsin Geo-Location 63.12

Incorrectly Linked America Movie 3.05

Mis-Linked N.J. Thing 16.15

Unlinkable
Mis-Linked Secrets Thing 14.07

OOKB Widro Thing 3.61

An identified entity mention can be:

• a linkable mention if it refers to a text phrase that has been correctly

identified as a mention by the NER system (in a NEEL framework) and

can be linked with an appropriate existing resource in the KB (which

eventually refers to a named entity in the real world); or

• an unlinkable mention if it refers to a text phrase that has been correctly

identified as a mention by the NER system (in a NEEL framework) but

cannot be linked to any resource in the KB, due to several factors which

are discussed below.

Further, a linkable mention can be:

• a correctly linked mention if it has been correctly identified, and cor-

rectly disambiguated with the most suitable KB resource which rep-

resents the correct named entity for the given mention in the real

world, such as the correctly identified mention Wisconsin that has

been disambiguated with the correct KB resource http://dbpedia.

org/resource/Wisconsin of DBpedia type ‘Location’; or

• an incorrectly linked mention if it has been correctly identified as

a mention, but has been incorrectly disambiguated with a KB re-

source which is not representative of the mention in the real world,

such as the correctly identified mention America has been dis-

ambiguated with an incorrect KB resource http://dbpedia.org/

resource/America_America of DBpedia type ‘Film’. This can be

attributed to factors such as the mention is Out of Vocabulary
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Figure 4.4: Linking Scenarios

(OOV) (for instance, the entity mention HUD refers to the KB re-

source http://dbpedia.org/resource/United_States_Secretary_

of_Housing_and_Urban_Development, however HUD is an abbrevi-

ated term often used in tweets and can pose difficulties while retrieving

candidates from a KB for entity disambiguation) or simply because the

linking algorithm is not able to gather enough evidence to disambiguate

a given mention with a suitable candidate resource; or

• a mis-linked mention if it has been correctly identified as a mention, but

is either too generic, polysemous or synonymous with other resources

in the KB and can thus lead to mislinking, such as the identified men-

tion N.J. or Steve which are too generic and thus lead to retrieval of

uninformative candidate resources which further pose difficulties for

entity disambiguation. Polysemy and synonymy have been discussed

previously in Section 2.3.1.

As evident from Table 4.4, 63.12% of linkable mentions have been correctly

linked, whereas a small percentage of linkable mentions are incorrectly linked

(3.05%) and a rather bigger percentage is mis-linked (16.15%). Additionally,
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an unlinkable mention can be:

• a mis-linked mention if it refers to a text phrase which has been in-

correctly identified as an entity mention (although, theoretically, it

should not have been) by the NER system but is still able to gen-

erate candidate matches from the KB. In such cases, the candidate

matches are mostly uninformative thus leading to wrongful entity dis-

ambiguation for such mentions where, more often than not, the can-

didate resources have been found to be associated with the DBpedia

type ‘Thing’. For instance, the entity mention Secrets has been disam-

biguated with http://dbpedia.org/resource/Secrets; or

• a Out of Knowledge Base mention (OOKB) if it has been correctly

identified by the NER system, but it has not (yet) been indexed by the

KB since it refers to a named entity in the real world which is either

newly emerging or is not relevant or popular enough so as to be indexed

by the KB, such as the entity mention Widro.

For the sake of simplicity, a graphical representation of all the afore-

mentioned linking scenarios is shown in Figure 4.4. A considerable fraction

of unlinkable mentions are seen to be mis-linked (14.07%), i.e., have been

linked to candidate resources with the parent DBpedia type ‘Thing’, Lastly,

a small percentage of unlinkable mentions (3.61%) exist for which no

candidate resources could be retrieved and thus, they could not be linked to

any resource in the KB.

Named Entity Linking: The entity mentions linked with candidate

resources that are finally selected in the previous step based on their

(normalized) KB scores. The linking performance of the proposed NEEL

framework is presented in Table 4.4, as also discussed in the previous section.

Entity Mention Re-classification: The entity mentions (with entity

types as assigned by T-NER) that have been linked (in the linking step in

the previous section) are now re-classified by using equation (3.9), irrespec-

tive of their T-NER entity types. This means that, if an entity mention ej
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Table 4.5: Comparative Analysis: T-NER and T-NER+.

Entity Type

T-NER Performance

Analysis

T-NER+ Performance

Analysis

Precision Recall F-Measure Precision Recall F-Measure

Band 0.26 0.88 0.40 0.39 0.90 0.54

Company 0.78 0.90 0.84 0.81 0.90 0.85

Facility 0.45 0.72 0.55 0.50 0.72 0.59

Geo-Location 0.80 0.95 0.87 0.80 0.95 0.87

Movie 0.24 0.88 0.38 0.34 0.88 0.49

Other 0.57 0.70 0.63 0.56 0.76 0.64

Person 0.72 0.92 0.81 0.77 0.92 0.84

Product 0.60 0.69 0.65 0.63 0.71 0.67

Sportsteam 0.52 0.83 0.64 0.63 0.85 0.72

TVshow 0.51 0.91 0.66 0.45 0.89 0.59

Overall 0.62 0.87 0.73 0.66 0.88 0.76

with a T-NER entity type c(ej) has been disambiguated with and linked to

a candidate resource rk in DBpedia, then the mention is re-classified into the

(DBpedia) type of the selected resource, as determined by c∗(ej) in equation

(3.9), which may/may not be same as the original entity type as predicted

by T-NER. Note that the DBpedia ontology is a highly detailed and complex

ontology as compared to the Ritter ontology. Therefore, a manual mapping

has been defined between the DBpedia types and T-NER types (see Table

3.1), based on which the DBpedia types of re-classified entity mentions are

mapped to the T-NER types for comparative analysis. The re-classified en-

tity types have been denoted as T-NER+ types to distinguish them with

the T-NER types. This eventually, leads to improvement of the classifica-

tion component of the framework as can be observed in Table 4.5 (under the

column T-NER+ Performance Analysis).

As evident, the class-wise classification performance of majority of the

entity types is improved, except for the entity type TVshow for which there

is a decline in classification accuracy by almost 7% and the entity type Other

with a marginal decline. Further, Table 4.6 shows some positive examples

of the re-classified entity mentions that were originally incorrectly classified

by T-NER but now have been correctly classified as per the entity types in

the ground truth. Some negative examples of entity re-classification where
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Table 4.6: Examples: Re-classification of Entity Mentions

Entity Mention Ground-Truth Type T-NER Type T-NER+ Type

30stm Band Product Band

Yahoo Company Band Company

Southgate House Facility Band Facility

Canada Geo-Location Person Geo-Location

Camp rock 2 Movie Person Movie

Thanksgiving Other Person Other

xmas Other TVshow TVshow

John Acuff Person Facility Person

iphone Product Company Product

Lions Sportsteam Person Sportsteam

TMZ TVshow Band TVshow

JENNIFERS BODY TVshow Other Band

Figure 4.5: Entity Mention Re-Scoping

T-NER+ fails to correctly classify the mentions that have been incorrectly

classified by T-NER are also shown in this table.

4.1.2 Entity Mention Re-Scoping

This section presents an experimental analysis of the entity mention re-

scoping approach (discussed under Linking2Adapt in Section 3.2.2), which

has been proposed in order to improve the performance of entity identifica-

tion by re-scoping the boundaries of identified entity mentions based on the

candidate resources to which they are finally linked. A schematic view of

this approach is shown in Figure 4.5.

Two different datasets, i.e., the #Microposts2016 training and dev tweet
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Table 4.7: Type-Wise Distribution (%): Training & Dev Ground Truth

Entity Types Training Dev

Character 0.73 5.62

Event 5.56 2.07

Location 21.56 5.03

Organization 18.94 9.76

Person 32.84 35.5

Product 13.84 37.87

Thing 6.58 4.14

gold standards [107], have been used for the evaluation of this approach.

These gold standards, consisting of ≈6000 and 100 tweets, have a total of

8665 and 338 entity mentions, respectively which serve as the training and

dev ground truth for the experimental analysis. The entity mentions have

been classified into entity types, which constitute the Microposts Ontology,

as stated in the previous chapter. A type-wise distribution of entity mentions

in the training and dev ground truths is shown in Table 4.7 (as provided by

the #Microposts2016 workshop organizers [107]). It can be observed that the

entity types Character and Event constitute a very small percentage share

in the overall distribution.

T-NER has been used again for entity identification (as in the previous

section) from the training and dev datasets, while the entity types assigned by

T-NER are disregarded (as stated in Section 3.2.2). A total of 8823 and 342

mentions were identified by T-NER from these ground truths respectively,

out of which 4985 and 110 mentions were correctly identified (as per the

ground truth). The identification performance of T-NER for these mentions

is shown in rows labelled without Re-scoping in Table 4.8 for the training

and dev datasets. As evident, significant precision values are obtained on

both the datasets, however, recall as well as F1 scores on the dev dataset are

poor. A possible reason could be attributed to the presence of a lot of named

entities present as #hashtags and @usernames in the dev ground truth, which

leads to a poor performance of the entity identification component, even if

@ and # are removed while pre-processing of datasets.
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Table 4.8: Performance: Entity Identification

Dataset Precision Recall F-Measure

Training
without Re-scoping 0.627 0.362 0.459

with Re-scoping 0.625 0.347 0.446

Dev
without Re-scoping 0.514 0.166 0.251

with Re-scoping 0.545 0.178 0.268

Note that the same look-up index that was created using DBpedia in Sec-

tion 4.1 has been used here as well. Further, candidate matches are retrieved

from the KB for all the identified mentions (correct or incorrect), where a

KB score KB(ej, rk) is computed for each retrieved candidate using equation

(3.2). As seen in Section 3.2.2, the disambiguation and linking algorithm con-

siders features such as a candidate’s popularity in the KB into account. With

the help of the linking method stated in Section 3.2.2, an entity mention is

linked with a candidate resource based on its KB score. The performance

of the linking algorithm is presented in rows labelled without Re-scoping in

Table 4.9 under the column SLM2 (i.e., Strong Link Match). An overall low

linking performance could be attributed to poor performance of the identi-

fication component, as illustrated in Table 4.8. Further, the mentions are

now classified using the DBpedia types of the candidate resources they have

been linked with. Similar to the previous section, a manual mapping has

been defined between the types of the DBpedia Ontology and the Microposts

Ontology, based on which the mentions that have been classified using the

DBpedia types are now mapped to types in the Microposts Ontology. The

classification performance of this approach is shown in rows labelled with-

out Re-scoping in Table 4.9 under the column STMM3 (i.e., Strong Typed

Mention Match).

Post the entity linking and classification step, an entity boundary re-

scoping step has been introduced in a way such that performance of entity

2It is the micro average F1 score for a mention which has been linked to the correct

candidate resource in the KB [107].
3It evaluates the micro average F1 score for all mentions considering a mention’s bound-

aries and its type [107].
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Table 4.9: Performance: Entity Linking and Classification

Dataset SLM STMM

Training
without Re-scoping 0.327 0.297

with Re-scoping 0.336 0.300

Dev
without Re-scoping 0.194 0.139

with Re-scoping 0.221 0.134

identification can be improved using the linking component in the proposed

NEEL framework. This means that an identified mention’s boundary is re-

scoped based on the candidate resource it has been linked with, if the label

of the resource is a sub-string of the entity mention (as discussed in Sec-

tion 3.2.2). The identification, classification (STMM) and the linking (SLM)

performances of the framework for the re-scoped mentions are shown in Ta-

bles 4.8 and 4.9 respectively, in rows labelled with Re-scoping. As evident,

the performance of the linking component improves when entity mention re-

scoping is applied, for both the datasets. Additionally, the performance of

the classification component improves as well for the training dataset with

mention re-scoping, although, not significantly. An important observation

from Table 4.8 is that by applying mention re-scoping, precision and recall

scores (for entity identification) fall for the training dataset, however, its the

opposite for the dev dataset. This can again be attributed to the presence of

lot of #hashtags and @usernames in the dev dataset, due to which the en-

tity identification component suffers through segmentation issues, however,

mention re-scoping brings about an improvement for such cases.

Finally, Table 4.10 summarizes the performance of the linking component

in terms of precision, recall and F1 scores assuming a NER Oracle (i.e., a

perfect entity recognition system). For this purpose, a modified version of the

Training and Dev ground truths, denoted as Training* and Dev* have been

used which comprise of linkable mentions only, i.e., void of NIL mentions.

They are annotated with 6371 and 253 linkable entities, respectively. Now,

based on the linking algorithm, the framework is able to link correctly ≈ 50%

of the mentions in the modified ground truth. However, when a NER Oracle

is used, the performance of the linking component obviously falls for entity
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Table 4.10: NER Oracle: Entity Linking Performance

Dataset Precision Recall F1 Measure

Training* 0.524 0.459 0.489

Dev* 0.452 0.387 0.417

mention re-scoping. Hence, only the results without mention re-scoping have

been reported for the Training* and Dev* datasets in Table 4.10.

4.2 Experimental Analysis: Learning2Adapt

In this section, an evaluation of the effectiveness of the proposed Learn-

ing2Adapt approach is presented by measuring the performance in terms

of accuracy improvement for mis-classified (or incorrectly classified) entity

mentions as well as mentions with uncertain entity types (as discussed in

Section 3.3) with respect to two baseline approaches that exploit a determin-

istic manual mapping and a non-deterministic one between the source and

the target domains, as well as with the NEEL framework proposed in Section

3.1. To reiterate, Learning2Adapt is a supervised approach, which has been

proposed to adapt a named entity classifier based on a source ontology to

different ontologies (used by different named entity classifiers).

4.2.1 Experimental Settings

To perform an experimental analysis of the proposed approach, two bench-

mark datasets of tweets made available for the #Microposts2015 [104]

and #Microposts2016 [107] workshops in the NEEL2015 and NEEL2016

challenges respectively have been considered as Ground Truth (GT).

These datasets comprise of Train, Dev and Test sets which have used for

the experiments. Table 4.11 summarizes these datasets w.r.t the number

of tweets available, and the entity mentions found in the Ground Truth.

Further, T-NER [102] has been used to identify entity mentions from

the afore-mentioned datasets, which is trained using an underlying source

ontology OS (known as the Ritter Ontology, as stated in the previous
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Table 4.11: Dataset Statistics

#Microposts 2015 #Microposts2016

Train Dev Test Train Dev Test

#Tweets 3498 500 2027 6025 100 3164

#Entity Mentions (GT) 4016 790 3860 8665 338 1022

#Entity Mentions (T-NER) 2535 285 1576 4394 43 1641

Gold Standard Mentions 1660 208 1133 3003 26 98

chapter) to finally derive a NER model RS.

Ritter Ontology (OS): Band, Company, Facility, Geo-Location, Movie,

Other, Person, Product, Sportsteam, TVshow.

The number of mentions recognized by T-NER have also been reported

in Table 4.11. Once the entity types are recognized by RS and classified

according to OS, they need to be mapped to the entity types available in

a target ontology. For the experimental analysis of the said approach, the

Microposts Ontology, OT has been used as the target ontology, as indicated

in the previous chapter as well.

Microposts Ontology (OT ): Character, Event, Location, Person, Product,

Organization, Thing.

In order to create the input space for the proposed Learning2Adapt

model, a training set needs to be created, where for each entity mention

identified by T-NER the probability distribution P (Ωt, OS), the source

type cS ∈ OS and the target type cT ∈ OT have to be derived. While

the probability distribution and the source type are explicitly provided by

the T-NER system, the target type needs to be specified. However, when

selecting a target type one should take into account that an entity mention

recognized by T-NER could be wrongly segmented, where some tokens of a

multi-word entity mention can be identified as non-mention or a single-word

entity mention can be coupled with some adjoining words and therefore

wrongly segmented as a multi-word mention. Two examples are reported as
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below.

The [Empire State]Geo [Building]Other is amazing!

[Bob Sinclar will]Pers be in Rome next week!

To finally induce the Learning2Adapt model, a Gold Standard (GS)

was therefore created for the Train datasets of #Microposts2015 and #Mi-

croposts2016, which consists of couples < ej, cT > where ej is an entity

mention identified by the given T-NER system and cT is the correct type for

that mention in the target domain. For each tweet, each entity mention ej(T-

NER) identified by T-NER is associated with the most similar entity ei(GT )

in the Ground Truth. A couple < ej, cT > is added to the Gold Standard if

and only if there is a perfect match between the entity mentions ej(T-NER)

and ei(GT ). Some examples of couples included in the Gold Standard are

reported in Figure 4.6. Similar gold standards have also been created for the

Tweet	ID	 Men*on	
ti(T-NER)	

T-NER	source	Type		
(cS)	

Men*on		
tj(GT)	

Mapping	Score	 Ontology	target	Type	(cT)	
Gold	Standard	

w1	
Ladbroke	Grove	

Sainsbury	 Facility	 Ladbroke	Grove	 0.92	 --	

w1	
Ladbroke	Grove	

Sainsbury	 Facility	 Sainsbury's	 0.51	 Organiza*on	

w2	 Mark	Twain	 Movie	 Mark	Twain	 1.00	 Person	

w3	 Ron	Weasley	 Band	 Ron	Weasley	 1.00	 Character	

Figure 4.6: Example of entity mentions in the Gold Standard

Dev and Test datasets. The number of mentions in the gold standards of

the train, dev and test datasets have been reported in Table 4.11. Further,

in order to compare the proposed approach with a reference, two Baseline

models for re-classifying entity mentions have been defined:

• Baseline-Deterministic (BL-D): manual mappings between OS and

OT have been considered to generate this baseline, as shown in Figure

3.4;

• Baseline-Probabilistic (BL-P): the afore-mentioned baseline has

been extended in order to deal with fork mappings in a non-

deterministic way. In particular, for those mentions in OS that can
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Table 4.12: GS Type Distribution (%) according to Source Ontology (W.C.)

#Microposts 2015 #Microposts2016

Train Dev Test Train Dev Test

Band 2.89 2.88 2.56 2.83 0.00 0.00

Company 10.78 6.73 4.68 8.29 7.69 3.06

Facility 1.93 2.40 4.15 2.63 0.00 1.02

Geo-Loc 32.29 28.85 43.51 36.13 26.92 13.27

Movie 1.45 0.96 1.32 1.43 0.00 5.10

Other 8.67 12.02 8.38 9.06 11.54 13.27

Person 37.17 43.27 32.74 35.76 46.15 50.00

Product 1.87 1.44 1.06 1.57 3.85 12.24

Sportsteam 2.29 0.96 0.97 1.67 0.00 0.00

TVshow 0.66 0.48 0.62 0.63 3.85 2.04

be classified in more than one type in OT , the target type has been

sampled according to an apriori distribution of mapping in the train-

ing set (for example, for entity mentions classified as type Person in

OS, 30% of them have been mapped to the type Character and the

remaining 70% as type Person in OT ). This baseline has been inspired

by the work presented in [2].

In addition to comparing the results with the baselines, the results are

also compared with the NEEL framework proposed in Section 3.2.2, which

now can be considered as a state-of-the-art approach for this experimental

analysis, thus hereafter, referred to as Caliano et al. [18]. Regarding Learn-

ing2Adapt, the input space used for training the models has been derived

using the Ritter system [102] (T-NER). In particular, LabelledLDA [96] in T-

NER has been used to derive P (ΩT , OS) for the subsequent Learning2Adapt

training phase.

As seen in Chapter 2, various state-of-the-art systems use different kinds

of contextual information available from the text and/or the KB under con-

sideration for entity recognition and entity linking. Therefore, as discussed

in Section 3.3.4, the input space for the mentions in the gold standards has
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Table 4.13: GS Type Distribution (%) according to Source Ontology (Wo.C.)

#Microposts 2015 #Microposts2016

Train Dev Test Train Dev Test

Band 3.19 2.40 3.18 3.26 0.00 3.06

Company 8.86 5.77 4.24 6.99 11.54 4.08

Facility 1.99 2.40 3.00 2.53 0.00 2.04

Geo-Loc 28.86 27.88 39.89 33.17 23.08 9.18

Movie 1.87 0.48 1.59 1.86 3.85 3.06

Other 11.93 15.87 12.62 12.32 3.85 18.37

Person 35.24 40.38 30.98 33.97 46.15 43.88

Product 3.67 1.44 1.85 2.86 3.85 12.24

Sportsteam 3.07 1.92 1.24 2.16 0.00 0.00

TVshow 1.33 1.44 1.41 0.87 7.69 4.08

Table 4.14: GS Type Distribution according to Target Ontology (%)

#Microposts 2015 #Microposts2016

Train Dev Test Train Dev Test

Character 1.27 0.96 0.62 1.00 11.54 29.59

Event 1.75 12.02 5.38 3.83 0.00 3.06

Location 30.60 32.21 48.81 37.63 23.08 15.31

Organization 24.82 12.98 13.77 19.85 11.54 7.14

Person 31.69 35.58 25.24 29.57 50.00 23.47

Product 7.53 3.85 3.80 5.83 3.85 15.31

Thing 2.35 2.40 2.38 2.30 0.00 6.12
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been created by using two different settings: With Context, W.C. and With-

out Context, Wo.C.. The type distributions of all the entity mentions in

the gold standards as per the source ontology while taking into account the

contextual information surrounding an identified entity mention in a tweet

(i.e., presence of context – W.C. setting) is provided in Table 4.12 and the

type distribution while no contextual information from a tweet is taken into

account (i.e., absence of context – Wo.C. setting), as explained in Section

3.3.4 is provided in Table 4.13. As observed from Tables 4.12 and 4.13, the

type distributions for entity mentions vary when contextual information is

considered (i.e., in the W.C. setting) and when contextual information is not

considered (i.e., Wo.C. setting) since the entity types of the entity mentions

are determined based on equations (3.21) and (3.22) described in Section

3.3.4 for W.C. and Wo.C. settings respectively. Finally, Table 4.14 presents

the type distributions of the entity mentions in the gold standards based on

the target ontology.

To compare Learning2Adapt with the baseline model and Caliano et

al. both for #Microposts2015 and #Microposts2016, several performance

measures have been considered. In particular, Precision, Recall, (macro-

averaged) F-Measure and Strong Typed Mention Match (STMM), which

corresponds to the (micro-averaged) F-Measure, have been used for compar-

ing the types predicted by Learning2Adapt for the entity mentions with the

real types available in the Ground Truth.

4.2.2 Experimental Evaluations

In this section, a detailed analysis of Learning2Adapt has been provided by

taking into account the afore-mentioned settings, i.e., W.C. and Wo.C. for

the training, dev and test datasets using various learning models that have

been described in Section 3.3.3. A 10-fold cross validation has been used for

the training dataset, while results for the dev and test datasets have been

reported by training the models on the training dataset. Further, the ca-

pabilities of Learning2Adapt when it comes to dealing with the three issues

stated in Section 3.3.2, i.e. mention misclassification, type uncertainty and

fork mapping have been measured. To this end, an analysis (for W.C. and
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Table 4.15: Learning2Adapt Capabilities: Train 2015 & Train 2016

Learning

Models

Gold Standard - Train 2015 Gold Standard - Train 2016

MMCM (%) TUCM (%) FMCR (%) MMCM (%) TUCM (%) FMCR (%)

W.C. Wo. C. W.C. Wo. C. W.C. Wo. C. W.C. Wo. C. W.C. Wo. C. W.C. Wo. C.

BN 14.95 22.71 28.26 27.12 40.00 40.00 22.02 27.14 45.51 38.53 63.45 46.90

DT 27.03 36.07 47.06 45.76 12.00 2.00 33.81 40.50 51.50 56.88 44.83 47.59

KNN 27.69 34.92 42.35 45.76 8.00 18.00 33.81 39.52 51.50 52.29 47.59 47.59

MLR 22.86 25.95 37.65 45.76 0.00 0.00 21.90 25.73 38.32 43.12 11.72 13.79

MLP 23.74 35.88 41.18 57.63 0.00 0.00 31.29 32.03 50.90 53.21 44.14 31.72

NB 14.73 22.90 28.24 27.12 40.00 40.00 22.02 26.93 46.11 37.61 63.45 46.90

SVM 22.20 25.57 36.47 42.37 0.00 0.00 23.23 24.00 33.53 31.19 6.21 0.00

BL-D 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

BL-P 0.00 0.00 0.00 0.00 0.00 24.00 0.00 0.00 0.00 0.00 38.62 34.48

Wo.C. setting) on the Training Gold Standards both for #Microposts2015

and #Microposts2016 in the form of the following measures has been pro-

vided in Table 4.15 w.r.t both the baselines BL-D and BL-P:

1. Mention Misclassifications Correctly Mapped (MMCM): This

measure represents the percentage of entity mentions that T-NER sys-

tem has incorrectly classified and Learning2Adapt is able to correctly

map according to an entity type in the target ontology. For instance, in

the Training Gold Standards for #Micropost2015 and #Micropost2016

(for the Wo.C. setting), T-NER incorrectly classifies 524 and 921 entity

mentions respectively.

2. Type Uncertainty Correctly Mapped (TUCM): This measure

represents the percentage of entity mentions that have uncertain entity

types and that Learning2Adapt correctly maps to an entity type in the

target ontology. To compute this measure, an entity mention ej that

has a smaller difference among probabilities of various entity types

of the source ontology is considered as an uncertain mention. More

formally, ej is considered as uncertain if:

P (ej, cTi
)− P (ej, cTk

) ≤ α ∀i 6= k (4.4)

where α is a parameter that has been chosen to be equal to 0.2. For in-

stance, 59 entity mentions in the #Micropost2015 Training Gold Stan-

dard and 109 in the #Micropost2016 Training Gold Standard have

been recognized as uncertain mentions (for the Wo.C. setting).
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3. Fork Mappings Correctly Resolved (FMCR): Fork mappings are

cases where an entity mention classified as an entity type in the source

ontology (such as Person) can be mapped to more than one entity types

in the target ontology (such as Person or Character) depending on the

specificity or generality of the entity mention’s usage context. This

measure represents the percentage of entity mentions that have been

correctly mapped by Learning2Adapt to an entity type which falls un-

der fork mappings in the target ontology. The number of mentions that

fall under the category of fork mappings are 50 and 145, for Training

Gold Standards of #Micropost2015 and #Micropost2016 respectively.

The first consideration that can be derived from Table 4.15 is that al-

though (almost) all the learning models show promising performance for

the said issues as compared to the baselines for the training gold standards

(Train2015 and Train2016) for #Microposts2015 and #Microposts2016, in

particular, it can be observed that the best performance w.r.t. capabilities

of Learning2Adapt are obtained when using Decision Trees, which show

a slight improvement over the other learning models. Secondly, it can also

be observed that in most cases, the results on Train2015 set are lower than

the ones on Train2016. This is due to the fact that the number of entity

mentions available for training Learning2Adapt in the Train2016 are about

twice as much than in Train2015. In other words, the higher the number of

mentions that Learning2Adapt can use to learn the correct mappings, the

better would be the capabilities of Learning2Adapt.

Further, in order to better understand the poor results of FMCR, a de-

tailed investigation has been conducted on the predictions obtained by each

model. For Train2015, the number of mentions involved in a fork mapping

are 50 (21 for the entity type Character and 29 for the entity type Event).

Given the low percentage distribution of these entity types in the training

gold standard (note that the entity types Location, Person and Organiza-

tion are composed of more than 400 instances each), it is very difficult for a

machine learning algorithm to learn how to recognize their presence. On the

other hand, in Train2016, there are 145 mentions involved in a fork mapping;

of which 30 are of the type Character and 115 of the type Event.

90



The results in terms of FMCR are promising, however, following the

previous intuition, the increase is mainly due to correctly classified instances

for the entity type Event, since only few instances of the type Character have

been correctly identified. However, this proves that with some additional

training instances the ability of Learning2Adapt to deal with fork mappings

can rapidly increase.

From Table 4.15, high results of the probabilistic baseline (BL-P) in terms

of FMCR can be easily noted. For Train2016, BL-P is able to correctly map

79 out of 115 mentions of type Event for the Wo.C. setting and 56 out of

115 for the W.C. setting. Although this result seems promising, it should

also be noted that BL-P over-classifies the Event type by 199 instances for

the W.C. setting (6.62% of the total number of mentions in the dataset) and

262 instances (8.72% of the total number of mentions in the dataset) for the

Wo.C. setting. This behavior can be also noted by observing the class-wise

performance for the type Event, i.e., 0.23 and 0.69 in terms of Precision

and Recall respectively in Table A11 (given in Appendix A.4) for the Wo.C.

setting and 0.22 and 0.49 in terms of Precision and Recall respectively in

Table 4.26 for the W.C. setting.

Another important observation from Table 4.15 is that the learning mod-

els show better performance for the capabilities when the input space for

entity mentions without using contextual information (i.e., for the Wo.C.

setting) is considered. This could possibly be because when contextual evi-

dence from a tweet is being taken into consideration, there is always a risk

of introducing noise, which can perpetually effect the type prediction of an

entity type. Thus, while there might be slight improvement for the type

mapping from source to target ontology as far as measures such as preci-

sion, recall and accuracy are concerned, the performance of the capabilities

decrease. Therefore, the results of the Dev and Test gold standards of #Mi-

croposts2015 and #Microposts2016 (i.e., Dev2015 and Dev 2016, Test2015

and Test2016) for the Wo.C. setting, which have been obtained by train-

ing the models on their corresponding Training gold standards, have been

provided in Table 4.164.

4The results for the W.C. setting have been provided in Table A1 in Appendix A.1.
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Table 4.16: Learning2Adapt Capabilities : Dev, Test 2015 & Dev, Test 2016

(Wo.C.)

Learning

Models

Gold Standard 2015 Gold Standard 2016

MMCM (%) TUCM (%) FMCR (%) MMCM (%) TUCM (%) FMCR (%)

Dev Test Dev Test Dev Test Dev Test Dev Test Dev Test

BN 22.64 25.93 25.00 25.81 22.22 22.06 33.33 18.92 100.00 28.57 0.00 3.13

DT 28.30 35.04 12.50 32.26 11.11 2.94 33.33 32.43 100.00 42.86 0.00 3.13

KNN 28.30 37.32 12.50 27.42 11.11 5.88 33.33 32.43 100.00 42.86 0.00 9.38

MLR 24.53 23.08 12.50 24.19 0.00 0.00 16.67 18.92 0.00 42.86 0.00 0.00

MLP 33.96 37.32 25.00 33.87 0.00 0.00 33.33 24.32 100.00 42.86 0.00 3.13

NB 22.64 33.62 25.00 30.65 22.22 2.94 16.67 18.92 0.00 28.57 0.00 3.13

SVM 26.42 23.08 25.00 24.19 0.00 0.00 16.67 18.92 0.00 28.57 0.00 0.00

BL-D 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

BL-P 0.00 0.00 0.00 0.00 74.07 61.76 0.00 0.00 0.00 0.00 0.00 0.00

It can be observed from these tables that the models perform quite well for

the MMCM and TUCM capabilities, outperforming the baselines, whereas

the probabilistic baseline BL-P outperforms the models for the FMCR results

for the dev and test datasets for both the settings for #Microposts2015.

This is so because, the number of mentions involved in a fork mapping in

the Dev2015 dataset are 27 (2 for the entity type Character and 25 for the

entity type Event). While none of the Character types get correctly mapped

due to an extremely low number of this entity type in the dataset (≈ 1%

of the total mentions in the dev dataset), 80% of the mentions involved in

the fork mapping with type Event get correctly mapped since most of the

entity mentions are repetitive. Similar reasoning also goes for the Test2015,

where 68 mentions are involved in a fork mapping in the Wo.C. setting (7 for

the entity type Character and 61 for the entity type Event). While none of

the Character types get correctly mapped due to an extremely low number

of this entity type in the dataset (0.61% of the total mentions in the test

dataset), 68% of the mentions involved in the fork mapping with type Event

get correctly mapped since most of the entity mentions are repetitive in this

dataset as well. Moreover, the FMCR results are quite poor for the Dev2016

and Test2016 as compared to #Microposts2015 ones since the Dev2016 and

Test2016 have very few entity mentions (see Table 4.11). Lesser the number

of mentions, more difficult it is for a learning model to recognize and learn

the presence of fork mappings.
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A comparative analysis of Learning2Adapt with the Baseline Models and

the state-of-the-art approach (Caliano et al. [18]) in terms of Precision, Re-

call, Weighted F-Measure and Strong Type Mention Measure (STMM) for

Train2015 and Train2016 considering both W.C. and Wo.C. settings have

been provided in Table 4.17 and Table 4.18 respectively.

Table 4.17: Precision, Recall, F-Measure & STMM: Train2015

BL-D BL-P Caliano et al DT NB SVM BN MLP MLR KNN

W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C.

Precision 0.71 0.67 0.71 0.67 0.58 0.58 0.72 0.71 0.72 0.75 0.70 0.69 0.72 0.75 0.69 0.70 0.70 0.69 0.70 0.71

Recall 0.71 0.67 0.71 0.67 0.58 0.58 0.74 0.74 0.69 0.69 0.75 0.73 0.69 0.69 0.74 0.75 0.75 0.73 0.74 0.74

F-Measure 0.71 0.67 0.71 0.67 0.58 0.58 0.73 0.72 0.69 0.70 0.72 0.70 0.69 0.70 0.71 0.73 0.72 0.71 0.71 0.72

STMM 0.40 0.38 0.38 0.37 0.35 0.35 0.43 0.40 0.36 0.39 0.39 0.38 0.36 0.38 0.39 0.40 0.39 0.38 0.40 0.43

Table 4.18: Precision, Recall, F-Measure & STMM: Train2016

BL-D BL-P Caliano et al DT NB SVM BN MLP MLR KNN

W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C.

Precision 0.70 0.66 0.71 0.69 0.61 0.61 0.75 0.75 0.75 0.73 0.73 0.68 0.75 0.73 0.75 0.72 0.71 0.71 0.74 0.75

Recall 0.70 0.66 0.71 0.69 0.61 0.61 0.77 0.77 0.73 0.72 0.75 0.72 0.73 0.72 0.77 0.75 0.75 0.73 0.77 0.77

F-Measure 0.70 0.66 0.71 0.69 0.61 0.61 0.76 0.75 0.74 0.72 0.72 0.70 0.74 0.72 0.75 0.73 0.72 0.71 0.75 0.75

STMM 0.38 0.37 0.42 0.42 0.35 0.35 0.51 0.50 0.44 0.44 0.40 0.37 0.44 0.44 0.49 0.45 0.41 0.42 0.49 0.51

It can be easily noted that Learning2Adapt outperforms both the Base-

lines and Caliano et al. both for Train2015 and Trains2016. This can be

explained by the fact that according to the manual mappings as shown in

Figure 3.4, the entity types Band, Company, Geo-Location, Movie, Prod-

uct, Sportsteam and TVshow of the source ontology are mapped directly

to the entity types Organization, Organization, Location, Product, Product,

Organization and Product respectively of the target ontology without being

involved in fork mappings. Entity mentions of these types comprise 52.23%

and 52.55% of the total type distribution in Train2015 and Train2016 re-

spectively (as shown in Table 4.12). As evident from Table 4.19 and Table

4.20, the Baseline Models are able to correctly map ≈ 71% of the mentions

and Caliano et al. shows an even lower performance of mapping (≈61%

of the mentions), while Learning2Adapt is able to increase the performance

accuracy upto 75% and 77% of the mentions for Train2015 and Train2016

respectively. These results also include fork mappings, and uncertain entity

types such as Person and Other.
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Table 4.19: Class Wise Accuracy Contribution (%): Train2015

Entity

Type

BL-D BL-P Caliano et al DT NB SVM BN MLP MLR KNN

W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C.

Character 0.00 0.00 0.00 0.00 0.48 0.48 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Event 0.00 0.00 0.00 0.00 0.30 0.30 0.36 0.06 1.20 1.20 0.00 0.00 1.20 1.20 0.00 0.00 0.00 0.00 0.24 0.54

Location 26.87 24.76 26.87 24.76 20.72 20.72 27.29 27.59 26.81 26.45 28.13 26.27 26.75 26.45 28.13 27.71 27.89 26.20 27.47 27.41

Organization 12.89 11.63 12.89 11.63 11.02 11.02 16.75 17.47 14.76 15.30 17.35 17.65 14.94 15.24 16.51 17.59 17.41 17.71 17.23 17.11

Person 28.19 27.29 28.19 27.29 22.11 22.11 27.11 26.99 25.66 25.30 27.77 26.99 25.66 25.30 26.69 27.05 27.95 27.47 26.99 26.75

Product 2.17 2.35 2.17 2.35 1.57 1.57 2.23 2.11 0.30 1.02 2.05 1.99 0.30 1.02 2.47 2.71 2.11 2.05 1.63 2.35

Thing 0.60 0.66 0.54 0.66 1.57 1.57 0.12 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Overall 70.72 66.69 70.66 66.69 57.77 57.77 73.86 74.22 68.73 69.28 75.30 72.89 68.86 69.22 73.80 75.06 75.36 73.43 73.55 74.16

Table 4.20: Class Wise Accuracy Contribution (%): Train2016

Entity

Type

BL-D BL-P Caliano et al DT NB SVM BN MLP MLR KNN

W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C.

Character 0.00 0.00 0.00 0.00 0.27 0.27 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Event 0.00 0.00 1.86 2.63 1.76 1.76 2.16 2.26 3.06 2.26 0.30 0.00 3.06 2.26 2.13 1.53 0.57 0.67 2.30 2.30

Location 32.23 29.77 32.23 29.77 27.34 27.34 34.27 33.63 33.07 32.93 34.30 31.90 33.03 32.93 34.27 33.97 34.23 32.13 34.20 33.83

Organization 9.52 8.72 9.52 8.72 8.23 8.23 13.12 13.32 11.72 11.89 13.39 13.62 11.75 11.92 13.62 11.92 12.82 13.22 13.29 13.39

Person 26.17 25.31 26.17 25.31 20.38 20.38 24.91 25.37 23.84 23.34 25.91 24.98 23.84 23.34 25.01 26.04 25.94 25.34 25.11 24.94

Product 1.60 2.00 1.60 2.00 1.23 1.23 1.83 1.90 1.53 1.47 1.50 1.76 1.57 1.47 1.43 1.67 1.43 1.80 1.37 1.96

Thing 0.40 0.50 0.07 0.10 1.76 1.76 0.40 0.13 0.07 0.07 0.00 0.00 0.07 0.10 0.10 0.03 0.00 0.00 0.23 0.30

Overall 69.93 66.30 71.46 68.53 60.97 60.97 76.69 76.66 73.29 71.96 75.39 72.26 73.33 72.03 76.56 75.16 74.99 73.16 76.49 76.72

According to these results, it can be asserted that the proposed Learn-

ing2Adapt approach is able to provide significant results for all the consid-

ered measures while obtaining a balanced contribution of precision and recall.

Further, since the results exhibited by the models for the W.C. setting are

better than the Wo.C. setting, the results for Test2015 and Test2016 for the

W.C. setting are reported in Tables 4.21 and 4.22, where Decision Tree, Mul-

tilayer Perceptron and K-Nearest Neighbor are observed to be amongst the

best performing models5.

Table 4.21: Precision, Recall, F-Measure & STMM: Test2015 (W.C.)

BL-D BL-P
Caliano

et al
DT NB SVM BN MLP MLR KNN

Precision 0.70 0.71 0.65 0.71 0.72 0.70 0.73 0.69 0.70 0.70

Recall 0.70 0.71 0.65 0.73 0.69 0.75 0.69 0.75 0.75 0.73

F-Measure 0.70 0.71 0.65 0.72 0.70 0.72 0.70 0.72 0.72 0.71

STMM 0.35 0.34 0.34 0.36 0.33 0.36 0.33 0.36 0.35 0.36

5The results for the test datasets for the Wo.C. setting as well as for the dev datasets

for both the settings for #Microposts2015 and #Microposts2016 have been provided in

Appendix A.2.

94



Table 4.22: Precision, Recall, F-Measure & STMM: Test2016 (W.C.)

BL-D BL-P
Caliano

et al
DT NB SVM BN MLP MLR KNN

Precision 0.47 0.47 0.31 0.67 0.38 0.35 0.38 0.37 0.35 0.33

Recall 0.47 0.47 0.31 0.53 0.46 0.50 0.46 0.51 0.50 0.47

F-Measure 0.47 0.47 0.31 0.44 0.41 0.41 0.41 0.42 0.40 0.38

STMM 0.35 0.35 0.23 0.44 0.38 0.34 0.38 0.40 0.34 0.36

In order to compare the performance accuracy of the proposed approach

with the Baseline models, the class-wise accuracy for Training and Test

datasets of #Microposts2015 and #Microposts2016 for the learning mod-

els are reported in Tables 4.19, 4.20, 4.23 and 4.24, where Decision Tree,

Multilayer Perceptron and K-Nearest Neighbor are observed to be the best

performing models. The performance related to the types involved in a fork

mapping, i.e. from type Person in the source ontology to types Person and

Character in the target ontology, as well as from Other to Thing and Event,

are significant when compared to the Deterministic Baseline. This is mainly

due to the fact that BL-D is not able (by definition) to map any Person

to Character and any Other to Event. The Probabilistic Baseline is the

best model for classifying entities of type Event. However, this result has a

drawback in the sense of an over-classification of instances.

Table 4.23: Class Wise Accuracy Contribution (%): Test2015 (W.C.)

Entity Type BL-D BL-P
Caliano

et al
DT NB SVM BN MLP MLR KNN

Character 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Event 0.00 2.03 2.91 0.26 1.32 0.00 1.32 0.00 0.00 0.18

Location 41.48 41.48 37.51 44.22 42.01 44.48 42.01 44.84 43.60 43.60

Organization 4.77 4.77 4.41 7.77 6.09 8.03 6.35 6.53 8.30 7.86

Person 22.07 22.07 16.95 20.12 19.15 21.36 19.15 21.80 21.62 20.21

Product 1.06 1.06 0.88 0.97 0.18 1.06 0.18 1.59 1.06 1.06

Thing 0.18 0.00 2.12 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Overall 69.55 71.40 64.78 73.35 68.76 74.93 69.02 74.76 74.58 72.90
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Table 4.24: Class Wise Accuracy Contribution (%): Test2016 (W.C.)

Entity Type BL-D BL-P
Caliano

et al
DT NB SVM BN MLP MLR KNN

Character 0.00 0.00 0.00 1.02 0.00 0.00 0.00 0.00 0.00 0.00

Event 0.00 0.00 1.02 1.02 1.02 0.00 1.02 1.02 0.00 1.02

Location 10.20 10.20 8.16 13.27 11.22 13.27 11.22 12.24 12.24 13.27

Organization 2.04 2.04 0.00 4.08 2.04 2.04 2.04 2.04 2.04 3.06

Person 21.43 21.43 15.31 20.41 17.35 21.43 0.00 21.43 21.43 19.39

Product 13.27 13.27 1.02 13.27 13.27 13.27 13.27 14.29 14.29 10.20

Thing 0.00 0.00 5.10 0.00 1.02 0.00 1.02 0.00 0.00 0.00

Overall 46.94 46.94 30.61 53.06 45.92 50.00 28.57 51.02 50.00 46.94

Moreover, as evident from Table 4.19, the Baselines, Caliano et al., as well

as the models show poor performance for the entity types Character, Event

and Thing. This is so because these entity types constitute 1.26%, 1.74%

and 2.35% respectively of the type distribution in the Train2015 dataset

and 0.62%, 5.38% and 2.38% respectively in the Test2015 dataset (see Table

4.14). Lesser the number of mentions, harder it is for a learning model

to learn and perform, as also stated previously. Similar reasoning can be

provided for the performance of the models on the Test2016 dataset in Table

4.24, since as per the type distribution in the Train2016 dataset according to

the Target Ontology, the entity types Character, Event and Thing comprise

of 1.00%, 3.83% and 2.30% respectively while their percentage distribution

in the Test2016 is 29.59%, 3.06% and 6.12% respectively (see Table 4.14).

Although, the type Character constitutes of ≈ 30% of the type distribution

in Test2016, the corresponding training set does not have enough training

instances for the model to be able to learn and perform accordingly6.

6The class-wise accuracy for Dev2015 and Dev2016 for both W.C. and Wo.C. settings

and for Test2015 and Test2016 for the Wo.C. setting are reported in Appendix A.3.
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Table 4.25: Class Wise Precision / Recall: Train2015 (W.C.)

Entity Type BL-D BL-P
Caliano

et al
DT NB SVM BN MLP MLR KNN

Character 0.00/0.00 0.00/0.00 0.80/0.38 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00

Event 0.00/0.00 0.00/0.00 0.56/0.17 0.23/0.21 0.08/0.69 0.00/0.00 0.08/0.69 0.00/0.00 0.00/0.00 0.12/0.14

Location 0.83/0.88 0.83/0.88 0.79/0.68 0.80/0.89 0.81/0.88 0.81/0.92 0.81/0.87 0.82/0.92 0.82/0.91 0.79/0.90

Organization 0.81/0.52 0.81/0.52 0.79/0.44 0.69/0.67 0.68/0.59 0.66/0.70 0.69/0.60 0.64/0.67 0.67/0.70 0.67/0.69

Person 0.76/0.89 0.76/0.89 0.94/0.70 0.81/0.86 0.86/0.81 0.79/0.88 0.86/0.81 0.80/0.84 0.78/0.88 0.81/0.85

Product 0.55s/0.29 0.55/0.29 0.28/0.21 0.47/0.30 0.42/0.04 0.55/0.27 0.38/0.04 0.43/0.33 0.52/0.28 0.48/0.22

Thing 0.06/0.26 0.05/0.23 0.05/0.67 0.18/0.05 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00

Table 4.26: Class Wise Precision / Recall: Train2016 (W.C.)

Entity Type BL-D BL-P
Caliano

et al
DT NB SVM BN MLP MLR KNN

Character 0.00/0.00 0.00/0.00 0.57/0.27 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00

Event 0.00/0.00 0.22/0.49 0.87/0.46 0.63/0.57 0.25/0.80 0.00/0.08 0.25/0.80 0.84/0.56 0.00/0.15 0.64/0.60

Location 0.89/0.86 0.89/0.86 0.86/0.73 0.85/0.91 0.88/0.88 0.86/0.91 0.88/0.88 0.86/0.91 0.86/0.91 0.85/0.91

Organization 0.74/0.48 0.74/0.48 0.72/0.41 0.68/0.66 0.71/0.59 0.58/0.67 0.70/0.59 0.61/0.69 0.61/0.65 0.64/0.67

Person 0.73/0.89 0.73/0.89 0.92/0.69 0.80/0.84 0.84/0.81 0.77/0.88 0.84/0.81 0.78/0.85 0.75/0.88 0.79/0.85

Product 0.44/0.27 0.44/0.27 0.26/0.21 0.42/0.31 0.39/0.26 0.50/0.26 0.39/0.27 0.50/0.25 0.45/0.25 0.53/0.23

Thing 0.03/0.17 0.02/0.03 0.06/0.77 0.32/0.17 0.05/0.03 0.00/0.00 0.05/0.03 0.38/0.04 0.00/0.00 0.32/0.10

Table 4.27: Class Wise Precision / Recall: Test2015 (W.C.)

Entity

Type
BL-D BL-P

Caliano

et al
DT NB SVM BN MLP MLR KNN

Character 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00

Event 0.00/0.00 0.26/0.38 0.89/0.54 0.14/0.05 0.09/0.25 0.00/0.00 0.09/0.25 0.00/0.00 0.00/0.00 0.11/0.03

Location 0.95/0.85 0.95/0.85 0.92/0.77 0.89/0.91 0.89/0.86 0.92/0.91 0.94/0.86 0.91/0.92 0.93/0.89 0.89/0.89

Organization 0.58/0.35 0.58/0.35 0.55/0.32 0.46/0.56 0.48/0.44 0.41/0.58 0.42/0.46 0.48/0.47 0.47/0.60 0.43/0.57

Person 0.67/0.87 0.67/0.87 0.90/0.67 0.75/0.80 0.80/0.76 0.74/0.85 0.80/0.76 0.67/0.86 0.69/0.86 0.73/0.80

Product 0.35/0.28 0.35/0.28 0.26/0.23 0.25/0.26 0.29/0.05 0.35/0.28 0.25/0.05 0.34/0.42 0.27/0.28 0.38/0.28

Thing 0.01/0.07 0.00/0.00 0.08/0.89 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00

Table 4.28: Class Wise Precision / Recall: Test2016 (W.C.)

Entity

Type
BL-D BL-P

Caliano

et al
DT NB SVM BN MLP MLR KNN

Character 0.00/0.00 0.00/0.00 0.00/0.00 1.00/0.03 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00

Event 0.00/0.00 0.00/0.00 0.08/0.33 1.00/0.33 0.05/0.33 0.00/0.00 0.05/0.33 0.50/0.33 0.00/0.00 0.25/0.33

Location 0.77/0.67 0.77/0.67 0.73/0.53 0.72/0.87 0.65/0.73 0.81/0.87 0.65/0.73 0.80/0.80 0.80/0.80 0.65/0.87

Organization 0.67/0.29 0.67/0.29 0.00/0.00 0.20/0.57 0.33/0.29 0.10/0.29 0.33/0.29 0.11/0.29 0.12/0.29 0.18/0.43

Person 0.43/0.91 0.43/0.91 0.83/0.65 0.53/0.87 0.55/0.74 0.48/0.91 0.00/0.00 0.47/0.91 0.46/0.91 0.46/0.83

Product 0.68/0.87 0.68/0.87 0.13/0.07 0.65/0.87 0.68/0.87 0.72/0.87 0.68/0.87 0.78/0.93 0.70/0.93 0.67/0.67

Thing 0.00/0.00 0.00/0.00 0.11/0.83 0.00/0.00 0.33/0.17 0.00/0.00 0.33/0.17 0.00/0.00 0.00/0.00 0.00/0.00

Further, the class-wise Precision and Recall for Train2015, Train2016,

Test2015 and Test2016 are reported in Table 4.25 – 4.28 respectively for the
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W.C. setting. An interesting insight about the Deterministic Baseline is the

promising Precision achieved for the entity types Organization and Location.

The main reason for the high performance for these two specific types is the

strict relation with the performance of the T-NER system, as reported in

Table 4.5. The (T-NER) entity types Company and Geo-Location (that are

mapped to Organization and Location as per the manual mapping, in Table

3.4) are those with the highest classification performance (84% and 87% of

accuracy respectively).

The results related to Probabilistic Baseline become interesting when

focusing on #Microposts2016 datasets. BL-P over-estimates the distribution

of the entity type Event, resulting in a high Recall at the expense of a low

Precision. It can be seen in Table 4.28 that Decision Tree is the only model

that is able to classify some mentions related to Character type. This is

one of the most challenging types to deal with, because of the low number

of instances available in the dataset and the intrinsic difficulty that a fork

mapping poses. The other datasets are not able to correctly classify any

mention to the type Character 7.

Finally, examples of entity mentions that have been correctly classified

by Learning2Adapt are shown as below:

• the mention “iPhone”, which was classified into the type Company by

T-NER (which would lead to the type Organization using manual map-

pings) has been correctly re-classified to Product by Learning2Adapt.

• the mention “Ron Weasley” (a character in Harry Potter), which was

misclassified as Band by T-NER has been correctly re-classified as a

Character by Learning2Adapt.

7The class-wise Precision and Recall for all the remaining datasets are reported in

Appendix A.4.
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Figure 4.7: Learning Curves
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In the latter case, Learning2Adapt was able to assign the correct type

among the two possible types defined according to fork mappings. Although

there are very few instances in the training sets for the target types Character

and Event (i.e., the types involved in fork mappings) and the performance

of Learning2Adapt is not very high in this respect, the proposed approach

seems to be promising.

Finally a graphical representation of the learning curves (in terms of Ac-

curacy) for Train2015 and Train2016 is presented in Figure 4.7(a) and 4.7(b)

respectively. An important observation is concerned with the ability of the

proposed approach to be able to learn mappings from a source to target do-

main, even when a small number of training instances are available. In fact,

Learning2Adapt is able to adapt an entity mention from a source to a target

ontology with only 10% of the training data, ensuring an average accuracy of

71%. The only exception is represented by Näıve Bayes in #Microposts2015,

where the high variance of the training data implies a model characterized

by over-fitting.

4.3 Experimental Analysis: Learning2Link

This section presents an experimental analysis of the Learning2Link ap-

proach (L2L) that has been proposed in Chapter 3 Section 3.4 with the intent

of improving the performance of the linking component of a NEEL frame-

work by use of the recognition component and disambiguation component,

thereby, improving the overall performance of the framework.

4.3.1 Experimental Settings

To perform an experimental analysis of the proposed approach, the same

datasets of tweets: #Microposts2015 [104] and #Microposts2016 [107] that

were used for the experimental analysis of Learning2Adapt, have been used

as Ground Truth (GT) for Learning2Link as well. As mentioned in the

previous section, Table 4.11 summarizes these datasets in terms of number

of tweets and entity mentions available in the ground truth. Note that these

datasets are annotated as per the entity types in ontology OT , as stated
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before. Similar to the previous approach, T-NER [102] (which is defined by

ontology OS, as stated before) has been used again for entity identification

and classification from the datasets. Further, a NER-Oracle has also been

used for an unbiased and independent evaluation of Leearning2Link. The

number of entity mentions identified by T-NER (as per the ontology OS) are

also reported in Table 4.11, while the entity mentions present in the ground

truth serve as the NER-Oracle (as per the ontology OT ).

4.3.2 Experimental Evaluation

As described in Section 3.4, the input space for an entity mention ej in

Learning2Link is derived by using the coefficients in equation (3.2) for each

candidate resource rk that has been retrieved from the KB during entity

disambiguation. These coefficients are:

• lcs(ej, lrk), which denotes a normalized Lucene Conceptual Score be-

tween an entity mention ej and the label of a candidate resource lrk ;

• cos(e∗j , ark), which represents a discounted cosine similarity between an

entity context e∗j (modeled as a vector composed of an identified entity

mention ej and non stop-words in a tweet t) and a candidate’s abstract

description ark available from the KB;

• Jaro-Winkler distance [64] between an entity mention ej and the label

of a resource lrk ;

• R(rk), which is a popularity measure of a given candidate resource rk

in the KB.

Note that these measures have been used previously to estimate the KB

score KB(ej, c(ej)) using equation (3.2). Further, a fifth (boolean) compo-

nent in the form of a predicted target class used for every candidate resource

rk is indicative of whether or not a candidate resource is suitable for the

given entity mention. This input space is further used to learn the target

class for a new mention en, given its candidate resources and the measures

described above. Finally, the Decision Criteria, described in Section 3.4,
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is used to determine if the new mention is linkable or unlinkable based on

the predicted target class.

Further, a 10-fold cross validation has been used for the training dataset,

while results for the dev and test datasets have been reported by training the

models on the training dataset. Note that for every mention identified by T-

NER or present in the NER Oracle, experimental results have been reported

here by using an input space that has been created using five candidate

resources that have been retrieved from the KB for entity disambiguation.

Experimental results, where input space has been created using ten candidate

resources for each entity mention, have been provided in Appendix B.

Table 4.29: #Microposts2015: F-Measure (5 instances)

Learning

Models

Train 2015 Dev 2015 Test 2015

F1 (Yes) F1 (No) F1 (Yes) F1 (No) F1 (Yes) F1 (No)

BN 0.71 0.96 0.70 0.96 0.77 0.97

NB 0.57 0.95 0.47 0.95 0.67 0.96

SVM 0.54 0.96 0.44 0.96 0.66 0.97

MLP 0.67 0.96 0.71 0.96 0.76 0.97

VP 0.58 0.96 0.45 0.95 0.68 0.97

KNN 0.76 0.97 0.70 0.97 0.72 0.97

DT 0.81 0.98 0.77 0.97 0.80 0.98

Table 4.30: #Microposts2016: F-Measure (5 instances)

Learning

Models

Train 2016 Dev 2016 Test 2016

F1 (Yes) F1 (No) F1 (Yes) F1 (No) F1 (Yes) F1 (No)

BN 0.72 0.97 0.52 0.95 0.20 0.91

NB 0.59 0.96 0.37 0.95 0.21 0.93

SVM 0.58 0.96 0.35 0.96 0.21 0.95

MLP 0.73 0.97 0.77 0.98 0.50 0.95

VP 0.61 0.96 0.39 0.96 0.22 0.95

KNN 0.79 0.98 0.64 0.97 0.46 0.94

DT 0.83 0.98 0.56 0.96 0.57 0.96
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Tables 4.29 and 4.30 provide the F-Measure distinguishing between the

predicted target classes Yes and No for the #Microposts2015 and #Micro-

posts2016 datasets (training, dev and test) respectively, when T-NER has

been used to identify the entity mentions. Tables 4.31 and 4.32 provide the

F-Measure for these datasets where entity mentions are labelled by a NER

Oracle.

Table 4.31: #Microposts2015: F-Measure (5 instances) - With Oracle

Learning

Models

Train 2015 Dev 2015 Test 2015

F1 (Yes) F1 (No) F1 (Yes) F1 (No) F1 (Yes) F1 (No)

BN 0.71 0.95 0.62 0.95 0.69 0.96

NB 0.55 0.94 0.48 0.95 0.62 0.96

SVM 0.57 0.95 0.48 0.96 0.64 0.96

MLP 0.71 0.95 0.65 0.96 0.71 0.96

VP 0.58 0.95 0.49 0.96 0.65 0.97

KNN 0.80 0.97 0.65 0.96 0.71 0.96

DT 0.83 0.97 0.70 0.97 0.69 0.97

Table 4.32: #Microposts2016: F-Measure (5 instances) - With Oracle

Learning

Models

Train 2016 Dev 2016 Test 2016

F1 (Yes) F1 (No) F1 (Yes) F1 (No) F1 (Yes) F1 (No)

BN 0.70 0.96 0.54 0.93 0.22 0.91

NB 0.58 0.95 0.43 0.93 0.20 0.93

SVM 0.59 0.95 0.35 0.94 0.23 0.95

MLP 0.73 0.97 0.65 0.96 0.48 0.95

VP 0.61 0.96 0.36 0.94 0.24 0.95

KNN 0.81 0.97 0.60 0.95 0.23 0.92

DT 0.84 0.98 0.63 0.95 0.44 0.94

The overall F-Measure is an average of the scores of Yes and No target

classes and is comparable with the F-Measure of the unsupervised linking

approach Caliano et al. [18], as provided in Table 4.33. A first observation

that can be made from Tables 4.29 – 4.32 is that Decision Tree is the
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best performing models for almost all datasets for #Microposts2015 and

#Microposts2016. Secondly, results for F1 (No) are always better than F1

(Yes), because theoretically for an entity mention there will always be at-most

one correct candidate resource in the KB. Thus, the number of candidate

resources with the predicted target class ‘Yes’ will always be less than the

number of candidate resources with the predicted target class ‘No’, which

thereby has an effect on the F1 scores.

Table 4.33: Performance Analysis: Caliano et al. vs L2L

Datasets

#Microposts2015 #Microposts2016

Caliano

et al.
L2L (5) L2L (10)

Caliano

et al.
L2L (5) L2L (10)

Train 0.58 0.89 0.89 0.61 0.91 0.90

Dev 0.63 0.87 0.83 0.54 0.87 0.82

Test 0.65 0.89 0.88 0.31 0.76 0.62

It can be observed from the summarized results in Table 4.33 that Learn-

ing2Link obtains higher performance when five candidate resources are con-

sidered for disambiguation and linking an entity mention, as opposed to ten,

which is why the performance of Learning2Link on the datasets with ten

instances is reported in Appendix B. Note that the best results as achieved

by learning models have been reported in this table for Learning2Link, and

the results for Caliano et al. can be seen in tables in Section 4.2.2. Further,

it can be noted from this table that Learning2Link (supervised) outperforms

the unsupervised approach (Caliano et al.) that has been proposed in Section

3.2, for both cases of when five and ten candidate resources are used.

Note that the results obtained by Learning2Link when entity mentions

have been identified by T-NER (i.e., Tables 4.29 and 4.30) and when they

have been labelled by a NER Oracle (i.e., Tables 4.31 and 4.32) are not

comparable since the number of entity mentions identified by T-NER are

lower and not always the same as those labelled by the Oracle (as can be

noticed by the statistics provided in Table 4.11).

Based on the candidate resource that has been selected by the Decision

Criteria of Learning2Link for an entity mention, the entity type of the given
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mention is determined by the KB type (in this case, DBpedia type) of the

selected resource, as discussed in Section 3.4. The DBpedia type is mapped

to an entity type in OT using the mappings that have been created manually.

However, if no resource has been selected for a mention, then it is mapped

to the type that has been determined in the recognition phase (given by

T −NERtype).

Tables 4.34 – 4.37 report the SLM, Strong Link Match, measure for entity

mentions when five candidate resources are selected, which is used to esti-

mate the linking performance of a system in terms of correctly linked entity

mentions. Two SLM measures have been used, defined as follows:

SLM1 =
n∑

i=1

TP (ci)

|GT | (4.5)

SLM2 =
n∑

i=1

TP (ci)

TP (ci) + FN(ci)
(4.6)

where:

• TP (ci) denotes true positive or the number of mentions linked correctly

for an entity type ci belonging to an ontology,

• FN(ci) denotes the false negative or the number of mentions linked

incorrectly for an entity type ci,

• |GT | denotes the total number of entity mentions in the ground truth,

and

• n represents the number of entity types in the ontology.

Thus, the measure SLM1 is used to calculate the linking performance

for all entity types (in terms of correctly linked mentions) over the complete

dataset. Further, SLM2 is used to determine the linking performance for

all entity types (in terms of correctly linked mentions) over the total number

of mentions classified in a given type. Further, performance for NIL (i.e.,

unlinkable) mentions is determined as the number of mentions correctly

classified as NIL Mentions (since no candidate resource was selected for them
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by the Decision Criteria) over the complete dataset. This is estimated in the

way as shown below:

NIL =
n∑

i=1

TP (ci)

|GT | (4.7)

Table 4.34: #Microposts2015: SLM (5 instances)

Learning

Models

Train 2015 Dev 2015 Test 2015

SLM1 SLM2 NIL SLM1 SLM2 NIL SLM1 SLM2 NIL

BN 0.28 0.75 0.71 0.23 0.71 0.77 0.27 0.80 0.76

NB 0.20 0.54 0.76 0.13 0.40 0.85 0.21 0.62 0.84

SVM 0.16 0.42 0.86 0.10 0.30 0.93 0.18 0.53 0.93

MLP 0.25 0.67 0.72 0.25 0.77 0.70 0.29 0.85 0.66

VP 0.18 0.48 0.83 0.10 0.32 0.90 0.19 0.56 0.92

KNN 0.29 0.77 0.78 0.21 0.65 0.82 0.37 0.68 0.80

DT 0.31 0.84 0.80 0.25 0.78 0.83 0.28 0.81 0.82

Table 4.35: #Microposts2016: SLM (5 instances)

Learning

Models

Train 2016 Dev 2016 Test 2016

SLM1 SLM2 NIL SLM1 SLM2 NIL SLM1 SLM2 NIL

BN 0.32 0.74 0.77 0.12 0.62 0.65 0.05 0.24 0.65

NB 0.24 0.57 0.82 0.06 0.32 0.82 0.04 0.19 0.74

SVM 0.20 0.46 0.91 0.05 0.24 0.92 0.03 0.15 0.82

MLP 0.30 0.69 0.85 0.16 0.78 0.82 0.10 0.54 0.76

VP 0.22 0.51 0.87 0.06 0.28 0.91 0.03 0.16 0.80

KNN 0.34 0.79 0.83 0.12 0.62 0.80 0.10 0.54 0.69

DT 0.36 0.83 0.87 0.10 0.52 0.78 0.11 0.55 0.74

On close observation of Tables 4.34 and 4.35, it can be noted that per-

formance of SLM1 is quite low for all the datasets for #Microposts2015 and

#Microposts2016, while SLM2 and NIL measures exhibit high scores. This

is so because SLM1 is an estimate for a correctly linked mention of a par-

ticular type over all the mentions in the dataset, or in other words, it does

not consider the entity mentions in the ground truth that have not been
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identified by T-NER. Poor identification performance have a counter-effect

on this score, since if an entity mention has been incorrectly identified (i.e.,

it does not denote a named entity in the real world), then it will be incor-

rectly classified, will have noisy candidate resources in the input space and

most probably would be incorrectly linked. On the other hand, the SLM1

performance exhibited by Learning2Link when a NER Oracle is considered

is quite high for all datasets in #Microposts2015 in Table 4.36, since there

are no identification and classification errors, prior to Learning2Link. It is

interesting to note comparatively lower SLM performance for entity mentions

in the dev and test datasets of #Microposts2016 (Table 4.37). This could be

explained by the presence of mentions that are either difficult to link or are

new, due to which noisy candidate resources are retrieved and used in the

input space, which thereby effects the performance of Learning2Link. High

performance has been observed for the NIL mentions, which means that the

approach is suitable for correctly identifying NIL mentions8.

Table 4.36: #Microposts2015: SLM (5 instances) - With Oracle

Learning

Models

Train 2015 Dev 2015 Test 2015

SLM1 NIL SLM1 NIL SLM1 NIL

BN 0.69 0.74 0.65 0.75 0.71 0.76

NB 0.49 0.74 0.44 0.81 0.58 0.85

SVM 0.46 0.84 0.36 0.90 0.53 0.90

MLP 0.71 0.71 0.66 0.71 0.73 0.74

VP 0.45 0.88 0.36 0.92 0.53 0.91

KNN 0.80 0.79 0.67 0.74 0.71 0.77

DT 0.81 0.84 0.66 0.82 0.63 0.85

8The results for SLM using ten candidate resources and for the NER oracle have been

reported in Appendix B. Additionally, Learning2Link has also been used to evaluate the

linking performance for entity mentions recognized from Italian language tweets. More

details regarding the results are provided in Appendix B.1.
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Table 4.37: #Microposts2016: SLM (5 instances) - With Oracle

Learning

Models

Train 2016 Dev 2016 Test 2016

SLM1 NIL SLM1 NIL SLM1 NIL

BN 0.68 0.77 0.50 0.50 0.27 0.27

NB 0.53 0.80 0.24 0.24 0.24 0.19

SVM 0.47 0.89 0.23 0.23 0.15 0.17

MLP 0.67 0.85 0.54 0.54 0.21 0.54

VP 0.49 0.89 0.23 0.23 0.18 0.18

KNN 0.80 0.83 0.51 0.51 0.27 0.27

DT 0.81 0.88 0.57 0.57 0.27 0.56

A comparative analysis of Table 4.34 with 4.36, as well as Table 4.35

with 4.37 shows that the performance of Learning2Link is higher when a

NER Oracle has been used as compared to when a named entity recognition

system is used.

A detailed account of experimental evaluations had been presented in this

chapter with respect to the approaches, i.e., Linking2Adapt, Learning2Adapt

and Learning2Link, that have been proposed in this thesis as an effort to-

wards improvement of Named Entity Extraction and Linking Frameworks,

in particular for microblogging platforms. Different datasets, ontologies and

linking algorithms, as well as different sources of contextual information have

also been explored in this chapter to show the significance of the proposed

approaches when such parameters are varied. Most of the results showed

significant improvement over baseline models, thus proving the need and

scope for improvement. The concluding remarks and the future directions

are provided in detail in the next chapter.
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5 CONCLUSION

The unprecedented amount of information available today from the Web

of Documents has led to significant efforts towards extraction of relevant

structured information and knowledge discovery. The intent of extracting

structured information is two-fold: such information is highly comprehensive

and easy to manipulate by computer applications for future purposes as well

as its use in real-time for knowledge base enrichments. As a result, multiple

IE and NLP frameworks exist today to address this task. However, when

dealing with information evolving on microblogging platforms, the task be-

comes complicated. The difficulties posed by microblogging platforms and

the challenges associated when extracting relevant information in a struc-

tured manner from such platforms have been discussed in this thesis.

Moreover, a Named Entity Extraction and Linking Framework has been

presented in this thesis, in Chapter 3 Section 3.1, for dealing with microblog-

ging platforms such as Twitter. The components in a NEEL framework have

been presented in detail, along with the experimental analysis of different

components. The main goal of this thesis has been to use the components

of a NEEL framework in a way that one component can be used to improve

the performance of the other, thus, improving the overall performance of the

framework. As a result, several approaches have been proposed in this thesis

to address this task.

First of all, an unsupervised approach named Linking2Adapt has been

proposed in Chapter 3 Section 3.2 with the intent of improving the process of

named entity identification by recognition component with the help of linking

component. Further, Linking2Adapt has also been proposed to improve the

process of named entity classification by the recognition component with the

help of linking component. An experimental analysis for these tasks have

been conducted using different tweet datasets (which are annotated using

different ontologies) and is presented in Chapter 4 Section 4.1. Two impor-

tant observations follow the experimental analysis of Linking2Adapt: (1) the
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results obtained support the hypothesis that the accuracy and efficiency of

a NEEL framework can be improved if one component is used to a means to

support the other, and (2) different ontologies used by different datasets ad-

vocate the need of automating the task of adapting a named entity classifier

to new ontologies, if need be.

To this end, the second supervised approach named Learning2Adapt

has been proposed in Chapter 3 Section 3.3 with the purpose of adapting

a named entity classifier to new ontologies in an automated way. For the

experimental analysis presented in Chapter 4 Section 4.2, two different on-

tologies have been used to map entity mentions from a source ontology to

a target ontology in an automated manner. Further, the use of contextual

evidence from the text under consideration has been explored as an effort

towards improving the performance of Learning2Adapt. The results show

that the task of entity mentions from a source to a target ontology is not

trivial and an automated system can outperform mappings between ontology

classes that have established manually.

Finally, a supervised approach named Learning2Link has been proposed

in Chapter 3 Section 3.4 as an effort towards improving the performance

of the linking component and the NEEL framework by using the recogni-

tion and disambiguation components. The experimental results for the same

have been presented in Chapter 4 Section 4.3 which not only prove the ini-

tial hypothesis but also show that Learning2Link is able to outperform the

unsupervised approach Linking2Adapt that had been proposed initially.

5.1 Future Work

Several important concerns have been addressed in this thesis. However,

no system is perfect and therefore, there is always a constant struggle in

the research community to improve and innovate. Based on the challenges

addressed in this thesis, and the goals accomplished, the future directions

can be highlighted as follows:

• Currently, the task of extracting structured information from social

media platforms has been addressed, in particular Twitter. There are
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numerous other textual formats and sources of information out on the

Unstructured Web, such as online news websites and Youtube, that can

be used for extracting structured information in real-time.

• The approaches proposed for the improvement of the proposed NEEL

framework need to be integrated to analyse the combined improvement

that they have shown to bring about individually.

• The proposed framework has been deployed (and named as TWINE:

TWeet analysis via INformation Extraction) and operates in real-time

for named entity recognition and linking, however, the task of adapting

this framework to new ontologies in real-time needs to be addressed.

• One of the reasons behind extracting structured information today from

the Unstructured Web is enrichment of Knowledge Bases in real-time.

For this, an important future work is the process of identification of

relevant information and filtering out the irrelevant (or, in many cases

fake) information. As of now, such entity mentions that are not indexed

by a knowledge base are considered as unlinkable and categorized as

NIL mentions. However, a mention can be unlinkable because it is

either irrelevant for a knowledge base or it is a newly evolving mention.

The distinction between these two tasks is an important future work so

as to accomplish the task of knowledge base enrichment in real-time.
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APPENDICES

A Experimental Results: Learning2Adapt

The experimental results for Learning2Adapt approach are presented in this

section in terms of its capabilities, the overall precision, recall, F-Measure and

STMM (Strong Typed Mention Match). Further, class-wise accuracy and

class-wise Precision and Recall are also provided for the #Microposts2015

and #Microposts2016 (train, dev, test) datasets using the W.C. or the Wo.C.

setting (as described in Section 3.3.4).

A.1 Capabilities

The Learning2Adapt capabilities, i.e., MMCM, TUCM, and FMCR for deal-

ing with mis-classified and uncertain mentions, as well as mentions that are

involved with a fork mapping for Dev and Test datasets for #Microposts2015

and #Microposts2016 for the W.C. setting have been reported in this sec-

tion. These capabilities have been defined in Section 3.3.2. Decision Tree

is observed to be the best performing model for #Microposts2015 and #Mi-

croposts2016.

Table A1: Dev, Test 2015 & Dev, Test 2016 (W.C.)

Learning

Models

Gold Standard 2015 Gold Standard 2016

MMCM (%) TUCM (%) FMCR (%) MMCM (%) TUCM (%) FMCR (%)

Dev Test Dev Test Dev Test Dev Test Dev Test Dev Test

BN 17.65 17.48 9.09 18.06 22.22 22.06 16.67 15.63 50.00 18.18 0.00 3.13

DT 27.45 24.27 18.18 25.00 0.00 4.41 16.67 31.25 50.00 36.36 33.33 6.25

KNN 27.45 26.21 18.18 25.00 3.70 2.94 16.67 15.63 50.00 9.09 0.00 3.13

MLR 23.53 21.36 9.09 25.00 0.00 0.00 33.33 12.50 100.00 18.18 0.00 0.00

MLP 27.45 22.01 9.09 25.00 0.00 0.00 16.67 12.50 50.00 18.18 0.00 3.13

NB 17.65 16.83 9.09 18.06 22.22 22.06 16.67 15.63 50.00 18.18 0.00 3.13

SVM 23.53 20.71 9.09 23.61 0.00 0.00 16.67 12.50 50.00 9.09 0.00 0.00

BL-D 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

BL-P 0.00 0.00 0.00 0.00 59.26 33.82 0.00 0.00 0.00 0.00 0.00 0.00
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A.2 Precision, Recall, F-Measure & STMM

This section presents the experimental results in terms of Precision, Recall,

F-Measure and STMM (Strong Typed Mention Match) for the Dev (W.C.

and Wo.C.) and Test (Wo.C.) datasets of #Microposts2015 and #Micro-

posts2016. The remaining results have been reported in Section 3.3. A

comparative analysis with the baseline models and state-of-the-art system

Caliano et al. is also provided.

Table A2: Dev2015: P/R/F/STMM

BL-D BL-P Caliano et al DT NB SVM BN MLP MLR KNN

W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C.

Precision 0.68 0.66 0.76 0.76 0.64 0.63 0.66 0.72 0.65 0.68 0.65 0.63 0.68 0.68 0.62 0.62 0.63 0.63 0.67 0.67

Recall 0.68 0.66 0.76 0.76 0.64 0.63 0.71 0.69 0.70 0.68 0.72 0.70 0.70 0.68 0.72 0.72 0.72 0.70 0.70 0.69

F-Measure 0.68 0.66 0.76 0.76 0.64 0.63 0.67 0.66 0.67 0.67 0.67 0.66 0.68 0.67 0.66 0.66 0.67 0.66 0.67 0.66

STMM 0.37 0.37 0.37 0.36 0.32 0.32 0.35 0.36 0.36 0.37 0.37 0.36 0.36 0.37 0.37 0.37 0.36 0.36 0.37 0.36

Table A3: Dev2016: P/R/F/STMM

BL-D BL-P Caliano et al DT NB SVM BN MLP MLR KNN

W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C.

Precision 0.73 0.77 0.89 0.89 0.54 0.54 0.86 0.76 0.78 0.70 0.73 0.72 0.78 0.71 0.73 0.76 0.75 0.73 0.72 0.76

Recall 0.73 0.77 0.89 0.89 0.54 0.54 0.81 0.81 0.73 0.73 0.77 0.69 0.73 0.65 0.77 0.81 0.81 0.77 0.77 0.81

F-Measure 0.73 0.77 0.89 0.89 0.54 0.54 0.80 0.77 0.74 0.70 0.73 0.68 0.74 0.64 0.74 0.77 0.77 0.74 0.73 0.77

STMM 0.46 0.41 0.56 0.56 0.30 0.30 0.54 0.46 0.46 0.32 0.44 0.37 0.46 0.32 0.41 0.46 0.46 0.42 0.48 0.50

Table A4: Test2015 (Wo.C.): P/R/F/STMM

BL-D BL-P
Caliano

et al
DT NB SVM BN MLP MLR KNN

Precision 0.64 0.68 0.65 0.71 0.70 0.69 0.73 0.69 0.70 0.74

Recall 0.64 0.68 0.65 0.72 0.72 0.71 0.68 0.75 0.72 0.75

F-Measure 0.64 0.68 0.65 0.71 0.71 0.70 0.70 0.72 0.70 0.73

STMM 0.34 0.33 0.34 0.40 0.33 0.36 0.34 0.37 0.36 0.41

Table A5: Test2016 (Wo.C.): P/R/F/STMM

BL-D BL-P
Caliano

et al
DT NB SVM BN MLP MLR KNN

Precision 0.46 0.46 0.31 0.38 0.32 0.39 0.32 0.37 0.37 0.66

Recall 0.46 0.46 0.31 0.54 0.44 0.51 0.44 0.53 0.51 0.48

F-Measure 0.46 0.46 0.31 0.44 0.36 0.43 0.36 0.42 0.42 0.42

STMM 0.36 0.35 0.23 0.43 0.35 0.36 0.35 0.41 0.36 0.38
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A.3 Class Wise Accuracy Contribution

This section presents the class wise contribution in terms of accuracy of

correctly mapping an entity type in the source ontology to the type in the

target ontology. As before, the results for the Dev (W.C. and Wo.C.) and

Test (Wo.C.) datasets of #Microposts2015 and #Microposts2016 have been

reported here while the remaining results have been reported in Section 3.3.

A comparative analysis with the baseline models and state-of-the-art system

Caliano et al. is also provided.

Table A6: Accuracy Contribution (%): Dev2015

Entity

Type

BL-D BL-P Caliano et al DT NB SVM BN MLP MLR KNN

W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C.

Character 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Event 0.00 0.00 7.69 9.62 7.21 7.21 0.00 1.44 2.88 2.88 0.00 0.00 2.88 2.88 0.00 0.00 0.00 0.00 0.48 1.44

Location 26.44 24.52 26.44 24.52 23.56 23.56 28.37 28.37 26.44 25.96 28.37 27.40 26.44 25.96 28.85 28.85 28.37 27.40 27.40 28.37

Organization 7.21 6.73 7.21 6.73 5.77 5.77 10.58 8.65 9.13 8.17 10.10 9.62 9.13 8.17 9.13 9.13 10.10 9.13 9.13 8.65

Person 33.65 33.17 33.65 33.17 24.52 24.52 31.25 30.29 31.25 30.77 32.69 32.21 31.25 30.77 33.17 33.17 32.69 32.69 32.21 29.81

Product 0.96 0.96 0.96 0.96 0.00 0.00 0.48 0.48 0.00 0.48 0.96 0.96 0.00 0.48 0.96 0.96 0.96 0.96 0.96 0.48

Thing 0.00 0.48 0.00 0.48 2.40 2.40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Overall 68.27 65.87 75.96 75.48 63.46 63.46 70.67 69.23 69.71 68.27 72.12 70.19 69.71 68.27 72.12 72.12 72.12 70.19 70.19 68.75

Table A7: Accuracy Contribution (%): Dev2016

Entity

Type

BL-D BL-P Caliano et al DT NB SVM BN MLP MLR KNN

W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C. W.C. Wo.C.

Character 0.00 0.00 0.00 0.00 0.00 0.00 3.85 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Event 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Location 23.08 19.23 23.08 23.08 15.38 15.38 23.08 23.08 23.08 23.08 23.08 23.08 23.08 23.08 23.08 23.08 23.08 23.08 23.08 23.08

Organization 7.69 7.69 11.54 11.54 7.69 7.69 11.54 11.54 11.54 7.69 11.54 7.69 11.54 11.54 7.69 11.54 11.54 7.69 11.54 11.54

Person 38.46 46.15 50.00 50.00 26.92 26.92 38.46 42.31 34.62 42.31 38.46 34.62 34.62 30.77 42.31 42.31 42.31 42.31 38.46 42.31

Product 3.85 3.85 3.85 3.85 3.85 3.85 3.85 3.85 3.85 0.00 3.85 3.85 3.85 0.00 3.85 3.85 3.85 3.85 3.85 3.85

Thing 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Overall 73.08 76.92 88.46 88.46 53.85 53.85 80.77 80.77 73.08 73.08 76.92 69.23 73.08 65.38 76.92 80.77 80.77 76.92 76.92 80.77

Table A8: Accuracy Contribution (%): Test2015 (Wo.C.)

Entity Type BL-D BL-P
Caliano

et al
DT NB SVM BN MLP MLR KNN

Character 0.00 0.00 0.00 0.00 0.09 0.00 0.00 0.00 0.00 0.00

Event 0.00 3.71 2.91 0.18 0.09 0.00 1.32 0.00 0.00 0.35

Location 37.51 37.51 37.51 43.51 43.78 40.69 41.39 43.42 40.69 43.69

Organization 4.41 4.41 4.41 6.97 7.41 8.74 6.00 7.24 8.47 7.77

Person 20.83 20.83 16.95 19.68 20.39 20.30 18.80 22.33 20.92 20.92

Product 1.50 1.50 0.88 1.24 0.26 1.41 0.44 1.68 1.41 1.59

Thing 0.18 0.00 2.12 0.71 0.00 0.00 0.00 0.00 0.00 0.18

Overall 64.43 67.96 64.78 72.29 72.02 71.14 67.96 74.67 71.49 74.49
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Table A9: Accuracy Contribution (%): Test2016 (Wo.C.)

Entity Type BL-D BL-P
Caliano

et al
DT NB SVM BN MLP MLR KNN

Character 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.04

Event 0.00 0.00 1.02 1.02 1.02 0.00 1.02 1.02 0.00 1.02

Location 7.14 7.14 8.16 14.29 11.22 12.24 11.22 13.27 11.22 12.24

Organization 3.06 3.06 0.00 4.08 2.04 4.08 2.04 2.04 4.08 4.08

Person 21.43 21.43 15.31 22.45 18.37 21.43 18.37 23.47 22.45 21.43

Product 13.27 13.27 1.02 12.24 10.20 13.27 10.20 13.27 13.27 7.14

Thing 1.02 1.02 5.10 0.00 1.02 0.00 1.02 0.00 0.00 0.00

Overall 45.92 45.92 30.61 54.08 43.88 51.02 43.88 53.06 51.02 47.96

A.4 Class Wise Precision / Recall

Finally, this section presents the class wise precision and recall scores ob-

tained by correctly mapping an entity mention from a type in the source

ontology to the desired type in the target ontology. As before, the results

for Train (Wo.C.), Dev (W.C. and Wo.C.) and Test (Wo.C.) datasets of

#Microposts2015 and #Microposts2016 have been reported here while the

remaining results have been reported in Section 3.4. A comparative analysis

with the baseline models and state-of-the-art system Caliano et al. is also

provided.

Table A10: Class Wise P/R : Train2015 (Wo.C.)

Entity

Type
BL-D BL-P

Caliano

et al
DT NB SVM BN MLP MLR KNN

Character 0.00/0.00 0.00/0.00 0.80/0.38 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00

Event 0.00/0.00 0.00/0.00 0.56/0.17 0.08/0.03 0.08/0.69 0.00/0.00 0.08/0.69 0.00/0.00 0.00/0.00 0.22/0.31

Location 0.86/0.81 0.86/0.81 0.79/0.68 0.81/0.90 0.83/0.86 0.83/0.86 0.83/0.86 0.82/0.91 0.84/0.86 0.79/0.90

Organization 0.77/0.47 0.77/0.47 0.79/0.44 0.63/0.70 0.71/0.62 0.60/0.71 0.71/0.61 0.66/0.71 0.62/0.71 0.68/0.69

Person 0.77/0.86 0.80/0.86 0.94/0.70 0.81/0.85 0.84/0.80 0.79/0.85 0.84/0.80 0.79/0.85 0.78/0.87 0.82/0.84

Product 0.34/0.31 0.34/0.31 0.28/0.21 0.59/0.28 0.68/0.14 0.41/0.26 0.65/0.14 0.52/0.36 0.45/0.27 0.51/0.31

Thing 0.05/0.28 0.08/0.28 0.05/0.67 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00
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Table A11: Class Wise P/R : Train2016 (Wo.C.)

Entity

Type
BL-D BL-P

Caliano

et al
DT NB SVM BN MLP MLR KNN

Character 0.00/0.00 0.00/0.00 0.57/0.27 0.07/0.03 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00

Event 0.00/0.00 0.23/0.69 0.87/0.46 0.64/0.59 0.40/0.59 0.00/0.00 0.41/0.59 0.48/0.40 0.74/0.17 0.64/0.60

Location 0.90/0.79 0.90/0.79 0.86/0.73 0.85/0.89 0.86/0.88 0.87/0.85 0.86/0.88 0.86/0.90 0.87/0.85 0.83/0.90

Organization 0.70/0.44 0.70/0.44 0.72/0.41 0.66/0.67 0.64/0.60 0.53/0.69 0.64/0.60 0.63/0.60 0.54/0.67 0.68/0.67

Person 0.75/0.86 0.75/0.86 0.92/0.69 0.80/0.86 0.82/0.79 0.75/0.84 0.82/0.79 0.76/0.88 0.75/0.86 0.79/0.84

Product 0.36/0.34 0.36/0.34 0.26/0.21 0.47/0.33 0.27/0.25 0.42/0.30 0.27/0.25 0.43/0.29 0.45/0.31 0.58/0.34

Thing 0.03/0.22 0.03/0.04 0.06/0.77 0.17/0.06 0.02/0.03 0.00/0.00 0.03/0.04 0.33/0.01 0.00/0.00 0.39/0.13

Table A12: Class Wise P/R : Dev2015 (W.C.)

Entity

Type
BL-D BL-P

Caliano

et al
DT NB SVM BN MLP MLR KNN

Character 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00

Event 0.00/0.00 0.64/0.64 1.00/0.60 0.00/0.00 0.30/0.24 0.00/0.00 0.30/0.24 0.00/0.00 0.00/0.00 0.33/0.04

Location 0.92/0.82 0.92/0.82 0.82/0.73 0.89/0.88 0.73/0.82 0.88/0.88 0.89/0.82 0.85/0.90 0.88/0.88 0.83/0.85

Organization 0.68/0.56 0.68/0.56 0.60/0.44 0.34/0.81 0.51/0.70 0.41/0.78 0.38/0.70 0.48/0.70 0.47/0.78 0.39/0.70

Person 0.78/0.95 0.78/0.95 0.81/0.69 0.88/0.88 0.87/0.88 0.82/0.92 0.87/0.88 0.76/0.93 0.78/0.92 0.84/0.91

Product 0.33/0.25 0.33/0.25 0.00/0.00 0.33/0.13 0.00/0.00 0.29/0.25 0.00/0.00 0.40/0.25 0.22/0.25 0.40/0.25

Thing 0.00/0.00 0.00/0.00 0.12/1.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00

Table A13: Class Wise P/R : Dev2015 (Wo.C.)

Entity

Type
BL-D BL-P

Caliano

et al
DT NB SVM BN MLP MLR KNN

Character 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00

Event 0.00/0.00 0.61/0.80 1.00/0.60 1.00/0.12 0.30/0.24 0.00/0.00 0.30/0.24 0.00/0.00 0.00/0.00 0.50/0.12

Location 0.88/0.76 0.88/0.76 0.82/0.73 0.78/0.88 0.84/0.81 0.85/0.85 0.84/0.81 0.85/0.90 0.85/0.85 0.80/0.88

Organization 0.67/0.52 0.67/0.52 0.60/0.44 0.38/0.67 0.37/0.63 0.36/0.74 0.37/0.63 0.43/0.70 0.36/0.70 0.42/0.67

Person 0.82/0.93 0.82/0.93 0.81/0.69 0.83/0.85 0.84/0.86 0.83/0.91 0.84/0.86 0.78/0.93 0.82/0.92 0.81/0.84

Product 0.29/0.25 0.29/0.25 0.00/0.00 0.20/0.13 0.50/0.13 0.40/0.25 0.50/0.13 0.40/0.25 0.40/0.25 0.20/0.13

Thing 0.03/0.20 0.20/0.20 0.12/1.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00

Table A14: Class Wise P/R : Dev2016 (W.C.)

Entity

Type
BL-D BL-P

Caliano

et al
DT NB SVM BN MLP MLR KNN

Character 0.00/0.00 0.00/0.00 0.00/0.00 1.00/0.33 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00

Event 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00

Location 0.86/1.00 1.00/1.00 1.00/0.67 0.67/1.00 0.86/1.00 0.86/1.00 0.86/1.00 0.86/1.00 0.86/1.00 0.67/1.00

Organization 1.00/0.67 1.00/1.00 0.50/0.67 1.00/1.00 1.00/1.00 0.50/1.00 1.00/1.00 0.50/0.67 0.60/1.00 0.60/1.00

Person 0.83/0.77 0.81/1.00 1.00/0.54 0.91/0.77 0.90/0.69 0.91/0.77 0.90/0.69 0.92/0.85 0.92/0.85 0.91/0.77

Product 0.50/1.00 1.00/1.00 0.33/1.00 0.50/1.00 0.33/1.00 0.50/1.00 0.33/1.00 0.33/1.00 0.50/1.00 1.00/1.00

Thing 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00
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Table A15: Class Wise P/R : Dev2016 (Wo.C.)

Entity

Type
BL-D BL-P

Caliano

et al
DT NB SVM BN MLP MLR KNN

Character 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00

Event 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00

Location 0.83/0.83 1.00/1.00 1.00/0.67 0.75/1.00 0.60/1.00 0.75/1.00 0.67/1.00 0.75/1.00 0.67/1.00 0.67/1.00

Organization 0.67/0.67 1.00/1.00 0.50/0.67 0.60/1.00 0.50/0.67 0.33/0.67 0.50/1.00 0.60/1.00 0.50/0.67 0.60/1.00

Person 1.00/0.92 0.81/1.00 1.00/0.50 1.00/0.85 1.00/0.85 1.00/0.69 1.00/0.62 1.00/0.85 1.00/0.85 1.00/0.85

Product 0.25/1.00 1.00/1.00 0.33/1.00 0.50/1.00 0.00/0.00 0.33/1.00 0.00/0.00 0.50/1.00 0.50/1.00 1.00/1.00

Thing 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00

Table A16: Class Wise P/R : Test2015 (Wo.C.)

Entity

Type
BL-D BL-P

Caliano

et al
DT NB SVM BN MLP MLR KNN

Character 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.04/0.14 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00

Event 0.00/0.00 0.33/0.69 0.89/0.54 0.11/0.03 0.14/0.02 0.00/0.00 0.08/0.25 0.00/0.00 0.00/0.00 0.17/0.07

Location 0.94/0.77 0.94/0.77 0.92/0.77 0.89/0.89 0.91/0.90 0.92/0.83 0.92/0.85 0.89/0.89 0.93/0.83 0.91/0.90

Organization 0.51/0.32 0.51/0.32 0.55/0.32 0.41/0.51 0.43/0.54 0.38/0.63 0.41/0.44 0.47/0.53 0.38/0.62 0.45/0.56

Person 0.67/0.83 0.67/0.83 0.90/0.67 0.75/0.78 0.74/0.81 0.69/0.80 0.78/0.74 0.70/0.88 0.68/0.83 0.75/0.83

Product 0.31/0.40 0.31/0.40 0.26/0.23 0.27/0.33 0.08/0.07 0.43/0.37 0.56/0.12 0.44/0.44 0.47/0.37 0.55/0.42

Thing 0.01/0.07 0.00/0.00 0.08/0.89 0.44/0.30 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.50/0.07

Table A17: Class Wise P/R : Test2016 (Wo.C.)

Entity

Type
BL-D BL-P

Caliano

et al
DT NB SVM BN MLP MLR KNN

Character 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 0.00/0.00 1.00/0.07

Event 0.00/0.00 0.00/0.00 0.08/0.33 0.33/0.33 0.25/0.33 0.00/0.00 0.25/0.33 0.50/0.33 0.00/0.00 0.33/0.33

Location 0.78/0.47 0.78/0.47 0.73/0.53 0.70/0.93 0.61/0.73 0.86/0.80 0.61/0.73 0.72/0.87 0.79/0.73 0.60/0.80

Organization 0.43/0.43 0.43/0.43 0.00/0.00 0.33/0.57 0.20/0.29 0.14/0.57 0.20/0.29 0.22/0.29 0.17/0.57 0.17/0.57

Person 0.49/0.91 0.49/0.91 0.83/0.65 0.46/0.96 0.58/0.78 0.55/0.91 0.58/0.78 0.43/1.00 0.52/0.96 0.51/0.91

Product 0.68/0.87 0.68/0.87 0.13/0.07 0.86/0.80 0.33/0.67 0.76/0.87 0.33/0.67 0.81/0.87 0.76/0.87 0.88/0.47

Thing 0.05/0.17 0.05/0.17 0.11/0.83 0.00/0.00 0.20/0.17 0.00/0.00 0.20/0.17 0.00/0.00 0.00/0.00 0.00/0.00

B Learning2Link

This section presents the results for the Learning2Link approach that has

been proposed in Chapter 3 Section 3.4 with the intent to improve the perfor-

mance of a linking component, thereby improving the overall performance of

a Named Entity Extraction and Linking framework, using evidence from the

recognition and disambiguation components of the given framework. The re-

sults are reported in terms of F-Measure and SLM (i.e., Strong Link Match)
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for when ten candidate resources have been considered for an entity men-

tion in #Microposts2015 and #Microposts2016 datasets. Learning2Link has

been performed for entity mentions that have either been identified using a

named entity recognition system (such as T-NER) or obtained by using a

NER Oracle.

Table B1: #Microposts2015: F-Measure (10 instances)

Learning

Models

Train 2015 Dev 2015 Test 2015

F1 (Yes) F1 (No) F1 (Yes) F1 (No) F1 (Yes) F1 (No)

BN 0.68 0.98 0.69 0.98 0.73 0.98

NB 0.55 0.97 0.53 0.97 0.64 0.98

SVM 0.51 0.98 0.44 0.98 0.64 0.98

MLP 0.66 0.98 0.44 0.98 0.78 0.99

VP 0.55 0.98 0.44 0.98 0.66 0.98

KNN 0.73 0.98 0.68 0.98 0.70 0.98

DT 0.80 0.99 0.67 0.98 0.69 0.98

Table B2: #Microposts2016: F-Measure (10 instances)

Learning

Models

Train 2016 Dev 2016 Test 2016

F1 (Yes) F1 (No) F1 (Yes) F1 (No) F1 (Yes) F1 (No)

BN 0.71 0.98 0.53 0.98 0.21 0.96

NB 0.57 0.97 0.35 0.97 0.20 0.96

SVM 0.57 0.98 0.32 0.98 0.21 0.98

MLP 0.71 0.99 0.65 0.99 0.25 0.97

VP 0.59 0.98 0.39 0.98 0.22 0.98

KNN 0.77 0.99 0.59 0.98 0.25 0.97

DT 0.82 0.99 0.36 0.98 0.26 0.97
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Table B3: #Microposts2015: F-Measure (10 instances) - With Oracle

Learning

Models

Train 2015 Dev 2015 Test 2015

F1 (Yes) F1 (No) F1 (Yes) F1 (No) F1 (Yes) F1 (No)

BN 0.68 0.98 0.63 0.98 0.68 0.98

NB 0.55 0.96 0.48 0.97 0.60 0.97

SVM 0.55 0.97 0.45 0.98 0.63 0.98

MLP 0.65 0.98 0.66 0.98 0.70 0.99

VP 0.55 0.97 0.46 0.98 0.63 0.98

KNN 0.78 0.98 0.63 0.98 0.69 0.98

DT 0.81 0.99 0.73 0.99 0.70 0.98

Table B4: #Microposts2016: F-Measure (10 instances) - With Oracle

Learning

Models

Train 2016 Dev 2016 Test 2016

F1 (Yes) F1 (No) F1 (Yes) F1 (No) F1 (Yes) F1 (No)

BN 0.68 0.98 0.54 0.97 0.21 0.96

NB 0.57 0.97 0.32 0.96 0.20 0.96

SVM 0.58 0.98 0.34 0.97 0.21 0.97

MLP 0.67 0.98 0.36 0.97 0.23 0.97

VP 0.60 0.98 0.35 0.97 0.23 0.97

KNN 0.79 0.99 0.50 0.97 0.23 0.96

DT 0.82 0.99 0.57 0.98 0.28 0.97

Table B5: Performance Analysis: L2L (T-NER) vs L2L (Oracle) - 10 in-

stances

Datasets
#Microposts2015 #Microposts2016

L2L (T-NER) L2L (Oracle) L2L (T-NER) L2L (Oracle)

Train 0.89 0.90 0.90 0.90

Dev 0.83 0.86 0.82 0.77

Test 0.88 0.84 0.62 0.62
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Table B6: #Microposts2015: SLM (10 instances)

Learning

Models

Train 2015 Dev 2015 Test 2015

SLM1 SLM2 NIL SLM1 SLM2 NIL SLM1 SLM2 NIL

BN 0.28 0.74 0.65 0.23 0.72 0.71 0.28 0.74 0.72

NB 0.23 0.62 0.65 0.18 0.55 0.77 0.23 0.62 0.72

SVM 0.15 0.39 0.87 0.10 0.30 0.93 0.15 0.39 0.94

MLP 0.22 0.60 0.82 0.10 0.30 0.86 0.22 0.60 0.87

VP 0.17 0.45 0.77 0.10 0.32 0.90 0.17 0.45 0.92

KNN 0.27 0.72 0.77 0.21 0.64 0.84 0.27 0.72 0.80

DT 0.29 0.79 0.83 0.19 0.60 0.82 0.29 0.79 0.84

Table B7: #Microposts2016: SLM (10 instances)

Learning

Models

Train 2016 Dev 2016 Test 2016

SLM1 SLM2 NIL SLM1 SLM2 NIL SLM1 SLM2 NIL

BN 0.32 0.99 0.73 0.12 0.62 0.75 0.05 0.26 0.64

NB 0.28 0.65 0.72 0.08 0.38 0.66 0.04 0.22 0.60

SVM 0.19 0.44 0.92 0.04 0.22 0.65 0.03 0.15 0.83

MLP 0.28 0.65 0.87 0.14 0.68 0.82 0.05 0.25 0.69

VP 0.21 0.48 0.89 0.06 0.28 0.69 0.03 0.16 0.80

KNN 0.34 0.78 0.83 0.12 0.62 0.78 0.05 0.27 0.67

DT 0.34 0.79 0.88 0.06 0.28 0.67 0.04 0.21 0.74

Table B8: #Microposts2015: SLM (10 instances) - With Oracle

Learning

Models

Train 2015 Dev 2015 Test 2015

SLM NIL SLM NIL SLM NIL

BN 0.69 0.68 0.68 0.72 0.71 0.74

NB 0.57 0.65 0.53 0.75 0.65 0.77

SVM 0.41 0.89 0.32 0.92 0.50 0.93

MLP 0.59 0.80 0.57 0.90 0.59 0.93

VP 0.43 0.87 0.34 0.91 0.50 0.93

KNN 0.77 0.79 0.63 0.76 0.68 0.78

DT 0.78 0.84 0.73 0.82 0.67 0.82
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Table B9: #Microposts2016: SLM (10 instances) - With Oracle

Learning

Models

Train 2016 Dev 2016 Test 2016

SLM NIL SLM NIL SLM NIL

BN 0.68 0.68 0.51 0.51 0.27 0.27

NB 0.62 0.62 0.27 0.27 0.24 0.24

SVM 0.45 0.45 0.21 0.21 0.15 0.15

MLP 0.58 0.58 0.24 0.24 0.21 0.21

VP 0.48 0.48 0.22 0.22 0.18 0.18

KNN 0.78 0.78 0.49 0.49 0.27 0.27

DT 0.77 0.77 0.45 0.45 0.27 0.27

B.1 Learning2Link for Italian Language Tweets

As an additional experiment, Learning2Link has been used to evaluate the

linking performance of entity mentions recognized from Italian language

tweets. The training dataset consists of 1000 tweets made available by the

EVALITA 2016 NEEL-IT challenge [9]. CRF has been used to identify entity

mentions from the given dataset and classified using the ontology OT . In par-

ticular, two configurations of CRF have been trained using the training data

available for the challenge: (1) CRF and (2) CRF+Gazetteers. In the second

configuration, the model has been induced enclosing several gazetteers, i.e.

products, organizations, persons, events and characters. The output of CRF

is a set of entity mentions e1, e2, · · · , em in a given tweet t.

CRF identifies a total of 313 entity mentions from the training dataset

(as opposed to 800 mentions in the ground truth provided by the challenge

organizers). These mentions are then used to create an input space to train

the models so as to predict the target class for mentions identified from the

test set. 803 entity mentions have been identified from the test set (of 1500

tweets) using CRF. Further, these mentions are linked using Learning2Link,

for which Italian version of DBpedia has been indexed to create a local index

similar to how it has been created for the English tweets. A 10-fold cross

validation is performed where the models learn if an entity mention is link-

able or unlinkable, and based on the Decision Criteria used in Section 3.2,
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the most suitable candidate resource for the entity mention from the KB is

predicted or the entity mention is marked as a NIL mention if no candidate

matches are found.

The results of entity recognition by CRF, in terms of Precision (P), Recall

(R) and F1-Measure (F1) have been reported in Table B10, according to two

investigated configurations: CRF and CRF+Gazetteers. A first observation

is the poor recognition performances obtained in both configurations, which

are mainly due to the limited amount of entity mentions in the training data.

These poor performances are highlighted even more by looking at the entity

types Thing (20), Event (15) and Character (18), whose limited number of

instances do not allow CRF to learn any linguistic pattern to recognize them.

For the remaining types, CRF+Gazetteers is able to improve Precision but

at the expense of Recall.

Table B10: Entity Recognition

Entity Type
CRF CRF+Gazetteers

Precision Recall F-Measure Precision Recall F-Measure

Character 0.00 0.00 0.00 0.00 0.00 0.00

Event 0.00 0.00 0.00 0.00 0.00 0.00

Location 0.56 0.40 0.47 0.64 0.40 0.50

Organization 0.43 0.24 0.31 0.60 0.20 0.30

Person 0.50 0.30 0.37 0.69 0.21 0.33

Product 0.12 0.11 0.11 0.31 0.10 0.16

Thing 0.00 0.00 0.00 0.00 0.00 0.00

Overall 0.37 0.24 0.29 0.57 0.20 0.30

The low recognition performance have a great impact on the subsequent

linking part as well. Therefore, the results of entity linking by Learning2Link

have been reported by considering a NER oracle (i.e. a perfect named entity

recognition system). The Precision (P), Recall (R) and F-measure (F1) for

the Strong Link Match (SLM) measure for Learning2Link have been reported

in Table B11. Although the performances are low in terms of F-measure, it

can be observed that Decision Tree (DT) is a leaner algorithm with the high-

est Strong Link Match F-measure. On the other hand, low recall scores could
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be attributed to the inability of the retrieval system to find the “correct” link

in the top-10 candidate list. A list of irrelevant candidate resources results in

uninformative similarity scores, which causes the learning models to predict

a target class where none of the candidate resources is a suitable match for

an entity mention.

Table B11: Strong Link Match measure

Learning

Models
Precision Recall F-Measure

DT 0.733 0.371 0.492

MLP 0.684 0.333 0.448

NB 0.614 0.312 0.414

MLR 0.709 0.278 0.399

SVM-Poly. 0.721 0.270 0.393

VP 0.696 0.274 0.393

BN 0.741 0.266 0.392

SVM-Radial 0.724 0.264 0.387

SVM-Linear 0.686 0.266 0.384
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[29] Daumé III, H. Frustratingly easy domain adaptation. CoRR

abs/0907.1815 (2009).

[30] Derczynski, L., Augenstein, I., and Bontcheva, K. Usfd:

Twitter ner with drift compensation and linked data. CoRR

abs/1511.03088 (2015).

[31] Derczynski, L., Maynard, D., Rizzo, G., van Erp, M., Gor-

rell, G., Troncy, R., Petrak, J., and Bontcheva, K. Analysis

131



of named entity recognition and linking for tweets. Information Pro-

cessing & Management 51, 2 (2015), 32–49.

[32] Doan, A., Madhavan, J., Domingos, P., and Halevy, A. Learn-

ing to map between ontologies on the semantic web. In Proceedings of

the 11th international conference on World Wide Web (WWW), Hon-

olulu, Hawaii (2002), ACM, pp. 662–673.

[33] Duda, R. O., Hart, P. E., and Stork, D. G. Pattern classifica-

tion, 2nd edition. J. Classification 18, 2 (2001), 273–275.

[34] Ehrig, M., and Staab, S. Qom–quick ontology mapping. In Pro-

ceedings of the 3rd International Semantic Web Conference, (ISWC),

Hiroshima, Japan (2004), Springer, pp. 683–697.

[35] Ehrig, M., and Sure, Y. Ontology mapping–an integrated ap-

proach. In The Semantic Web: Research and Applications, First Eu-

ropean Semantic Web Symposium (ESWS), Heraklion, Greece (2004),

Springer, pp. 76–91.

[36] Ek, T., Kirkegaard, C., Jonsson, H., and Nugues, P. Named

entity recognition for short text messages. Procedia-Social and Behav-

ioral Sciences 27 (2011), 178–187.

[37] Etzioni, O., Cafarella, M., Downey, D., Popescu, A.-M.,

Shaked, T., Soderland, S., Weld, D. S., and Yates, A. Un-

supervised named-entity extraction from the web: An experimental

study. Artificial intelligence 165, 1 (2005), 91–134.

[38] Fang, Y., and Chang, M.-W. Entity linking on microblogs with

spatial and temporal signals. Transactions of the Association for Com-

putational Linguistics 2 (2014), 259–272.

[39] Fellbaum, C. WordNet. Wiley Online Library, 1998.

[40] Ferragina, P., and Scaiella, U. Tagme: on-the-fly annotation

of short text fragments (by wikipedia entities). In Proceedings of the

19th ACM International Conference on Information and Knowledge

Management CIKM, Toronto, Canada (2010), pp. 1625–1628.

132



[41] Feyisetan, O., Luczak-Roesch, M., Simperl, E., Tinati, R.,

and Shadbolt, N. Towards hybrid ner: a study of content and

crowdsourcing-related performance factors. In 12th European Semantic

Web Conference ESWC, Portoroz, Slovenia (2015), pp. 525–540.

[42] Finin, T., Murnane, W., Karandikar, A., Keller, N., Mar-

tineau, J., and Dredze, M. Annotating named entities in twitter

data with crowdsourcing. In Proceedings of the NAACL HLT 2010

Workshop on Creating Speech and Language Data with Amazon’s Me-

chanical Turk (2010), pp. 80–88.

[43] Finkel, J. R., Grenager, T., and Manning, C. Incorporat-

ing non-local information into information extraction systems by gibbs

sampling. In Proceedings of the 43rd Annual Meeting on Association

for Computational Linguistics (ACL), University of Michigan, USA

(2005), Association for Computational Linguistics, pp. 363–370.

[44] Francis-Landau, M., Durrett, G., and Klein, D. Capturing se-

mantic similarity for entity linking with convolutional neural networks.

CoRR abs/1604.00734 (2016).

[45] Freund, Y., and Schapire, R. E. Large margin classification using

the perceptron algorithm. Machine learning 37, 3 (1999), 277–296.

[46] Fromreide, H., Hovy, D., and Søgaard, A. Crowdsourcing and

annotating ner for twitter# drift. In Proceedings of the Ninth Interna-

tional Conference on Language Resources and Evaluation LREC, Reyk-

javik, Iceland (2014), pp. 2544–2547.

[47] Gattani, A., Lamba, D. S., Garera, N., Tiwari, M., Chai, X.,

Das, S., Subramaniam, S., Rajaraman, A., Harinarayan, V.,

and Doan, A. Entity extraction, linking, classification, and tagging

for social media: a wikipedia-based approach. Proceedings of the VLDB

Endowment 6, 11 (2013), 1126–1137.

[48] Ghahramani, Z., and Jordan, M. I. Factorial hidden markov

models. Machine learning 29, 2-3 (1997), 245–273.

133



[49] Giaretta, P., and Guarino, N. Ontologies and knowledge bases

towards a terminological clarification. Towards very large knowledge

bases: knowledge building & knowledge sharing 25 (1995), 32.

[50] Gorrell, G., Petrak, J., and Bontcheva, K. Using@ twitter

conventions to improve #lod-based named entity disambiguation. In

The Semantic Web. Latest Advances and New Domains. Proceedings

of the 12th European Semantic Web Conference (ESWC), Portoroz,

Slovenia. Springer, 2015, pp. 171–186.

[51] Grishman, R., and Sundheim, B. Message understanding

conference-6: A brief history. In Proceedings of the 16th conference

on Computational linguistics - Volume 1 (COLING) (1996), vol. 96,

pp. 466–471.

[52] Guarino, N. Formal ontology and information systems. In Proceed-

ings of the 1st International Conference, Trento, Italy (1998), vol. 98,

pp. 81–97.

[53] Guo, H., Zhu, H., Guo, Z., Zhang, X., Wu, X., and Su, Z.

Domain adaptation with latent semantic association for named entity

recognition. In Proceedings of Human Language Technologies: The

2009 Annual Conference of the North American Chapter of the Associ-

ation for Computational Linguistics, Colorado, USA (2009), pp. 281–

289.

[54] Guo, S., Chang, M.-W., and Kiciman, E. To link or not to link?

a study on end-to-end tweet entity linking. In Human Language Tech-

nologies: Conference of the North American Chapter of the Associa-

tion of Computational Linguistics, Proceedings, Atlanta, USA (2013),

pp. 1020–1030.

[55] Habib, M. B., and Keulen, M. Unsupervised improvement of

named entity extraction in short informal context using disambigua-

tion clues. 1–10.

[56] Habib, M. B., and van Keulen, M. Need4tweet: A twitterbot for

tweets named entity extraction and disambiguation. 31–36.

134



[57] Hachey, B., Radford, W., Nothman, J., Honnibal, M., and

Curran, J. R. Evaluating entity linking with wikipedia. Artificial

intelligence 194 (2013), 130–150.

[58] Hanisch, D., Fundel, K., Mevissen, H.-T., Zimmer, R., and

Fluck, J. Prominer: rule-based protein and gene entity recognition.

BMC bioinformatics 6, Suppl 1 (2005), S14.

[59] Hasegawa, T., Sekine, S., and Grishman, R. Discovering rela-

tions among named entities from large corpora. In Proceedings of the

42nd Annual Meeting on Association for Computational Linguistics,

Barcelona, Spain (2004), Association for Computational Linguistics,

p. 415.

[60] Hoffart, J., Seufert, S., Nguyen, D. B., Theobald, M., and

Weikum, G. Kore: keyphrase overlap relatedness for entity disam-

biguation. In Proceedings of the 21st ACM International Conference

on Information and Knowledge Management, CIKM’12, Maui, USA

(2012), ACM, pp. 545–554.

[61] Hoffart, J., Yosef, M. A., Bordino, I., Fürstenau, H.,

Pinkal, M., Spaniol, M., Taneva, B., Thater, S., and

Weikum, G. Robust disambiguation of named entities in text. In Pro-

ceedings of the Conference on Empirical Methods in Natural Language

Processing EMNLP, Edinburgh, UK (2011), Association for Computa-

tional Linguistics, pp. 782–792.

[62] Hua, W., Zheng, K., and Zhou, X. Microblog entity linking with

social temporal context. In Proceedings of the 2015 ACM SIGMOD In-

ternational Conference on Management of Data, Melbourne, Australia

(2015), ACM, pp. 1761–1775.

[63] Huang, H., Heck, L., and Ji, H. Leveraging deep neural

networks and knowledge graphs for entity disambiguation. CoRR

abs/1504.07678 (2015).

[64] Jaro, M. A. Probabilistic linkage of large public health data files.

Statistics in medicine 14, 5-7 (1995), 491–498.

135



[65] Karatay, D., and Karagoz, P. User interest modeling in twitter

with named entity recognition. 17–20.

[66] Kouloumpis, E., Wilson, T., and Moore, J. D. Twitter senti-

ment analysis: The good the bad and the omg! 538–541.

[67] Kozareva, Z. Bootstrapping named entity recognition with automat-

ically generated gazetteer lists. In Proceedings of the Eleventh Con-

ference of the European Chapter of the Association for Computational

Linguistics EACL, Trento, Italy (2006), Association for Computational

Linguistics, pp. 15–21.

[68] Kulkarni, S., Singh, A., Ramakrishnan, G., and

Chakrabarti, S. Collective annotation of wikipedia entities in

web text. In Proceedings of the 15th ACM SIGKDD International

Conference on Knowledge Discovery and Data Mining, Paris, France

(2009), ACM, pp. 457–466.

[69] Lafferty, J. D., McCallum, A., and Pereira, F. C. N. Con-

ditional random fields: Probabilistic models for segmenting and la-

beling sequence data. In Proceedings of the Eighteenth International

Conference on Machine Learning (ICML), Williamstown, USA (2001),

pp. 282–289.

[70] Landwehr, N., Hall, M., and Frank, E. Logistic model trees.

Machine learning (2005), 161–205.

[71] Li, C., Weng, J., He, Q., Yao, Y., Datta, A., Sun, A.,

and Lee, B.-S. Twiner: named entity recognition in targeted twit-

ter stream. In The 35th International ACM SIGIR conference on

research and development in Information Retrieval, Portland, USA

(2012), pp. 721–730.

[72] Li, W., and McCallum, A. Rapid development of hindi named

entity recognition using conditional random fields and feature induc-

tion. ACM Transactions on Asian Language Information Processing

(TALIP) 2, 3 (2003), 290–294.

136



[73] Liu, X., Li, Y., Wu, H., Zhou, M., Wei, F., and Lu, Y. Entity

linking for tweets. In Proceedings of the 51st Annual Meeting of the

Association for Computational Linguistics, (ACL), Bulgaria, Volume

1 (2013), pp. 1304–1311.

[74] Liu, X., Zhang, S., Wei, F., and Zhou, M. Recognizing named en-

tities in tweets. In Proceedings of the 49th Annual Meeting of the Asso-

ciation for Computational Linguistics: Human Language Technologies-

Volume 1, (ACL), Portland, USA (2011), pp. 359–367.

[75] Locke, B. W. Named entity recognition: Adapting to microblogging.

[76] Maynard, D., Tablan, V., Ursu, C., Cunningham, H., and

Wilks, Y. Named entity recognition from diverse text types. In

In Recent Advances in Natural Language Processing 2001 Conference,

Tzigov Chark (2001), pp. 257–274.

[77] Mccallum, A. A comparison of event models for naive bayes text

classification. In AAAI-98 Workshop on Learning for Text Categoriza-

tion (1998).

[78] McCallum, A., Freitag, D., and Pereira, F. C. Maximum

entropy markov models for information extraction and segmentation.

In Proceedings of the Seventeenth International Conference on Machine

Learning (ICML), Stanford University, USA (2000), vol. 17, pp. 591–

598.

[79] McCallum, A., and Li, W. Early results for named entity recog-

nition with conditional random fields, feature induction and web-

enhanced lexicons. In Proceedings of the Seventh Conference on Natural

Language Learning, CoNLL, Held in cooperation with HLT-NAACL,

Edmonton, Canada (2003), Association for Computational Linguistics,

pp. 188–191.

[80] Meij, E., Weerkamp, W., and de Rijke, M. Adding semantics to

microblog posts. In Proceedings of the Fifth International Conference

on Web Search and Data Mining WSDM, Seattle, USA (2012), pp. 563–

572.

137



[81] Miller, G. A., Beckwith, R., Fellbaum, C., Gross, D., and

Miller, K. J. Introduction to wordnet: An on-line lexical database.

International journal of lexicography 3, 4 (1990), 235–244.

[82] Minkov, E., Wang, R. C., and Cohen, W. W. Extracting per-

sonal names from email: applying named entity recognition to informal

text. In Proceedings of the conference on Human Language Technology

and Empirical Methods in Natural Language Processing HLT/EMNLP,

Vancouver, Canada (2005), Association for Computational Linguistics,

pp. 443–450.

[83] Mooney, R. J., and Bunescu, R. C. Subsequence kernels for rela-

tion extraction. In Advances in Neural Information Processing Systems

NIPS, Vancouver, Canada (2005), pp. 171–178.

[84] Moro, A., Raganato, A., and Navigli, R. Entity linking meets

word sense disambiguation: a unified approach. Transactions of the

Association for Computational Linguistics 2 (2014), 231–244.

[85] Nadeau, D., and Sekine, S. A survey of named entity recognition

and classification. Lingvisticae Investigationes 30, 1 (2007), 3–26.

[86] Nadeau, D., Turney, P., and Matwin, S. Unsupervised named-

entity recognition: Generating gazetteers and resolving ambiguity. 266–

277.

[87] Navigli, R., Jurgens, D., and Vannella, D. Semeval-2013 task

12: Multilingual word sense disambiguation. In Proceedings of the 7th

International Workshop on Semantic Evaluation, SemEval@NAACL-

HLT 2013, Atlanta, USA (2013), pp. 222–231.

[88] Navigli, R., Litkowski, K. C., and Hargraves, O. Semeval-

2007 task 07: Coarse-grained english all-words task. In Proceed-

ings of the 4th International Workshop on Semantic Evaluations Se-

mEval@ACL, Prague, Czech Republic (2007), Association for Compu-

tational Linguistics, pp. 30–35.

138



[89] Navigli, R., and Ponzetto, S. P. Babelnet: Building a very large

multilingual semantic network. In Proceedings of the 48th annual meet-

ing of the Association for Computational Linguistics, Sweden (2010),

Association for Computational Linguistics, pp. 216–225.

[90] Nothman, J., Ringland, N., Radford, W., Murphy, T., and

Curran, J. R. Learning multilingual named entity recognition from

wikipedia. Artificial Intelligence 194 (2013), 151–175.

[91] Pak, A., and Paroubek, P. Twitter as a corpus for sentiment

analysis and opinion mining. In Proceedings of the International Con-

ference on Language Resources and Evaluation, (LREC), Malta (2010),

pp. 1320–1326.

[92] Pan, S. J., and Yang, Q. A survey on transfer learning. IEEE

Transactions on knowledge and data engineering (2010), 1345–1359.

[93] Pearl, J. Probabilistic reasoning in intelligent systems: networks of

plausible inference. Morgan Kaufmann, 1988.

[94] Phelan, O., McCarthy, K., and Smyth, B. Using twitter to

recommend real-time topical news. In Proceedings of the 2009 (ACM)

Conference on Recommender Systems, RecSys, New York, USA (2009),

pp. 385–388.

[95] Pradhan, S. S., Loper, E., Dligach, D., and Palmer, M.

Semeval-2007 task 17: English lexical sample, srl and all words. In

Proceedings of the 4th International Workshop on Semantic Evalua-

tions SemEval@ACL, Prague, Czech Republic (2007), Association for

Computational Linguistics, pp. 87–92.

[96] Ramage, D., Hall, D., Nallapati, R., and Manning, C. D.

Labeled lda: A supervised topic model for credit attribution in multi-

labeled corpora. In Proceedings of the Conference on Empirical Methods

in Natural Language Processing, (EMNLP), Singapore (2009), Associ-

ation for Computational Linguistics, pp. 248–256.

139



[97] Ramshaw, L. A., and Marcus, M. P. Text chunking using

transformation-based learning. CoRR cmp-lg/9505040 (1995).

[98] Rao, D., McNamee, P., and Dredze, M. Entity linking: Finding

extracted entities in a knowledge base. In Multi-source, multilingual

information extraction and summarization. Springer, 2013, pp. 93–115.

[99] Ratinov, L., Roth, D., Downey, D., and Anderson, M. Local

and global algorithms for disambiguation to wikipedia. In Proceed-

ings of the 49th Annual Meeting of the Association for Computational

Linguistics: Human Language Technologies-Volume 1, Portland, USA

(2011), pp. 1375–1384.

[100] Rau, L. F. Extracting company names from text. In Proceedings

of the Seventh IEEE Conference on Artificial Intelligence Applications

(1991), vol. 1, pp. 29–32.

[101] Riloff, E., Jones, R., et al. Learning dictionaries for informa-

tion extraction by multi-level bootstrapping. In Proceedings of the Six-

teenth National Conference on Artificial Intelligence and Eleventh Con-

ference on Innovative Applications of Artificial Intelligence, Florida,

USA. (1999), pp. 474–479.

[102] Ritter, A., Clark, S., Mausam, and Etzioni, O. Named entity

recognition in tweets: An experimental study. In Proceedings of the

2011 Conference on Empirical Methods in Natural Language Process-

ing, (EMNLP), Edinburgh, UK (2011), pp. 1524–1534.

[103] Ritter, A., Etzioni, O., Clark, S., et al. Open domain event

extraction from twitter. In Proceedings of the 18th ACM SIGKDD

international conference on Knowledge Discovery and Data Mining,

Beijing, China (2012), pp. 1104–1112.

[104] Rizzo, G., Cano, A. E., Pereira, B., and Varga, A. Making

sense of microposts (# microposts2015) named entity recognition &

linking challenge. pp. 44–53.

140



[105] Rizzo, G., and Troncy, R. Nerd: evaluating named entity recog-

nition tools in the web of data.

[106] Rizzo, G., and Troncy, R. Nerd: a framework for unifying named

entity recognition and disambiguation extraction tools. In 13th Con-

ference of the European Chapter of the Association for Computational

Linguistics (EACL), France (2012), pp. 73–76.

[107] Rizzo, G., van Erp, M., Plu, J., and Troncy, R. Making sense

of microposts (#microposts2016) named entity recognition and linking

(NEEL) challenge. In Proceedings of the 6th Workshop on ’Making

Sense of Microposts’ co-located with the 25th International World Wide
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