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Introduction

Germanium has been the subject of a renewed interest as a promising material
for future electronic devices. In particular its integration as channel material within
Complementary-Metal-Oxide-Semiconductor (CMOS) architectures, the most widespread
technology of integrated circuits, would be beneficial in terms of speed and energy per-
formance.
Germanium is not new to the semiconductor industry. The early days of electronics, in-
deed, involved almost only Ge diodes and Bipolar Junction Transistor technology. Silicon
took over as the dominant material in electronics after the discovery of the SiO2 passiva-
tion of the interfaces and the planar Metal Oxide Semiconductor Field Effect Transistor
(MOSFET).
What hindered the development of Ge was the poor characteristics of its oxide, contrasting
the excellent properties of the Si/SiO2. GeO2 is quite unstable, it is prone to form com-
pounds with different stoichiometry, and it is dissolved by water. Defects at the Ge/GeO2interface are not readily passivated and the standard Forming Gas Annealing adapted
from the silicon process flow is ineffective. Therefore, the realization of performance gains
is strictly bound to the physical identification of the interface traps and the development
of new passivation strategies.

Context
Transistor scaling has been the driving force in semiconductor industry ability to increase
exponentially the performance of the devices since the early ’70s. The number of compo-
nents per chip has doubled every two years along more than forty years and this historical
trend has become known as ”Moore’s law” (Moore, 1965). The total chip size needs to be
within practical limits, and the growth in terms of components can be achieved by con-
tinuous downscaling of the dimension of the building units. In terms of Moore’s law, the
gate length scales as ≈ 1/√2 every two years. The continuous increase in the integration
density was made possible by a dimensional scaling described by Dennard et al. (1974)
and illustrated in Fig. 1: in CMOS technology, reducing the critical dimensions while
keeping the electrical field constant, higher speed and a reduced power consumption are
obtained at the same time.

To keep up with the trend as atomic dimension are nudging, new materials need
to be incorporated into the devices and new transistor concepts must be applied. This
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Figure 1: Constant field scaling theory de-
scribed by Dennard et al. (1974). Reduction
in transistor size benefits operation speed
and power consumption (ITRS).

approach is within the framework of Moore’s law and is labeled ”More Moore”. A com-
plementary view identified by the expression ”More than Moore” is under development
in the last years, aiming at functional diversification. This aims at extending the applica-
tion of integrated circuits, beyond logic and memory, to the interaction with the outside
environment. The heterogeneous integration of digital and non-digital worlds into com-
pact systems involve micro-mechanical systems, analog and mixed signal processing units,
high performance capacitors, micro-fluidics devices, to bring together on the same plat-
form different functionalities such as movement and magnetic field detection, microwave
band communication, energy storage, and biological application such as DNA detection
and sequencing.
Germanium as a Booster for Future Electronic Devices
In a more Moore approach, mobility is an essential parameter to improve the efficiency of
MOSFET devices. Strain engineering has been applied to silicon channels since 2003
to increase drive current and, ultimately, speed (Thompson and Parthasarathy, 2006).
Germanium, on the other hand, possesses an intrinsic high mobility for electrons and one
of the highest hole mobilities among widespread semiconductors as shown in Fig. 2.
(Pillarisetty, 2011).

Figure 1 | �e mobility landscape of semiconductors. �e bulk mobility 
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Figure 2: Bulk mobility and bandgap for
mainstream group IV and III-V semiconduc-
tors. Filled symbols indicate electron and
open symbols indicate hole mobility, respec-
tively. Adapted from (Pillarisetty, 2011).
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Moreover, the comparatively small bandgap of Ge enables low operating voltage with
beneficial effect on the power consumption and heat generation. On the other hand, the
bandgap is not too small, and low off-state leakage current may be achieved by careful
device structure design.

Additionally, germanium is easier to integrate on the silicon platform with respect to
III-V compounds and it raises less stringent requirements from the health and environ-
mental points of view. These are needed considerations in a Very Large-Scale Integration
(VLSI) implementation. The main issue is represented by the lattice mismatch between
Si and Ge, but it can be addressed by means of graded SiGe alloys as buffer layers.

Furthermore, germanium is a promise in the ”More than Moore” approach, too. The
higher hole mobility, long spin coherence time, and accessibility to the direct gap would
benefit spintronics, photonics, photovoltaics, and optoelectronics applications (Xiang et al.,
2006; Jain et al., 2012; Assefa et al., 2010; Kouvetakis and Chizmeshya, 2007).
The Interface Issue
Ge oxides exist in different stoichometry and atomic structures. Most are soluble in water
and for this reason old Ge diodes were enclosed in a glass shell. An example is shown
in Fig. 3. In addition to poor chemical stability, germanium oxide capping results in a

Figure 3: Point contact Ge diode (1S32,
Toshiba), 1970s.

high density of electrically active centers at the interface. Carrier trapping and Coulomb
scattering by these defects is particularly detrimental for mobility and the exceptional
properties of electronic transport observed in bulk Ge are not retained at the surface.
Interface traps in Si are effectively suppressed by hydrogen and the device fabrication
process routinely includes a Forming Gas Anneal (FGA, a mixture of N2 and H2).But, in Ge the FGA is not successful. Fortunately, the story is not over. Moore’s law
scaling pace already pushed for the replacement of SiO2 as insulating material in the
mainstream Si technology. Alternative oxides have been studied extensively in the recent
years to ensure high electric insulation while shrinking the thickness of the insulator
in the constant field scaling framework. The two contrasting requirements are met by
employing materials with a high dielectric permittivity (indicated conventionally by κ)
to ensure an efficient capacitive coupling between the channel and the gate electrode
with comparatively large thickness t (C ∼ κ/t). These high-κ materials can bring the
stability and the robustness to the insulating layer in Ge devices, but the minimization
of interface defects either by intrinsic interface quality or by post deposition passivation
remains an open question. It is apparent that deeper investigations at a fundamental level
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Figure 4: Pictorial representation of the is-
sues in high-κ integration on high mobility
substrates. From top: interface roughness,
intermixing and fixed charges in the gate ox-
ide stack, structural or chemical inhomogene-
ity within the oxide resulting in differences in
dielectric constant, fixed charges in the inter-
face layer, carrier trapping, roughness at the
semiconductor interface. After Molle et al.
(2010).

are required to improve the knowledge on the physical properties of the interface defects
occurring at Ge interfaces.

Goal of the Thesis
Starting from the recent success in the identification of electrically active defects in
several examples of germanium – oxides interfaces by Electrically Detected Magnetic
Resonance (edmr) spectroscopy (Baldovino et al., 2008, 2010), and supported by a long
list of achievements obtained by this technique in the study of silicon – oxides interfaces
(Fanciulli et al., 2005), the thesis aims at the investigation of the fundamental properties
of the defects located at the interfaces between germanium and oxides of technological
interest. It must be stressed that the main goal of the present work is not interface op-
timization (although many outcomes here reached can be exploited in this respect), but
rather the gain of a deeper knowledge on the defect structure and the interaction of the
electrically active traps with carriers and passivating agents.

In this respect, edmr spectroscopy has unique advantages as it brings together the
investigation of structural properties inherited from Electron Paramagnetic Resonance
(epr), and the sensitivity of electrical techniques. Still, edmr lacks the ability to charac-
terize the defect in terms of energetic positioning within the bandgap and the technique is
complemented by admittance spectroscopy measurements on Metal Oxide Semiconductor
capacitors.

Structure of the Thesis
Chapter 1 is a condensed presentation of the theory at the basis of the admittance spec-
troscopy and electron spin resonance, and the theoretical foundations of the interpretation
of the experimental outcomes. Additional details on the experimental techniques and on
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sample preparation are given in chapter 2. Chapter 3 briefly resumes the latest exper-
imental evidences and the general knowledge on the interface defects occurring at the
(001) oriented germanium – oxides interfaces, as it was at the beginning of the thesis.
Then the new results of edmr measurements on (111) oriented substrates and the first
interpretation are discussed, in view of the subsequent investigations with purely electri-
cal techniques. An extensive account of the experimental outcomes yielded by admittance
spectroscopy on the different samples is given in chapter 4. Finally, a comprehensive
discussion of the overall amount of experimental results is provided in chapter 5. Closing
remarks and future perspective are outlined in chapter 6.
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Foundations 1
And God said

∇ ·D = ρ
∇ · B = 0
∇× E = −∂B

∂t
∇ × B = µ0

(
J + ε0 ∂E

∂t
)

and there was light
Brent Meeker

In this chapter the relevant semiconductor physics is introduced, in order to establish
a common ground of definitions and conventions for the development of the thesis.

1.1 Semiconductor Physics
The most important concept to understand semiconductor materials and devices is the
presence of electron energy levels grouped into bands separated by a forbidden energy
region called energy gap (or bandgap). The two bands that play a role in electrical
conduction are referred to as valence band (VB), mostly filled lower band, and conduction
band (CB), almost empty higher lying band. A clever trick to simplify the mathematical
treatment is to consider the VB as mostly empty of holes. These new entities represent the
lack of electrons. Electronic transport properties depend on the free carrier concentration
in the two bands. Temperature, doping, and illumination, all affect transport properties.
The interface, which is of course unavoidable in real life, introduces a wealth of additional
phenomena and interesting physics.
Energy bands
From the point of view of quantum mechanics electrons in a semiconductor can be regarded
as travelling waves and the interaction with the ion cores of the lattice leads to constructive
and destructive interference leading to the creation of an energy gap between the top
of the VB and the bottom of the CB as anticipated above. The relationship between
energy E and wave-vector k of the carriers is called band structure. In the specific case

1
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of Germanium, shown in Fig. 1.1, the VB maximum EV is at the Γ point (0,0,0) of the
reciprocal space, while the CB minimum EC occurs at the L point (1,1,1). Due to this
peculiar configuration, Ge is a so-called indirect gap semiconductor. The VB maximum
is formed by an upper four-fold degenerate level, and a lower two-fold degenerate level.
Away from Γ, the upper band splits into two-fold degenerate bands, denominated light-
and heavy-holes band. The lower band is called split-off band and it is separated from
the upper bands by the spin-orbit interaction. With reference to the CB, the position of
the minimum at the L point implies that there are four distinct wave-vectors1 describing
the states at energy EC . Fig. 1.2 reveals that, in close proximity of the L points, the
iso-energy surfaces in the band structure outline four regions, termed valleys.
Usually, electrons occupy the lower part of the CB and in the same way holes are
found only close to the VB maximum. Near the band edges the band structure can be
approximated by a quadratic equation (Sze and Ng, 2006; Schroder, 2006; Nicollian and
Brews, 2003):

E (ki) = ~2k2j
2m∗i,j ; 1

m∗i,j ≡
1
~2

∂2E
∂ki∂kj (1.1)

The quantity m∗i,j is termed effective mass.
E = 0 66 eV
EX = 1 2 eV
EΓ1 = 0 8 eV
EΓ2 = 3 22 eV
∆E = 0 85 eV
ESO = 0 29 eV

300 KEnergy

Wave vector
Heavy holes

Light holes
Split-off band

EEX
EΓ1EΓ2∆E

ESO
001 111

Figure 1.1: Band structure of Ge.
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Figure 1.2: Valleys in Ge CB. Constant
energy surfaces, approximated by ellip-
soids, are shown about the CB minima.

Under these conditions the density of quantum states per unit volume per unit energy
can be written as

MC (E ) = GC
√2
π2

m3/2de
~3 (E − EC )1/2 (1.2)

considering a number GC of equivalent minima in the CB, and

MV (E ) =
√2
π2

m3/2dh
~3 (EV − E )1/2 (1.3)

in the VB. mde and mdh are the appropriate density-of-state effective masses.
1as the minima occur exactly at the Brillouin zone boundary, they are shared by two Bril-

louin zones. In other words, in the reduced zone scheme the eight points of the reciprocal lattice
(1, 1, 1), (1̄, 1̄, 1̄); (1, 1, 1̄), (1̄, 1̄, 1); (1, 1̄, 1), (1̄, 1, 1̄); (1̄, 1, 1), (1, 1̄, 1̄) can be considered as pairs defining just
four distinct points.
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Ideally at 0 K the VB is completely full and the CB is empty, no carrier flow is
possible even when an electric field is applied. However, at finite temperatures a number
of electron-hole pairs are present due to thermal excitation. At the thermodynamical
equilibrium, the distribution of the carriers among the bands is given by the Fermi-Dirac
distribution (Born et al., 1989). This state is characterized by an invariance in time of the
measurable macroscopic quantities that describe the isolated system, such as temperature,
volume, potential, and charge. In thermodynamics, the equilibrium state minimizes the free
energy of the system, or maximizes the randomness in the distribution of the particles
in the language of statistical mechanics. Mathematically, the Fermi-Dirac distribution
function fn is the probability that an energy level E is occupied by an electron and can
be written in the form

fn(E − µ) = 1
1 + exp

(E − µ
kBT

) (1.4)

where kB = 8.61733 · 10−5 eV/K is the Boltzmann’s constant and µ is the chemical
potential, often referred to as the quasi-Fermi level q.f.l.. For T = 0 K, the chemical
potential coincides with the Fermi level EF , the energy at which a state has a probability
1/2 of being occupied. When no electric field is applied, the thermodynamical equilibrium
condition implies a constant µ throughout the sample volume.
The probability that a level E is vacant (or equivalently, that it is occupied by a hole), is
fp = 1− fn(2)

fp(µ − E ) = 1
1 + exp

(µ − E
kBT

) (1.5)

When the chemical potential is many kBT far from either the band edges, the Fermi-Dirac
distribution is adequately approximated by the Maxwell-Boltzmann distribution and the
system is said to be nondegenerate.

The total density of electrons in the CB is given by
n =

∫ ∞
EC

MC (E )fn(E − µ)dE (1.6)

and similarly for holes in the VB

p =
∫ EV
∞

MV (E )fp(µ − E )dE (1.7)
In the nondegenerate case and in the parabolic band approximation of Eq. 1.1, n and p
read

n = M∗C exp
(
−EC − µkBT

)
p = M∗V exp

(
−µ − EVkBT

)
(1.8)

2the subscripts n and p are taken from the names of n- and p-type used to indicate the two types of
doping of the semiconductors, with the first having electrons prevailing and holes the second. The names
have been coined when it was observed that if a metal whisker was pressed against a p-type material,
forming a Schottky barrier diode, a positive bias was required on the semiconductor to produce a noticeable
current. Conversely a negative bias was required on an n-type material to produce a large current (Riordan
and Hoddeson, 1997).
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where M∗C = GC2/~3(mdekBT /π)3/2 and M∗V = 2/~3(mdhkBT /π)3/2. From a carrier den-
sity standpoint, the CB and VB can be regarded as two single levels of effective density
M∗C and M∗V located at EC and EV , respectively. In the case of Ge, the effective density of
states is M∗C = 1.98 ·1015T 3/2 (cm−3) in the CB and M∗V = 9.6 ·1014T 3/2 (cm−3) in the VB.

The position of the chemical potential can be calculated by requiring charge neutrality
n = p in intrinsic semiconductor:

µ = EC + EV
2 + kBT

2 log M∗VM∗C ≡ Ei (1.9)
Ei ≈ Eg/2 is often referred to as the intrinsic quasi-Fermi level. The intrinsic carrier
concentration, ni = √pn in intrinsic material, can be written as

ni =
√
M∗CM∗V exp

(
− Eg

2kBT
)

(1.10)

The relation above shows that the so called pn product pn = n2i is independent of µ
and independent of individual values of p and n3. Eq. 1.10 allows to rewrite the carrier
density in the bands as

n = ni exp
(µ − Ei

kBT
)

p = ni exp
(Ei − µ

kBT
)

(1.11)
The energy gap Eg of semiconductors is a function of the temperature T and can be

expressed by a universal function known as Varshni’s law (Varshni, 1967):

Eg = E0 − αT 2
T − β (1.12)

In the case of Ge best values of the parameters are E0 = 0.742 eV, α = 4.8 · 10−4 eV/K,
and β = 235K. The energy gap is also a function of the pressure.

When impurities are introduced inside a semiconductor, additional energy levels are
introduced. These levels usually lie inside the gap and the impurities are termed donors
if are neutral when the level is filled by an electron and positive if empty. Impurities
are termed acceptors if are neutral when the level is empty and negative if filled by an
electron. The position of the energy level determines the fraction of dopants being ionized.
The energy separation from the band of the most common dopants in Ge are shown in
Tab. 1.1. Since these ionization energies are small compared to thermal energy kBT ,
shallow dopants can be considered completely ionized at room temperature.

The energy-distribution function in the case of doped semiconductors can be derived
using the maximum probability method, following the elegant approach of Look (1981)4.
Electrons in the band states or in atomic impurity states are considered as particles in
separate ”boxes” and, provided that electrons in different boxes interact only weakly with
each other, the problem is reduced to finding the number of distinguishable ways that a

3the relation is of general validity, also in doped semiconductors, and it is an expression of the mass-
action law.

4this method can also be used to derive the Fermi-Dirac distribution function for the carriers in the
bands.



Chapter 1. Foundations 5

donor As P Sb Bi
ED (eV) 0.014 0.013 0.010 0.013
acceptor Al B Ga In
EA (eV) 0.011 0.011 0.011 0.012

Table 1.1: Ionization energies of shallow donors and acceptors in Ge. Energies are in eV

given number of particles can be distributed among a given number of boxes. According
to the maximum probability principle, the particles will distribute themselves among the
boxes so as to allow the maximum number of combinations, consistent with macroscopic
requirements. In other words, the electrons will distribute among the possible energy
levels in such a way that as much eigenstates as possible can be written for the whole
system, consistent with a given total energy5.
In the case of impurity atoms with levels in the energy gap, a box represents an s state
which can hold both spin-up and spin-down electrons. The total number of distinguishable
ways W that electrons can be arranged among N impurities per unit volume is given by

W = 2n1N!
n0!n1!n2! (1.13)

where n0, n1, and n2 is the density of impurities with 0, 1, and 2 electrons respectively.
For single electron occupation of the level, there are two distinguishable states due to the
spin degree of freedom giving the factor 2n1 . The constraints imposed by the macroscopic
requirements are

n0 + n1 + n2 = N total number of impurities per unit volume
n1 + 2n2 + n = nt total number of electrons per unit volume

E1n1 + E2n2 + ECn = Et total energy
(1.14)

E1 and E2 are the energy levels of the singly occupied and doubly occupied state, re-
spectively. The term level describes part of the energy difference between two states of
the system comprising the ”box” and the reservoir. The energy change in the transition
is given by El − µ, where µ is the energy per particle of the reservoir called chemical
potential. Usually, E2 > 2E1 because of Coulomb repulsion6. E0 is presumed to be
degenerate with the VB and is taken as the zero point. In order to find the set of nk

5by assuming only weak interactions among electrons in different boxes, the eigenstates for the whole
system can be written as the properly symmetrized product of the individual eigenstates.

6the converse is true for negative-U centers



Chapter 1. Foundations 6

which maximizes W , the Lagrange multipliers method is employed, obtaining
n0 = N

1 + 2 exp
(−E1 + µ

kBT
)

+ exp
(−E2 + 2µ

kBT
)

n1 = N
1 + 1

2 exp
(E1 − µ

kBT
)

+ 1
2 exp

(E1 − E2 + 2µ
kBT

)

n2 = N
1 + exp

(E2 − 2µ
kBT

)
+ 2 exp

(E2 − E1 − µ
kBT

)

(1.15)
where the Lagrange multipliers have been identified with the chemical potential µ and
the thermal energy kBT . From the strong repulsive Coulomb interaction between two
electrons on the same atom, E2 � E1 is expected, giving

n1 ≈ N
1 + 1

2 exp
(E1 − µ

kBT
) (1.16)

In the following, the number of electrons bound to donors n1 will be denoted by nD for
consistency with the majority of the literature. In the same way, N will be replaced by
ND and E1 by ED :

nD = ND
1 + 1

2 exp
(ED − µ

kBT
) (1.17)

Repeating the derivation in the case of acceptors, the density of holes bound to acceptors
pA is given by

pA = NA
1 + 2 exp

(µ − EA
kBT

) (1.18)

The position of the chemical potential can be found again from the condition of charge
neutrality. Writing the density of negative charges on the left side and the density of
positive charges on the right, results

n+NA − pA = p+ pA +ND (1.19)
Normally the dopant levels are shallow and in most applications, when T > 30 K for Ge,
they can be considered fully ionized so that nD = pA = 0. Recalling the equilibrium
condition pn = n2i it is possible to write

µ =Ei + kBT log ND
ni n-type

µ =Ei − kBT log NA
ni p-type

(1.20)
assuming that ND � NA in n-type and NA � ND in p-type semiconductor. The trend
of the chemical potential positioning in Ge, varying temperature and donor or acceptor
concentration, is shown in Fig. 1.3.
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Figure 1.3: Chemical potential as a function of temperature with impurity concentration as
parameter for germanium. Curves in color are calculated for selected doping concentration
using Eq. 1.20. Intrinsic energy level Ei is calculated from Eq. 1.9. The variation of Ge
bandgap with temperature, also included, is calculated from Eq. 1.12.

Electronic transport properties
An electron excited into the CB is free to move around the crystal under the influence of
thermal agitation. In the same way, thanks to the deficiency created in the VB, electrons
are free to rearrange and the positive charge left in the band – the hole – moves subjected
to the same thermal agitation. The velocity associated with thermal motion, called thermal
velocity, can be expressed by √3kBT

m∗ (1.21)
Carriers can thus alter their momentum interacting with the lattice, through different
mechanisms (Gold and Dolgopolov, 1986) such as phonon scattering, Coulomb scattering
(Stern and Howard, 1967), and surface roughness scattering (Matsumoto, 1974). If an
electric field E is applied, then carriers are accelerated between collisions. Defining the
momentum relaxation time τk as the effective time for a carrier to lose memory of the
previous momentum state, the drift velocity vd is given by

vd = Qτk
m∗ E (1.22)

where m∗ is the effective mass and Q is the charge of the particle, namely Q = −q =
−1.6022 · 10−19 C in the case of electrons and Q = q in the case of holes. Electron
mobilities µe and µh can be defined for electrons and holes respectively

µe,h ≡ ±qτkm∗e,h (1.23)

Eq. 1.22 can be rewritten in a simplified form as ve,h = ±µe,hE . Drift current densities
Jdrifte,h are defined accordingly:

Jdrift = Jdrifte + Jdrifth = q(µen+ µhp)E (1.24)
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Figure 1.4: The basic processes involved in
recombination by trapping: (a) electron cap-
ture, (b) electron emission, (c) hole capture,
(d) hole emission. The energy level of the
trap is indicated by ET . Generation, recom-
bination and trapping are described in the
text.

By defining the conductivity σ ≡ q(µen+ µhp) and the resistivity ρ = σ−1, it is possible
to write

Jdrift = σE = Eρ (1.25)
(Ohm’s law).
Trapping centers
In the previous part of this chapter, shallow centers have been described. Being either
donor or acceptors, the main effect on the semiconductor is to provide carriers, altering
the position of the chemical potential, and promote conduction. Another class of centers
is represented by deep level impurities, introducing stronger perturbation in the periodic
crystal potential resulting in localized levels at lower depth inside the energy gap. In
the bulk, metallic impurities or crystal imperfections such as dislocations, stacking faults,
vacancies, interstitials, or precipitates are usually deep level centers. They mediate carrier
recombination and generation, for this reason such defects are often called generation-
recombination (G −R ) centers or traps. The mathematical description of these processes
has been put forward by Shockley, Read and Hall (Shockley and Jr, 1952; Hall, 1952).
Fig. 1.4 shows the steps involved in hole and electron recombination and generation at
a center with energy level ET inside the gap. The process shown in (a) is an electron
capture event, characterized by the capture coefficient cn. Rigorously speaking, cn(E )
depends on the electron energy. For an electron possessing an energy in the range
dE , with thermal velocity vth, and a trap characterized by a capture cross section σn,the capture coefficient is the average of the product vth × σn over the states of energy
[E, E + dE ]:

cn(E ) = 〈σnvth〉E (1.26)
After the electron capture, the center can either emit the electron back to the CB, as
shown in (b), within an emission time en, or capture a hole from the VB, as shown in
(d). The last event is characterized by the capture coefficient cp. Similarly to Eq. 1.26,
cp(E ) = 〈σpvth〉E holds. Alternatively, when the center is occupied by a hole it can emit
the hole back to the VB, as shown in (c), within a time constant ep. A generation event is
process (b) followed by process (d), while a recombination event is process (a) followed
by process (c). When (a) is followed by (b) or (c) is followed by (d), the carrier is captured
and subsequently emitted to the same band, and this event is called trapping (this is the
reason that the centers are also called traps).
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The physical effects accounted for in the model by Shockley, Read and Hall arise
from the statistics of the events described in Fig. 1.4, with the rate of these processes
assumed to be limited by the availability of electrons and holes for the capture. Other
possible limiting factor are neglected, such as the time of readjustment of the electron in
the trap after the capture (de-excitation).
The mathematical description of the statistics governing the processes is contained in
Eq. 1.15. In the limit E2 � E1, which applies to many conventional deep traps, it is
convenient to denote the density of singly occupied traps n1 as nT . Similarly, the density
of unoccupied traps n0 is denoted by pT 7. If the system is in thermal equilibrium, the
chemical potential of the traps and the chemical potential of the carriers coincide. For
this case the principle of detailed balance8 requires that the rate of capture and emission
must be equal and the coefficients of capture and emission involving an electronic level
E satisfy the relation9

en = cn exp
(ET − E

kBT
)

ep = cp exp
(E − ET

kBT
)

(1.27)
In the case of nondegenerate semiconductors, it is possible to integrate on CB electron
states (VB states for holes), to obtain an average value of 〈cn〉 (〈cp〉) over the distribution
fp,n (Eq. 1.4 and 1.5):
〈cn〉 =

∫ ∞
EC

fn(EC − E )cnM∗C (E )dE 〈cp〉 =
∫ EC
∞

fp(E − EV )cpM∗V (E )dE (1.28)
To keep a clean notation, capture coefficients are referred simply as cn,p and the conduc-
tion or valence bands can be considered as individual levels of energy EC,V .

The appropriate rate equations describing the dynamics of the traps can be written
in terms of the fundamental processes depicted in Fig. 1.4:

dn
dt =ennT − cnnpT electron rate of change
dp
dt =eppT − cppnT hole rate of change

dnT
dt =dp

dt −
dn
dt trap occupancy rate of change

(1.29)
Under steady state, the time derivatives vanish yielding

ennT = cnnpT eppT = cppnT (1.30)
The emission time constant is defined as τn,p ≡ 1/en,p and combining Eq. 1.30, 1.11

gives10:
τn = 1

σnvthM∗C exp
(EC − ET

kBT
)

τp = 1
σnvthM∗V exp

(ET − EV
kBT

)
(1.31)

7traps not occupied by an electron can be seen as occupied by a hole. Moreover, as Coulomb repulsion
prevents double occupation, n2 = 0 and pT = N − nT .

8the principle of detailed balance states that under equilibrium conditions each fundamental process and
its inverse must balance, independently of any other process that may be occurring.

9 rigorously, using Eq. 1.15 gives en = 1/2cn exp(ET − E )/kBT , but the factor 1/2 can be incorporated
into the coefficient cn .10see footnote 9.
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1.2 Metal-Oxide-Semiconductor Capacitor
The previous section of this chapter introduced the main concepts and the essential
mathematical description of bulk semiconductor physics. This section covers the interfaces
between semiconductor and insulators that can be found in ideal and real devices. The
study of interfaces opens a richer playground, as attested by the development of the very
sensitive semiconductor characterization techniques it has enabled. In turn, elaborate
theoretical models have evolved from the deepened insight allowing further improvement
in the characterization, in a positive-feedback chain. The Metal-Oxide-Semiconductor
(MOS) system is the simplest and most important test structure, since the emergence of
integrate circuits based on MOS Field Effect Transistors (MOSFETs). It was originally
proposed as a voltage-dependent varistor (a variable capacitor) in 1959, by Moll (1959)
and by Pfann and Garrett (1959).
After the description of MOS structure and principles of operation, specific consideration
is given to the role of interface defects on device characteristics.
Structure and operation
A simple form of MOS device is shown in Fig. 1.5 (a). It consists in a metal layer (also
called gate) in contact with an insulator (typically an oxide) on top of a semiconductor.
Voltage can be applied on the top gate and it is defined as positive when the metal plate
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Figure 1.5: (a) MOS structure, in its simplest form. (b) Energy-band diagram of ideal
p-type MOS at accumulation, (c) flatband, (d) depletion, and (e) inversion condition.

is positively biased with respect to the semiconductor body.
The equilibrium condition stated in the previous section (µ = const.) has to be restated
for the MOS structure, where systems with different allowed energy levels are brought
into contact. Besides requiring zero net transfer of particles, no energy should be gained
by the transfer to satisfy energy balance. Dealing with charged particles, the electrons,
transfer results in charging of the material, that acquire a potential ψ . The equilibrium
condition when two materials are brought into contact can thus be written as

µ1 − qψ1 = µ2 − qψ2 (1.32)
The quantity µ − qψ is called electrochemical potential.

In an ideal MOS capacitor charges can exist only in the semiconductor and on the
metal gate, with opposite sign and same magnitude. Additionally, the ideal insulator
prevents carrier transport between gate and semiconductor. Thus, excluding short time
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transients due to the charging and discharging of the capacitor, the bias induces only an
electric field in the active region close to the insulator. A p-type semiconductor substrate
is considered in the following. By placing a negative charge at the gate, holes in the
semiconductor are attracted to the interface, as shown in Fig. 1.5 (b), and the MOS
capacitor is said to be in accumulation regime. Removing the negative charges from the
gate, holes flow away from the interface and at a gate bias denominated flatband voltage
VFB , Fig. 1.5 (c), the semiconductor is neutral everywhere. For gate bias positive with
respect to flatband, holes are repelled from the interface and the positive charge at the
gate is balanced by the negative acceptor ions left close to the surface. This is the de-
pletion regime, shown in Fig. 1.5 (d). If the positive bias is increased further, an electron
layer must form at the interface to keep the pn product constant. Fig. 1.5 (e) shows the
MOS capacitor in inversion condition, when n > p at the interface.

The mathematical description corresponding to the picture above is obtained consid-
ering Eq. 1.6, 1.7 and the Poisson equation

∇2ψ = −ρε (1.33)
where ρ is the net charge and ε is the dielectric constant. The absence of current
flow legitimates the use of this limited set of equation, in place of complicated transport
equations. The additional assumption that the density of states in CB and VB is not
changed by the electric field, denominated band-bending approximation, implies that the
only effect throughout the semiconductor is a shift of all the energy levels by a constant
amount qψ(x). Eq. 1.6 and 1.7 can then be written in a more convenient form:

n(x) = ND exp
(qψ(x)
kBT

)
p(x) = NA exp

(
−qψ(x)
kBT

)
(1.34)

To simplify the notation in the following analysis, a second potential φ and the dimen-
sionless quantities u and v are defined:

qφ =µ − Ei
u = qφ

kBT
v = qψ

kBT
(1.35)

ψ and φ are related by the equation ψ(x) = φ(x) − φB , where the subscript B indicate
the bulk value. The various potential are indicated on the energy diagram in Fig. 1.6.

Restricting the treatment to the dimension perpendicular to the surface, Poisson equa-
tion reads: d2φ

dx2 = −ρ(x)εs (1.36)
where the dielectric constant of the semiconductor εs is indicated. The net charge ρ is
obtained considering the free electron and hole density, together with ionized donors and
acceptors:

ρ(x) = q[p(x)− n(x) +ND −NA] (1.37)
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Figure 1.6: Energy diagram of a p-type
MOS capacitor, showing the two potentials
ψ and φ defined in the text.

Combining Eq. 1.34 - 1.36 it is possible to write a dimensionless Poisson equation, valid
in the band-bending approximation (Macdonald, 1962)

d2u
dx2 = sinhu(x)− sinhuB

λ2i
(1.38)

and the quantity
λi =

√εskBT
2q2ni (1.39)

is the intrinsic Debye length. In Ge at room temperature λi ≈ 0.8 µm. Eq. 1.38 can be
integrated in an ideal MOS to obtain
• the electric field at the semiconductor interface:

ES =Sgn(uB − uS )kBTqλi F (uS , uB) , where
F (uS , uB) = √2√(uB − uS ) sinhuB − (coshuB − coshuS ) ,
Sgn(u) = u

|u|
(1.40)

• the surface charge density (from Gauss law):
QS = εsES = Sgn(uB − uS )εsλi

kBT
q E (uS , uB) (1.41)

• the shape of the potential barrier, from the integration of
x
λi =

∫ u
uS

du
E (u, uB) (1.42)
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Further simplification are introduced in the equations above by adopting the depletion
approximation: the charge density in the transition between the space charge region
and the neutral gap is approximated by a step function centered at x = w . The actual
distribution is smoothed on a length scale ≈ λn,p = λi√2ni/N(w), called extrinsic Debye
length. At room temperature, in moderately doped Ge (N ≈ 1016) λn,p ≈ 50 nm. For
comparison, the maximum depletion width in strong inversion calculated with the Lindner
criterion (Lindner, 1962) is wmax ≈ √2λn,p√2.10uB + 2.08, or wmax ≈ 0.26 µm, making
the depletion approximation generally acceptable. The shape of the potential barrier, for
uniform doping concentration N in depletion approximation, is parabolic in x :

ψ =ψS
(1− x

w
)2

ψS =1
2
q
εsNw

2

(1.43)
Having drawn the main equations describing charges and potential inside the MOS,

it is possible to derive the quantities of interest to the standard electrical characteri-
zation: the capacitance C and the conductance G . The static capacitance is defined
as Cstatic ≡ Q/Vg, while the differential capacitance is defined as C ≡ dQ/dVg. Of
the two, the differential capacitance assumed more importance because the most sensi-
tive measurements involve small-signal methods. Small-signal conductance is defined as
G = dQ/dt × 1/V 11. Capacitance and conductance can be considered the components of
a complex quantity called admittance Y = G + ωC . In the following, capacitance and
conductance are expressed per unit area.
The capacitance of the MOS structure can be expressed as the series combination of the
oxide capacitance Cox and the semiconductor capacitance Cs:

C−1 = C−1ox + C−1s (1.44)
The surface potential and gate voltage are related to each other by

Vg = −Vox − ψS = − QsCox − ψS (1.45)
An important experimental parameter affecting the MOS response is the frequency of the
small signal modulation. In the simplest case, the modulation is sufficiently slow to let the
charges (both minority and majority carriers in the semiconductor) follow the potential.
Starting from the definition of differential capacitance, Eq. 1.41, and making use of 1.45,
it is possible to write12

C LFs = −Sgn(uB − uS )εsλi
d

duS
[F (uS , uB)]

= −Sgn(uB − uS )εsλi
sinhuS − sinhuB
F (uS , uB) (1.46)

11G can be regarded as a complex quantity including the mutual phase between charge variation and
voltage stimulus.

12provided that ac changes are so slow that equilibrium is maintained, the ac variation δ/δuS can be
found by differentiation.
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valid in the low frequency (LF) regime. Eq. 1.46, together with Eq. 1.41, 1.44, and 1.45
are a comprehensive description of the ideal MOS capacitor characteristics in the low
frequency limit.

In accumulation and depletion, Cs is given by majority carriers rushing in and out from
the depletion layer, following the ac variation of the surface potential. The time constant
of the majority carriers is of the order of εs/qµn, or ≈ 10−9 s in the depletion region
and ≈ 10−12 s at the depletion edge. Conventional capacitance measurements rarely
exceed MHz frequencies and the response of the majority carriers can be considered
instantaneous.
On the other side, minority carriers are responsible for Cs in inversion. The mechanisms
for minority response to the surface potential modulation involve generation of carriers at
the back contact, diffusion through the semiconductor and drift through the space charge
region; generation and recombination in the depletion layer; supply from nearby sources
(such as p−n junctions). These processes are considerably slower than majority response.
Considering generation recombination (GR) on a trap located at midgap, response time
is given by

τmin = τ√2
(NA
ni
)√

1− vT
uB (1.47)

In Ge at room temperature τmin ≈ 10−2 s, where τ has been estimated ≈ 7·10−4 according
to Eq. 1.31 and vT = 0.
The description of inversion capacitance in the intermediate frequency regime, when the
surface potential variation occurs on the same time scale of minority response, is a difficult
task due to the interplay of different mechanisms and the dependency on the detailed
sample characteristics, such as the response of bulk traps in the bandgap. On the other
hand, a description of MOS capacitance has been developed in the high frequency (HF)
regime, with a broad range of applicability (Brews, 1974). Even though minority carriers
do not respond to high frequency modulation, their dynamics must be taken into account
in the calculation of CHFs . The total number of minority carriers at the semiconductor
interface is determined by the average bias level, as in the low frequency regime, but
carriers undergo a rearrangement in the inversion layer during the each cycle of the ac
potential modulation. When the inversion layer narrows in the positive part of the cycle,
electrons must fill states in the CB at the surface at a higher level than the equilibrium
level. The converse happens during the negative part of the cycle. Such a variation
implies that the chemical potential is formed by an ac and a dc part, with the former
possessing in-phase and out-of-phase components. The derivation proposed by Brews
(1974) gives a semiconductor capacitance in the high frequency regime CHFs , for a p-type
substrate, of the form

CHFs = εs
λp
{

1− e−vS +
( ni
NA

)2 [
(e vS − 1) ∆

1 + ∆ + vS
1 + ∆

]}
×

F−1(vS + uB, uB) (1.48)
where ∆ is approximated13 by

∆ ≈ F (vS + uB, uB)
e vS − 1

[∫ vS
0

e v − e−v − 2v
F3(v + uB, uB)dv − 1

]
(1.49)

13see Appendix V of Nicollian and Brews (2003) for additional details.
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Oxide and interface charges
The previous discussion regarded the ideal MOS capacitor, where the only active charges
are the majority and minority carriers and the fixed dopant ions. Bulk traps have been
considered, but only as sources of minority carriers and, for the purpose of the discus-
sion, could have been located far from the active region. Real devices, however, do have
interface and oxide defects and charges. The aim of this section is to give an account of
the effects of the non-idealities on the MOS characteristics.
Charges associated with the oxide/semiconductor system have been classified under four
categories: interface trapped charges, oxide trapped charges, mobile oxide charges, and
fixed oxide charges. Interface trapped charges Qit are positive or negative charges due
to structural defects, oxidation-induced defects, or metal impurities. These charges are
detrimental for electrical performance of devices because they are in electrical commu-
nication with the underlying substrate. On the other hand, this gives the opportunity to
characterize the centers responsible for the trapping by electrical methods: interface traps
can be charged or discharged according to the position of the surface potential. Oxide
trapped charges Qot are positive or negative charges resulting by trapping of electrons
or holes into the oxide following avalanche injection, Fowler-Nordheim tunneling, or ion-
izing radiation. Mobile oxide charges Qm are caused by ionic impurities that can diffuse
at suitable temperatures or drift due to an electric field. Fixed oxide charges Qf are
usually positive charges related to the oxidation ambient and temperature, cooling con-
dition or substrate surface orientation. Fixed charges are not in electrical communication
with the underlying semiconductor substrate. Though, they can be in close proximity to
the interface and interfere with carriers by Coulomb interaction.

Interface traps are discussed in depth in the remainder of this section.
From an energetic point of view, interface traps form a continuous distribution of energy
levels through the bandgap. The corresponding density is denoted by Dit , and it is
commonly expressed per unit area per electron volt. Levels below the chemical potential
will be occupied by electrons. Depending on the nature of the center, the occupied trap
can be either negative or neutral. In analogy with dopants, states that are negatively
charged when occupied by an electron are considered acceptors and states that are
neutral when occupied by an electron are considered donors. The interface trap charge
density at the equilibrium is given by

Qit(ψS ) =− q
∫ EC
EV

dE{f (E − qψS − qφB)Dait(E )+
− [1− f (E − qψS − qφB)]Ddit(E )} (1.50)

where f is the occupation function and the superscripts a and d denote acceptor and
donor state densities, respectively. Interface traps are charged and discharged following
the ac modulation of the surface potential, provided that the frequency is sufficiently low
for the traps to maintain equilibrium, giving an additional contribution to the capacitance
Cit = dQit/dV . Due to the characteristic of the occupation function, δf is sharply peaked
at E = µ = qψS + qφB + Ei. Therefore, if Dit is a slow varying function of energy on a
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scale of a few kBT , Cit is given by a simplified expression14

Cit(ψS ) ≈ q2 [Dait(qφS ) + Ddit(qφS )] ≡ q2Dit(qφS ) (1.51)
written directly as a function of the surface potential ψS .

A complete description of the admittance of the interface trap distribution, in terms
of capacitance and conductance, for general ac modulation frequency is a difficult task.
The main ingredients have already been introduced in the previous part: trap occupation
statistics, capture/emission time constant, trap characteristics (such as energy levels and
capture cross section) and the role of the position of the surface potential. Unlike the
case of single level traps, the description of a distribution of levels often involves integral
equations whose solution requires numerical methods.
According to Lehovec and Slobodskoy (1964) and later works reported in Nicollian and
Brews (2003), it is possible to define the conductance of a distribution of interface traps
Git as

Git = q2kBT
∫ EC
EV

Ditτ−1n τ−1p f (1− f )
ωf (1− f ) + fτ−1p + (1− f )τ−1n

dE (1.52)
When Dit does not vary rapidly over a few kBT , Dit can be taken outside of the integral
and

Git = q2Dit(qφS )τ−1n (φS )τ−1p (φS )HG (1.53)
where

HG ≡ −
∫ 1

0
df

ωf (1− f ) + fτ−1p + (1− f )τ−1n
(1.54)

Two effective trap capacitances Cit,p and Cit,n can be defined to describe separately the
interaction with holes and electrons, respectively:

Cit,p = q2Dit(qφS )τ−1p (φS )HCp Cit,n = q2Dit(qφS )τ−1n (φS )HCn (1.55)
where

HCp ≡−
∫ 1

0
f

ωf (1− f ) + fτ−1p + (1− f )τ−1n
df

HG ≡−
∫ 1

0
1− f

ωf (1− f ) + fτ−1p + (1− f )τ−1n
df

(1.56)
To visualize the role of interface traps in the different regimes of operation of the

MOS, it is useful to make use of a pictorial representation in terms of equivalent circuits,
shown in Fig. 1.7. The MOS capacitor can be seen as a network of different elements: (a)
in accumulation, there is no space charge region, minority carriers are negligible at the
interface and the high density of the majority carriers dominate the capacitance, screening
the interface states. (c), (d) in inversion minority carriers dominate the capacitance, if

14many textbooks quote Cit = qDit instead, but from dimensional analysis this is not correct. However
Dit is often expressed in cm−2 eV−1 and in that units energy is given by E ( eV) = qV , where q = 1. Hence
Cit = q2Dit = 1× 1.6 · 10−19Dit . If Dit is given in cm−2 J−1 , then Cit = (1.6 · 10−19)2Dit . This can be found
in Ng (2002), p.183.
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Figure 1.7: Capacitance of a p-type MOS capacitor for various bias conditions. The
response of the majority carriers, the charges in the bulk space charge region, the minority
carriers, and the interface traps is given in terms of Cp, Cb, Cn, and Cit capacitance,
respectively.

the frequency is sufficiently low, while space charge region capacitance dominates at
higher frequencies, respectively. (b) only in depletion the interface traps can contribute
effectively to the device capacitance, making this regime the most interesting for interface
characterization.
In depletion, for p-type, τ−1p � τ−1n the interface trap admittance Yit can be written in
terms of an equivalent parallel capacitance CP and an equivalent parallel conductance
GP : Yit = ωCP + GP , where

CP ≡ Cit
ωτp tan(ωτp)

GP
ω ≡

log [1 + (ωτp)2]
2ωτp

(1.57)
and Cit is the interface traps capacitance in the limit of low frequency given by Eq. 1.51

For comparison, in a MOS capacitor biased in depletion, the single level trap de-
scribed in section 1.1 will give an equivalent parallel conductance

〈GP〉
ω = CT ωτ

1 + (ωτ)2 (1.58)
where

CT = kBTNT f (1− f ) (1.59)
and NT = number of traps per unit area.
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Oxide trapped charges, and interface trapped charge themselves, create local fluctu-
ations of the electric field at the interface resulting in a local fluctuation of the surface
potential ψS . The probability distribution of these fluctuations can be assumed gaussian
and written for the dimensionless surface band-bending vS in this form

P(vS ) = 1√
2πσ 2S

exp
[
− (vS − 〈vS〉)2

2σ 2S

]
(1.60)

Under this assumption the macroscopic equivalent parallel conductance is averaged over
the local fluctuations and is given by

〈GP〉
ω = q2

2
∫ ∞
−∞

Dit
ωτp log(1 + ω2τ2p)P(vS )dvS (1.61)

valid in depletion. The time constant entering the Eq. 1.61 corresponds to the mean value
of the band bending potential and, in analogy with Eq. 1.31, is given by

τp ≈ e 〈vS〉
σpvthNA

(1.62)
for holes, in p-type substrates. In the case of n-type substrates, the time constant for
electrons is given by

τn ≈ e−〈vS〉
σnvthND

(1.63)
By defining the auxiliary dimensionless quantities

ξ ≡ ωτp ≈ ω e 〈vS〉
σpvthNA

and η ≡ vS − 〈vS〉 = q
kBT (ψ − 〈ψS〉) (1.64)

Eq. 1.61 can be written in its final form
〈GP〉
ω = q2Dit

2ξ
√

2πσ 2S

∫ ∞
−∞

exp
(
− χ2

2σ 2S

)
exp(−χ ) log(1 + ξ2 exp 2χ )dχ (1.65)

1.3 Electron Paramagnetic Resonance
In the first part of the chapter, the electronic structure and transport properties of ger-
manium were discussed, together with the characteristics of electrically active centers
that may have levels in the bandgap. Electrical properties of semiconductors are very
sensitive to small variations in material composition: tiny amount of impurities can be
revealed and the corresponding energy level in the bandgap can be measured. The same
is true for traps at the interface. In this respect, electrical techniques have proven to be
invaluable tools in semiconductor material science and characterization. However, purely
electrical techniques lack the possibility to investigate the microstructure of such centers
in a direct way. Fundamental processes, like carrier emission and trapping, are scarcely
affected by the direction of the external electric field and the local symmetry remains hid-
den. In order to gain a deeper insight into the atomic configuration, different processes
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have to be exploited. Electron Paramagnetic Resonance15 (Электронный Парамагнит-
ный Резонанс, ЭПР – epr, also called Electron Spin Resonance – esr) is a physical
phenomenon observed for the first time by the soviet physicist Евгений Константинович
Завойский16 (Yevgeny Konstantinovich Zavoisky) at the Казанский государственный уни-
верситет (Kazan’ State University) (Zavoisky, 1945) and later independently by Brebis
Bleaney at the University of Oxford. epr consists in a direct transition between elec-
tronic spin levels split by a magnetic field (Zeeman levels). The Zeeman energy splitting
may depend on the orientation of the magnetic field with respect to the axis of symmetry
of the center involved in the transition. This interdependency opens the possibility to
characterize the microstructure, by studying the modification of the resonance condition
upon change in magnetic field. Needless to say, the most important limitation is that
a nonzero Zeeman energy splitting is essential and only centers with unpaired spins
(paramagnetic centers) can be studied. Fortunately, impurities and defects in crystals are
very often paramagnetic and this technique can provide unique information on the elec-
tronic wavefunction and the configuration of the surrounding nuclei (Spaeth and Overhof,
2003). Since the early times of epr spectroscopy, it has been applied to the study of
semiconductors and among the copious contributions to the field it is worthwhile to men-
tion the proof of the location of the conductance band minimum in silicon along the X
direction at k = 0.85/a by Feher (1959). Among the spectroscopic techniques, epr stands
in the microwave region of the electromagnetic spectrum, with frequencies in the range
≈ 1− 300 GHz and magnetic fields up to 14 T17.

The physical principle behind epr is the Zeeman splitting of the electronic levels due
to the interaction of a magnetic moment µ with a magnetic field B0. The corresponding
energy is given by

U = −µ · B0 (1.66)
From quantum mechanics (Sakurai, 2006), the magnetic moment is related to the dimen-
sionless orbital angular momentum operator L and the spin angular momentum operator
S by

µ = −µB (L + geS) (1.67)
where

µB = q~
2me

≈ 9.27 · 10−24 J/T (1.68)
is called Bohr’s magneton18 and the dimensionless quantity ge, or free electron g-factor,
is one of the physical quantities that has been determined with the highest precision

15the name electron paramagnetic resonance was introduced for the first time by H. E. Weaver, from
Varian Associates.

16On the basis of this phenomenon was developed a spectroscopic technique that has been registered in
the Государственный реестр открытий СССР (State Register of scientific discoveries of the USSR) on July
12, 1944 (from http://ross-nauka.narod.ru/). At the close of World War II, microwave and electronic
technology had advanced to the point where spectrometers could be constructed with the required sensitivity
and resolution.

17specialized high magnetic field laboratories in Europe, in the USA and in Japan have been attracted
by epr spectroscopy, too. Magnetic field above 20 T allowed to operate epr spectrometer up to 600 GHz
(Herlach and Perenboom, 1995).

18magnetic nuclei also have an angular momentum I due to the nuclear spin and a magnetic moment
can be defined as µI = gnµnI. gn is the nuclear gyromagnetic factor and µn is the nuclear magneton:
µn = q~/2mp = me/mpµB ≈ µB/1836.27.

http://ross-nauka.narod.ru/
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(Odom et al., 2006)
ge/2 = 1.001 159 652 180 85(76) (1.69)

The small deviation from g = 2, the value predicted by the Dirac equation, is due to the
anomalous magnetic moment of the electron (Schwinger, 1948), a quantum electrodynamic
effect explained in terms of electron interaction with the fluctuating vacuum.

The minus sign in Eq. 1.67 arises from the electronic charge and indicates that the
angular and the magnetic momenta are antiparallel. The equation can be written in a
more convenient form: an effective g-factor is introduced in order to express the magnetic
moment as a function of the spin S alone:

µ = −gµBS (1.70)
The g-factor can be expressed by the approximate Landé formula (Poole, 1996)

g ≈ 3
2 + S(S + 1)− L(L+ 1)

2J(J + 1) (1.71)
where J = L + S is the total angular momentum operator and J, S, L are the eigenvalues
for the operators J,S, L. In the case of isolated spins, L = 0 and g equals the free
electron value ge. For isolated paramagnetic atoms, both spin and angular momenta
contribute to the magnetic momentum and which dominates depends on the quantum
numbers of the orbital of the unpaired electron. Moving to the solid state, the crystal
potential can effectively quench the angular momentum by decoupling the spin and the
orbital motion. The more effective is the quenching, the closer is the g-factor to ge. Also,
all s-state paramagnetic electrons behave almost like free electrons due to the lack of
spin-orbit interaction. However, small spin-orbit first order effects may come in, either
by overlap effects between the s-electron and the electron shells of the neighbor atoms
or higher order effects (see next section for more details). For lower symmetry centers,
the g-factor can vary upon rotation of the field with respect to the crystal axis, revealing
the underlying symmetry. Moreover, the surrounding magnetic environment may induce
additional splitting of the energy levels.

The energy difference between subsequent orientation quantum numbers is, according
to Eq. 1.66,

∆E = gµBB0 (1.72)
where the magnetic field has been taken conventionally along the z-axis. The resonant
transition, therefore, requires a quantum energy satisfying the condition

~ω = ∆E (1.73)
When g ≈ 2.0, microwave photons at the conventional frequency of 10 GHz (X-band)
meet the resonance condition for B0 ≈ 0.35 T.

The energies of paramagnetic species can be described effectively in terms of spin
coordinates only, by considering the spatial degrees of freedom of the wave function as
constant of motion. Indeed, the energy available for inducing magnetic dipole interactions
are of the order of few tens µeV, while the energy difference necessary for the electronic
transitions is three order of magnitude bigger, usually greatly exceeding the thermal
energy. Therefore, the ground state with electron spin S and m nuclear spins is described
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by a spin Hamiltonian of the form (Spaeth and Overhof, 2003)
H0 = HZ,e +Hhf +HZ,n +HFS +HQ (1.74)
HZ,e = µBS · g̃ · B0 electron Zeeman interaction (1.75)
Hhf =

m∑
i=1

Ii · Ãi · S hyperfine interaction (1.76)

HZ,n =
m∑
i=1

gn,iµnIi · B0 nuclear Zeeman interaction (1.77)
HFS = S · D̃ · S fine-structure interaction (1.78)
HQ =

m∑
i,j=1

Ii · Q̃i,j · Ij nuclear quadrupole interaction (1.79)

where the spatial degrees of freedom have been incorporated into the matrices g̃, Ã, D̃, Q̃19.
For all the cases of interest in this thesis, the leading term in H0 is the electron

Zeeman interaction (Eq. 1.75). In the previous discussion, the spin-orbit interaction
contributionHso = λL · S has been neglected, assuming complete quenching of the orbital
momentum by the crystal potential. However, applying second order perturbation theory
expansion in the spin-orbit coupling constant λ, the contribution of the spin-orbit term can
be nonzero due to the admixture of excited states to the ground state. In this formalism,
the g-factor can be related to the electronic wave functions as follows

g̃ = ge1̃ + λ∑
n6=0
〈Ψ0|Li|Ψn〉〈Ψn|Lj |Ψ0〉+ compl. conj.

En − E0
(1.80)

where 〈Ψ0|, 〈Ψn| are the ground state and the nth excited state wave functions, respec-
tively The larger the spin-orbit coupling and the closer the excited state to the ground
state, the larger the g shift δg = g − ge. Typically, δg is in the range 10−4 − 10−2,
for weak spin-orbit coupling λ ≈ 102 − 103 cm−1. Governing the largest term in the spin
Hamiltonian, the g-factor can be used as the fingerprint to identify the paramagnetic
center.

In anisotropic system the g-factor can be represented as a matrix. For a given set of
axis (x ′, y′, z′) it is possible to write

g̃ =


g′x ′x ′ g′x ′y′ g′x ′z′g′y′x ′ g′y′y′ g′y′z′g′z′x ′ g′z′y′ g′z′z′


 (1.81)

The g-matrix is symmetric and it is always possible to find a basis (x, y, z) that diago-
nalizes g

g =

 gx 0 0

0 gy 0
0 0 gz


 (1.82)

19these quantities are often called tensors, although they do not transform as tensors under rotation
(Abragam and Bleaney, 2012).
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and the electronic Zeeman contribution in the spin Hamiltonian takes on the form
HZ,e = µB (gxSxBx + gySyBy + gzSzBz) (1.83)

In the case of axial symmetry, the following equalities hold
g// =gz (1.84)
g⊥ =gx = gy (1.85)

and z is called principal axis. By defining θ as the angle between the magnetic field and
the principal axis, g could be written as

g2 = g2⊥ sin2 θ + g2// cos2 θ (1.86)
The presence of magnetic nuclei within the span of the electronic wave function results

in the magnetic interaction between the magnetic momentum of the unpaired electron and
the magnetic momenta of the nuclei described by the hyperfine interaction (hf ) term (Eq.
1.76). The hf interaction is the sum of an isotropic term HF given by the Fermi contact
interaction and the electron-nuclear dipole-dipole coupling Hdd:

HF =− 2
3µ0gµBgnµn|Ψ(r = 0)|2 = A0I · S (1.87)

Hdd =gµBgnµn
r3

[3(I · r)(S · r)
r2 − I · S

]
(1.88)
(1.89)

where r is the distance between the electron and the nucleus. The anisotropic part of
the hf interaction can be understood as originating from the classical dipole-dipole in-
teraction, written in the quantum mechanics formalism as an operator by means of the
correspondence principle. On the other hand, the Fermi contact interaction is a purely
relativistic quantum mechanical effect20. The interaction is often called superhyperfine
(shf ) when the nuclei of the lattice surrounding the paramagnetic center are involved.
In crystals, due to the large number of nuclei in special symmetry arrangement, the shf
splitting of the spectra are often the most powerful source of information on the structure
of the center. The isotropic part is actually a local probe of the magnitude of the electron
wave function at the particular lattice sites. In many practical cases, however, the number
of such nuclei is also a limitation, resulting in too many shf lines superimposed with
rather similar shf splitting. Indeed, each nucleus has its own shf matrix with its own
principal axis and the magnitude of the shf interaction depends on the relative orien-
tation with B0. In many cases, the shf structure can be resolved by double resonance
experiments (Feher, 1959), giving one of the most important clues for the identification of
the structure of a paramagnetic center.

The nuclear Zeeman interaction, the nuclear counterpart of the electron Zeeman in-
teraction, is usually negligible in the spin Hamiltonian. The nuclear magneton, indeed, is
much smaller than Bohr’s magneton due to the ratio between electron and proton mass:

20although a classical analogue can be found in the limit of a point magnetic dipole as shown, for instance,
by Jackson (1999), p. 184.
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µn/µB = me/mp ≈ 1/1836.
Magnetic dipole-dipole interactions between the unpaired electrons are described by

the fine-structure interaction term in the spin Hamiltonian. Together with the electrical
field felt through the spin-orbit interaction, this term leads to a splitting of the levels in
zero magnetic field, and is commonly called zero-field splitting. It vanishes for S = 1/2
and it will be neglected in the following.

When I > 1/2, the non-spherical charge distribution in the nucleus is described by
the nuclear electric quadrupole momentum. This charge distribution can couple to electric
field gradients through the nuclear quadrupole interaction. Electric field gradients are
generated by the electrons and other nuclei in its close vicinity. Nuclear quadrupole
interaction manifests itself as a shift of the resonance and the appearance of forbidden
transitions, but, being second-order effects, they are difficult to observe.

Eq. 1.74 accurately describes the spin system in static condition. In quantum me-
chanics the description of the temporal change of a quantum observable is given by the
Poisson bracket with the Hamiltonian. For instance, when only the HZ,e interaction is
considered, the temporal evolution of the electronic spin operator can be written as

Ṡ = 
~
[H,S] = µB

~
g · (B0 × S) (1.90)

The link with macroscopic accessible quantities is represented by the expectation
values of the magnetic dipole momentum 〈µS〉: the electronic magnetization vector

MS = 〈µS〉 = −µBg · 〈S〉 (1.91)
Working out the derivative in Eq. 1.90, the equations of motion for the corresponding
classical momenta are obtained21

dMS
dt = −µB

~
g · (MS × B0) (1.92)

describing the motion of the magnetization in a static magnetic field, identical to the
classical equations of motion for the Larmor precession. The precession frequency for
electrons is given by

ωL = µBgB0
~

(1.93)
In a resonance experiment, the transition between Zeeman energy levels characterized

by the magnetic quantum number mS is induced by the interaction of the magnetic dipole
momenta and an oscillating magnetic field of frequency ω perpendicular to the static
B0, indicated conventionally by the amplitude B1. When B1 oscillates at microwave
frequency of about 10 GHz, which is a typical experimental situation, the static magnetic
field necessary to match ω with the Larmor frequency is of the order of 330 mT.22 The
total magnetic field at the sample is the sum of the static and the oscillating terms and
the time dependent spin Hamiltonian can be written in the form

H(t) = H0 +HW cos(ωt) (1.94)
21this is a manifestation of the Ehrenfest’s teorem
22notice the correspondence with the simple quantum description of Eq. 1.74
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In a two level system, the transition probability from a state |mS = −1/2〉 (or |−〉) to
|mS + 1 = +1/2〉 (or|+〉) can be calculated by time dependent perturbation theory (as
long as B1 � B0, which is usually the case) through the Fermi’s Golden Rule (Sakurai,
2006)

W (− → +) = stimulated absorption (1.95)
= W (− → +) = stimulated emission (1.96)
= 1

4~2|〈−|HW |+〉|2ĝ(ω) (1.97)
where ĝ(ω) is a form function of the transition, used to describe the fact that neither
the static magnetic field experienced by the electron during the transition is invariably
constant, nor the energy levels, or the microwave frequency assume infinitesimally sharp
values. ĝ is normalized to unity so that

∫ ∞
0

ĝ(ω)dω = 1 (1.98)
By considering HW = µBS · g̃ · B , the transition probability is given by

W = 1
4
g2µ2B
~2 B21ĝ(ω) (1.99)

The population of the two levels |−〉 and |+〉, indicated by N− and N+, respectively,
can be described by rate equations, similarly to the case of the occupation levels in
electronic transitions. The appropriate rate for the magnetic dipole stimulated transition
from the lower to the upper state and vice-versa areW↑ andW↓, respectively. Additionally,
two spontaneous relaxation transitions are defined as R↑ and R↓, accordingly. Given the
constraint N = N− +N+, it holds

dN−
dt =− (W↑ + R↑)N− + (W↓ + R↓)N+ (1.100)

dN+
dt =(W↑ + R↑)N− − (W↓ + R↓)N+ (1.101)

(1.102)
In the case of strong irradiation, when R � W and W↑ ≡ WEPR ≡ W↓, the time evolution
of the net polarization ∆N ≡ N− −N+ is given by

d∆N
dt = −2Wepr∆N (1.103)

A characteristic time can be defined as τepr = 2W to describe the exponential decay of
the polarization

∆N ∼ exp
( t
τepr

)
(1.104)

Eq. 1.104 predicts ∆N → 0 for t → ∞, therefore in the limit of very strong microwave
irradiation no net microwave absorption is observed. The transition is said to be saturated.
In the opposite case of zero incident radiation (out of resonance), W↑ = W↓ = 0 and the
time derivatives vanish in thermal equilibrium. Therefore the detailed balance principle
holds yielding

R↑N− = R↓N+ (1.105)
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and the occupation ratio N+/N− is given by the Boltzmann statistics23

N+
N− = e−∆E/kBT (1.106)

The occupation difference at the equilibrium ∆N0 is then given by
∆N0 = N tanh ∆E

2kBT ≈ N ∆E
2kBT (1.107)

It can be noticed that system polarization is very small, ∆N0 ≈ 10−3 at room temperature
and B0 ≈ 330 mT. The observation of microwave transition requires very high spec-
trometer sensitivity, that has been achieved only after the development of the microwave
technology for radar applications during the second World War.
The paramagnetic susceptibility χ is calculated as

χ = M
B0
≈ Nµ2BkBT

g
2 (1.108)

and the Curie law of paramagnetism is recovered when g = 2. Now, quite a good deal of
equations have been set up to illustrate the simple rate equation two level model, however
one more is necessary to consider the description complete: the stationary occupation
resulting from simultaneous irradiation and relaxation transitions between levels 1 and 2.
The return to the equilibrium from a non-equilibrium state after the sudden removal of
the irradiation (Wepr = 0) can be written as

∆N(t) = Ae−t/T1 + ∆N0 (1.109)
where

T1 = 1
1 + e−∆E/kBT = 1

R↑ + R↓ ≈
1

2R when ∆E � kBT (1.110)
T1 represents the characteristic time of the return to equilibrium from a off-equilibrium
state and is usually called longitudinal relaxation time. Finally, it is possible to write:

∆N = ∆N0
1 + s where s = g2µ2B2~2 B21T1ĝ(ω) (1.111)

The microwave power P which can be absorbed at resonance is given by the product of
the transition rate, times the number of centers times the energy per absorbed photon:

P = g2µ2B4~2 B21
∆N0
1 + s~ωĝ(ω) (1.112)

= N(~ω)2g2µ2B/~2B21ĝ(ω)
8kBT [1 + 1/2g2µ2B/~2B21T1ĝ(ω)] (1.113)

As long as s � 1, P increases as B21 .
23in the vast majority of the systems ∆E � kBT in all experimental conditions, therefore the use of the

classical statistics in place of the Fermi-Dirac distribution is justified.
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By taking full advantage of the Ehrenfest’s teorem, it is possible to recognize in the
quantum description of the oscillating spin Hamiltonian the dynamics of a classical macro-
scopic paramagnetic magnetization M in a time dependent magnetic field B = B0 + B1(t)described by the Bloch equations

dM
dt = γ(M× B) (1.114)

where γ corresponds to gµB/~. The oscillating B1 introduces an effective relaxation for
the transverse components of the magnetization M⊥ (the components perpendicular to
B0), which are not related to the energy of the system. This relaxation is described by
a characteristic time T2, also called transverse relaxation time, governing the decay of
M⊥. By solving Eq. 1.114 24, it is possible to write the complex magnetic susceptibility
χ = χ ′ − χ ′′ as

χ ′ = gµB(ω − ω0)T 22M0
2~ [1 + (ω − ω0)2T 22

] dispersive part (1.115)

χ ′′ = gµBT2M0
2~ [1 + (ω − ω0)2T 22

] absorptive part (1.116)
M0 =Mz (1.117)

where ω0 = gµB/~B0, and it was assumed B0//z , B1 � B0 for simplicity.
χ ′′ follows a Lorentzian line shape with half width

∆ω1/2 = 2
T2

(1.118)
and maximum

χ ′′max = gµB
2~ T2M0 ≡ χ0ω0

∆ω1/2
(1.119)

defining χ0 = M0/B0. It can be noticed that T2 determines the line width of the Lorentzian
line and that, at thermal equilibrium, χ ′′max can be interpreted as the susceptibility of the
system multiplied by the quality factor of the resonance ω0/∆ω1/2. Additionally, the area
under the epr line is independent on the values of T1 and T2:∫ ∞

−∞
χ ′′dω = 1

4ω0χ0 (1.120)
and since χ0 is proportional to the number of spins, by calibrating the area one can
determine the total number of paramagnetic centers25.

By removing the constraint B1 � B0 a more general relationship is obtained:
χ ′ =1

2
gµBM0T2
~
√1 + s

T2(ω0 − ω)/√1 + s
1 + [T2(ω0 − ω)/√1 + s]2 (1.121)

χ ′′ =1
2
gµBM0T2
~(1 + s)

1
1 + [T2(ω0 − ω)/√1 + s]2 (1.122)

24technically, the solution is much simplified by a coordinate transformation, the so-called rotating frame
in which B1 is constant.

25provided the measurement is done without saturating the signal. Additionally many factors affect the
sensitivity of the instrument and in practice it is possible to obtain reliable quantitative estimations only in
carefully controlled conditions, better with the aid of an internal standard.
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where s is the saturation factor already encountered in the two level system. This is an
indication of a close link between the Bloch equation and the rate equation descriptions.
Within the description of the Bloch equation, the absorbed power is given by

P = 2ωB21χ ′′ (1.123)
yielding

P = B0M0
gµB/~B21T2

1 + (ω − ω0)2T 22 + g2µ2B/~2B21T1T2
(1.124)

The comparison between Eq. 1.112 and Eq. 1.124 allows to identify
ĝ(ω) = 2T2

1 + (ω − ω0)2T 22
(1.125)

Recalling that ĝ is the form factor of the quantum mechanical transition as given by the
Fermi’s Golden Rule, it follows that the T2 process determines the line broadening, rather
than the T1 process, limiting the coherence time of the quantum mechanical state.

In the previous discussion, it has been considered only the electronic Zeeman term
of the spin Hamiltonian. In the case that HZ,e is the only relevant term, the line width
is determined uniquely by the transverse relaxation time T226. When other terms of the
Hamiltonian are present, but they are not sufficiently strong to split the resonance line in
two or more resolved components, an ”artificial” broadening is observed. This behavior is
called inhomogeneous broadening and it is the result of the superposition of different lines
whose resonance is within the respective ”natural”, undisturbed, homogeneous line width
given by T2 relaxation. An example of inhomogeneous broadening is typically caused by
the superhyperfine interaction, which consists in a great number of unresolved interactions.
The superposition of a great number of homogeneous lines with Lorentzian shape results
in a Gaussian line shape. In the intermediate case of a partial superposition of closely
distributed lines, the resonance signal can be accurately represented by a Voigtian line
shape, obtained as the convolution of a Lorentzian line with a Gaussian distribution.
A seminal paper was written by Feher (1959), where he elegantly demonstrates the role
of superhyperfine interactions in the resonance of substitutional phosphorous donor in
silicon by the use of the Electron-Nuclear DOuble Resonance.

1.4 Spin Dependent Recombination
Carrier transport under the effect of an externally applied electric field E is described
by Eq. 1.24. The current J is proportional to carrier concentration and mobility: p, n
and µe, µp, respectively. When bulk traps dominate generation and recombination, the
carrier concentration is described by the rate equation given in Eq. 1.29. To include
the contribution of carrier generation by above bandgap light, the equations can be
generalized by considering an additional positive term GL contributing to dp/dt and
dn/dt . The higher carrier concentration induced by illumination leads to an increase
in recombination rate R , which at equilibrium equals GL. Carrier density is ultimately
limited by the efficiency of the recombination and, as an example, for minority carriers in

26one notably example where this is not true is represented by conductive systems, where the electron sea
can effectively screen the microwave oscillating field and induce additional relaxation time (Dyson, 1955).



Chapter 1. Foundations 28

p-type semiconductor it is possible to write the steady state out of equilibrium electron
density n in terms of the equilibrium density n0 as

n = n0 + τpGL = n0 + GL
R (1.126)

all the details of the recombination process are included in the characteristic time τp, or
equivalently in the effective rate R .
Recalling Eq. 1.25, it follows that the conductivity of the semiconductor depends on GL and
R through their effect on carrier density. The influence of the mutual spin orientation of
carriers and defects has been observed experimentally in specific recombination processes
and tentatively described by a variety of models (Lepine, 1972; Kaplan et al., 1978;
Poindexter et al., 1981; Vlasenko et al., 1995; Fanciulli et al., 2005). When the population
of the spin states is altered, such as in a resonance experiment, the net recombination
rate is affected. As a consequence, carrier density changes according to Eq. 1.126 and,
ultimately, there is a net difference in conductivity when the resonance is excited.

Signal intensity ∼ ∆σ ∼ ∆n ∼ n∆R
R (1.127)

This change in conductivity between the on-resonance and off-resonance states can be
exploited to increase effectively the sensitivity of electron spin resonance techniques. In-
deed, electrical measurements are well suited to determine even very small variations
of the conductivity especially when small volumes need to be investigated. In this re-
spect Electrically Detected Magnetic Resonance (edmr) techniques are advantageous in
the study of the interfaces and reduced dimensionality systems. On the contrary, the
conventional epr signal depends on the total number of paramagnetic centers, which is
proportional to the active volume.

Various models have been proposed to explain the physical mechanisms behind the
Spin Dependent Recombination (SDR). The model elaborated by Lepine (1972) invokes
the role of singlet-triplet level splitting of the electron and the defect levels (see Fig.
1.8a). In presence of an external magnetic field, photogenerated carriers and paramagnetic
defects are mildly polarized (see Eq. 1.107). Recombination from triplet states is forbidden
by Pauli exclusion principle, but inducing a resonant transition of either the defect or
the free carrier spin, the polarization degree is reduced and recombination is promoted.
Following Eq. 1.127, σ is reduced. The model can explain, at least qualitatively, some of
the trends observed in edmr experiments, such as the signal dependence on microwave
power P

Signal intensity ∼ P
1 + const× P (1.128)

and the behavior as a function of modulation frequency
Signal intensity ∼ 1

1 + ω2modτ2Lepine
(1.129)

Nevertheless, due to the reduced polarization degree of free carriers and defect spin pop-
ulation, the model predicts a very small conductivity change (∆σ/σ ≈ 10−6 on resonance),
at least two order of magnitude smaller than the experimental observations.
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Figure 1.8: Spin Dependent Recombination mechanisms after Lepine (1972) and Kaplan,
Solomon, and Mott (Kaplan et al., 1978).

A refined model has been elaborated by Kaplan, Solomon and Mott to solve the issue
(Kaplan et al., 1978). The electrons and holes are assumed to be captured by recom-
bination centers independently of their spin orientation. In a subsequent step, they are
thought to form electron-hole pairs localized at one defect, which would lead to an exciton
recombination. Or, alternatively, donor-acceptor pair recombination is considered. The
main feature is the efficient reduction of singlet state population due to the enhanced
recombination, as compared to the triplet state (see Fig. 1.8b). This mechanism markedly
enhances the spin polarization degree and, as a consequence, a greater change in con-
ductivity results when the spin resonance is induced and the populations of the two spin
levels are equalized. The theoretical estimates predict ∆σ/σ ≈ 10−2− 10−4, in line with
experimental observations.
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Jorge Cham

In this chapter are detailed the characteristics of the samples that have been investi-
gated and the details of the experimental techniques that have been employed to study
the properties of the germanium – oxides interfaces. The procedure involved in the data
analysis is described in detail.

2.1 Sample Fabrication and Preliminary Characterization
Six different kinds of Ge substrates have been used, of either (001) and (111) surface
orientation. Electrical characterization requires doped samples and both p- and n- type
have been employed to investigate the lower half and the upper half region of the bandgap,
respectively. Resistive samples are best suited for edmr characterization in order to re-
duce dielectric loss in the microwave cavity and undoped substrates have been employed
for this reason.
The properties of three different interfaces have been investigated: Ge/GeO2, Ge/Al2O3,and sulfur passivated Ge(S)/Al2O3. The electrical characterization of the Ge/GeO2 inter-
face necessitated an additional capping with Al2O3 in order to reduce gate leakage in
MOS capacitors.
Sample characteristics and labeling is displayed in Table 2.1 and a pictorial resume is
given in Fig. 2.1.

High quality GeO2 was grown on top of the samples belonging to H and G series.
After dipping the substrate in a buffered HF solution to remove the native oxide, the surface
has been oxidized by rapid thermal annealing (RTA) in ultrapure O2 environment, at a
temperature of 400◦ C, for 20 minutes. The oxide thickness was measured by Spectroscopic
Ellipsometry. The recipe is optimized to yield a predominant GeO2 composition. In order
to check the oxide and interface composition, the Ge 3d core level photoemission line
has been probed by making use of a X-ray photoelectron spectroscopy (XPS) apparatus

33
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Name Interface Surface Substrate Dopant Oxide
orientation doping concentration thickness

( cm−3) ( nm)
A0p Ge/Al2O3 (001) p 4 · 1016 11.2
A0n Ge/Al2O3 (001) n 2 · 1016 11.1
A1p Ge/Al2O3 (111) p 3.5 · 1017 10.7
A1n Ge/Al2O3 (111) n 2.5 · 1016 10.8
A1u Ge/Al2O3 (111) undoped < 1014 11.5
G0p Ge/GeO2/Al2O3 (001) p 4 · 1016 3.3 / 10.1
G0n Ge/GeO2/Al2O3 (001) n 2 · 1016 3.3 / 10.1
G1p Ge/GeO2/Al2O3 (111) p 3.5 · 1017 4.3 / 8.8
G1n Ge/GeO2/Al2O3 (111) n 2.5 · 1016 4.4 / 8.8
G1u Ge/GeO2/Al2O3 (111) undoped < 1014 4.3 / 8.8
H1u Ge/GeO2 (111) undoped < 1014 4.3
S0p Ge(S)/Al2O3 (001) p 4 · 1016 11.3
S0n Ge(S)/Al2O3 (001) n 2 · 1016 11.1
S1p Ge(S)/Al2O3 (111) p 3.5 · 1017 10.8
S1n Ge(S)/Al2O3 (111) n 2.5 · 1016 10.8
S1u Ge(S)/Al2O3 (111) undoped < 1014 12.1

Table 2.1: Sample characteristics and naming scheme. The dopant concentration is the
nominal value provided by the supplier and is typically affected by a relative error about
50 %. Oxide thickness has been measured by spectroscopic ellipsometry.

bulk Ge

ALD Al2O3

A

bulk Ge

ALD Al2O3

th. GeO2

G

bulk Ge

ALD Al2O3

S passivation

S

bulk Ge

th. GeO2

H

Figure 2.1: Schematic representation of the three interfaces investigated in this thesis,
comprising thermal grown germanium oxide, Atomic Layer Deposition grown alumina,
ammonium sulfide passivated Ge/Al2O3.
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equipped with a Mg Kα radiation source (1253.6 eV). The Ge 3d line is reported for
comparable O2 oxidation of Ge(111). The double peak fashion shown in Fig. 2.2 is
related to a bulk contribution and an oxide contribution at lower and higher binding
energy, respectively. The chemical shift between the two contributions amounts to 3.4 eV
which is indicative of a prevailing Ge4+ valence state, namely a major GeO2 stoichiometry,
as similarly observed in the case of the O2 oxidation of the Ge(001) surface (Molle et al.,
2008; Baldovino et al., 2008). No impact on the chemical composition is expected from
the exposure to ambient condition, as previously investigated by (Molle et al., 2008).
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Figure 2.2: XPS spectra of the Ge 3d core
level photoemission line. The chemical shift
between the bulk and the oxide contributions
amounts to 3.4 eV, which is indicative of a
dominant Ge+4 valence state, confirming the
prevalent GeO2 stoichometry.

After the initial surface cleaning and native oxide removal in buffered HF solution, the
samples belonging to S series were dipped in a solution of ammonium sulfide (NH4)2S20% for 3 minutes at room temperature (Xie and Zhu, 2007). Then, samples were rinsed
in deionized water.

The Al2O3 thin film was grown on top of samples belonging to G, A, and S series by
Atomic Layer Deposition (ALD). ALD is a modification of the Chemical Vapor Deposition
process in which gaseous precursors are sequentially placed in contact with the substrate
surface and the reactor is purged with an inert gas between reagent pulses. The chemical
reactions occur exclusively on the substrate below the thermal decomposition temperature
of the precursor. At each cycle, the precursor reaches a saturated adsorption level on the
substrate surface; the inert gas purge removes from the chamber any excess reagent
molecule and volatile by-products. At each cycle the growth is self limited and accurate
control on the thickness of the thin film is achieved by adjusting the number of cycles.
Al2O3 was grown alternating pulses of trimethylaluminum (TMA) and H2O at 300◦ C,
using N2 as purging gas, as shown in Fig. 2.3. At each cycle approximately 0.11 nm of
Al2O3 are grown. 110 cycles were completed, for a target layer thickness of 10−11 nm. No
effect in the Ge/GeO2 interface integrity, where present, is expected from ALD processing
as the Al2O3 deposition temperature is well within the GeO2 stability range (Molle et al.,
2006).

The quality of the interfaces and the yield of the sulfur passivation was prelim-
inarily investigated by Time-of-Flight Secondary Ion Mass Spectrometry (ToF-SIMS)
measurements. By focusing an ion beam of controlled kinetic energy, secondary atoms
and molecules are emitted from the bombarded surface and collected via an electrostatic
analyzer. Employing ion pulses of the order of nanoseconds, the secondary species travel
in short packets with the same energy but different speed, due to the different masses.
By measuring the ion current at the analyzer as a function of the ToF it is possible to
identify the composition of the packet. By proceeding with a step by step erosion, the
composition profile of the sample is reconstructed. 0.5 keV Cs+ ions were employed for
sputtering and 25 keV Ga+ ions for analysis in an ION-TOF IV instrument, in the same



Chapter 2. Experimental Methods 36

pr
es

su
re

time

TMA H2O TMA

20 ms 20 ms 20 ms8 s 8 s

N2 N2

Figure 2.3: Schematics of ALD growth of Al2O3 with TMA and H2O precursors. Each
cycle comprises a 20 ms pulse of TMA followed by 8 s purging with N2, then 20 ms pulse
of water, followed by purging. Substrate is held at 300 K, while reagents are introduced
at room temperature.

acquisition mode as reported in Lamperti et al. (2011). Secondary ions were collected in
negative polarity and intensity normalized to Ge2 intensity in bulk Ge. Fig. 2.4 compares
the depth profiles in series A and S, confirming that sulfur is still present after the Al2O3growth by ALD. Additionally, ToF-SIMS evidenced the presence of a germanium oxide
interlayer, formed during the Al2O3 growth that is not influenced by the treatment with
ammonium sulfide (Paleari et al., 2014).

Metal gates are deposited on top of the oxide to realize the MOS capacitors for the
electrical characterization of the interface. By means of an electron beam evaporator
≈ 70 nm of aluminum are deposited through a shadow mask to define circular gates
with diameters ranging from 50 µm to 300 µm. Then the proces is repeated to obtain the
metalization of the whole back of the sample to ensure a good ohmic contact with the
substrate.

2.2 Electrically Detected Magnetic Resonance
Edmr spectroscopy is performed in a conventional epr spectrometer. A specially designed
microwave cavity allows the electrical detection of the electron spin resonance as detailed
below.
The Instrument
An epr spectrometer is an elaborated instrument, reflecting the interplay of the different
physical phenomena and technological pieces of art that concur in making possible to
irradiate a sample with a intense microwave beam and detect the tiny response of the
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Figure 2.4: Comparison of ToF-SIMS depth
profiles in series A and S, confirming the
presence of sulfur at the germanium – oxide
interface in fully processed samples. Addi-
tionally, ToF-SIMS evidenced the formation
of a germanium oxide interlayer during the
ALD process, not affected by the ammonium
sulfide treatment.

sample. Fig. 2.5 shows a schematic representation of the building blocks that compose
the spectrometer. The apparent complexity can be tamed by classifying the functionalities
as follows:
• magnetic field control
• microwave generation and detection
• signal conditioning and extraction
• cryogenics

The magnet is the core of the spectroscopic power of the technique. A key factor in the
very high resolution achieved in g-factor determination (up to 10−5−10−6) is the precise
regulation of the magnetic field. By means of a smooth and controlled sweep, the Zeeman
energy of spin levels is adjusted in order to resonate with the energy of the incoming
microwave radiation.
Microwave frequency, indeed, is kept constant because for optimal efficiency in generating
intense oscillating magnetic field a single mode resonant cavity is employed. Magnetic
and electric field distributions are shown in Fig. 2.6. When the correct microwave
frequency is sent to the cavity, all the energy of the incoming radiation is stored into the
oscillating fields (and is eventually dissipated) minimizing back reflections. By plotting the
reflected intensity as a function of the frequency, the so-called pattern mode is obtained
(see Fig. 2.7). The resonant cavity is characterized by the quality factor Q defined as

Q = 2π energy stored
energy dissipated per cycle (2.1)

or equivalently Q = νres/∆ν , for a direct visualization on the pattern mode. When
paramagnetic species are present inside the cavity, there is a net effect on the pattern
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Figure 2.5: Functional scheme of an epr spectrometer

(a) Magnetic Field (b) Electric Field
Figure 2.6: Magnetic and electric field intensity distribution in a TE102 microwave cavity.
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mode due to the absorptive and dispersive components of the susceptibility χ (see Eq.
1.121), as indicated by Fig. 2.8. Upon resonance there is a change in the pattern mode
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Figure 2.8: Effect of absorptive
and dispersive components of χ
upon resonance. The effect is
highly exaggerated.

resulting in microwave ”leakage” to the detector.
The detection of the tiny difference in cavity Q-factor would be a tough challenge without
proper signal conditioning by means of a lock-in detection technique. Typically, a small
magnetic field modulation at frequencies ranging from 1 kHz to 100 kHz is added to the
static field to encode the signal at high frequency1 where it can be extracted from the
background noise using a phase sensitive detector. The lock-in detection with magnetic
field modulation results in the first derivative of the original absorption signal. When the
magnetic field has a sweeping and a oscillating component B = B0 + Bm cos(ωt), the
absorption signal fL(B) can be expanded in B as a Taylor series:

fL(B) =
∞∑
n=0

1
n!

dnfL
dBn

∣∣∣∣B=B0
(B − B0)n (2.2)

=
∞∑
n=0

1
n!

dnfL
dBn

∣∣∣∣B=B0
Bnm cos(ωt)n (2.3)

The lock-in amplifier filters out all the components except the term n = 1 returning
dfL/dB. Besides the increased signal-to-noise ratio provided by the lock-in detection, the

1where the detector has a nicer noise figure. Typically microwave detector are characterized by a 1/ν
noise level.
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visualization of the derivative of the absorption line facilitates the individuation of closely
spaced lines, the evaluation of the line center and width. For this reason the majority of
the epr spectra are displayed as first derivatives, as shown in Fig. 2.9.

Low temperature measurements are performed using an Oxford ESR900 flow cryostat
for operation down to liquid helium temperature. According to Curie’s law, Eq. 1.108,
signal intensity increases as 1/T , making advantageous to measure at low temperature.
Additionally, residual dopants in the bulk can be frozen out, reducing sample conductivity
and improving the resonant cavity Q factor.
In this experimental setup, the sample is placed at the center of the cavity by use of a
high purity quartz rod, with the possibility to rotate about the (11̄0) axis, as shown in
Fig. 2.10.

(a) (001) oriented surface (b) (111) oriented surface
Figure 2.10: Orientation of the magnetic field with respect to crystal axes and surface
plane (gray) in spin resonance experiments. The magnetic field lies within the (11̄0) plane
(blue) and it is allowed to rotate to intersecate the main low-index directions: (001), (111),
(110). The directions of the bonds in a diamod lattice belong to the 〈111〉 family.

Contactless Electrical Detection
Edmr spectroscopy exploits the phenomenon of the Spin Dependent Recombination (SDR)
to identify the onset of the magnetic resonance through a change in the conduction prop-
erties of the sample. Significantly higher sensitivity can be achieved over conventional
spin resonance spectroscopy. In contactless operation mode, a special designed cavity is
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employed (electric field cavity ER4109EF by Bruker). Light with λ = 450 nm emitted by
a Light Emitting Diode is shined on the sample through the optical access of the cavity.
The sample is placed in a region of both microwave magnetic and electric field. As a
consequence, spin dependent changes of the photocurrent induce a detectable change
in the cavity Q factor, allowing the detection of the signal by the microwave receiver,
as in conventional epr. Experimentally, the detection of the signal in epr and in con-
tactless edmr takes place in the same way, being a microwave leakage at the detector
induced by change in the Q factor of the cavity in both cases. Still, the origin of the
signal is intrinsically different: for conventional epr the change in the Q factor is due to
microwave absorption, while for contactless edmr it is due to a change in energy dissipa-
tion. The instrument employed to perform edmr experiments is a customized Varian epr
spectrometer.

2.3 Interface Trap Characterization by Admittance
Spectroscopy

Chapter 1.2 described the correlation between interface trap properties and admittance
in a MOS capacitor. The device response has been modeled as a distribution of isolated
traps, taking into account band-bending fluctuations due to the interface charge random
distribution. By fitting experimental results to the model, it is possible to extract accurate
values of the density of interface traps, Dit , the characteristic time constant for majority
carriers, τp or τn, and the variance of band-bending fluctuations, σS . The model provides
also an order-of-magnitude estimate of the capture cross section σp,n and indication on
the donor or acceptor nature of the interface states.

The complete characterization of the traps, viz. Dit , τ , and σS as function of the
energy level, necessitates admittance measurements varying both gate bias Vg and ac
angular frequency ω. Information on the traps can be extracted unambiguously when the
MOS is biased in depletion. However, in order to extract the interface trap properties,
full scan from accumulation to inversion is required to obtain auxiliary information such
as oxide capacitance, substrate doping level, and series resistance. Typically, frequency
ranges from 20 Hz to 1 MHz, limiting the portion of the bandgap accessible to the
admittance spectroscopy (see Eq. 1.31 in chapter 1.2 for the relation between response
time and energy depth). To overcome this limitation and extend the span in energy,
measurements can be repeated at different temperatures. By this mean, it is possible
to exploit the strong dependence on the temperature of the characteristic time to move
it into the experimentally accessible time window. Another beneficial effect comes from
measuring at different temperatures. Depletion starts from flatband voltage, the condition
when surface potential equals bulk potential. By lowering the temperature, the bulk
potential shifts towards the majority band, extending the range of the surface potential
where the MOS is operated in depletion.
Experimental setup
An Agilent E4980 LCR meter was employed in admittance measurements, placing the
sample in a Lake Shore probe station designed for cryogenic operation, down to liquid
helium temperature. The samples are fixed on the chuck by means of silver conductive
paste, for optimal electrical and thermal contact. Temperature is regulated by an electrical
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jωCraw

Graw

Figure 2.11: Equivalent circuit assumed by
the LCR meter for the device under test, mod-
eled in terms of capacitance Craw and con-
ductance Graw.

heater operated by a Lake Shore ITC in a feedback loop with a thermocouple located in
the vicinity of the sample. Probe wires are connected to the LCR meter through triaxial
cables to reduce leakage currents and parasitic capacitance.
Admittance Analysis Workflow
The LCR meter measures impedance and calculates the equivalent parallel capacitance
and conductance according to the equivalent circuit shown in Fig. 2.11, indicated in the
following as Craw and Graw, respectively, to stress that pre-processing is required. In
fact, the parasitic effects generated by series resistance Rs need to be corrected before
proceeding with the analysis. Series resistance is an additional source of small-signal
energy loss in the MOS capacitor, resulting in a smooth background affecting the conduc-
tance curve at high frequency. Especially in case of low Dit , the peak in the conductance
vs. gate bias curve, GP (Vg), can be overshadowed or distorted by this background.

RsCox

Yit

Cs

RsCox

(a)

(b)

Figure 2.12: (a) MOS equivalent cir-
cuit, including parasitic series resistance
Rs. Oxide capacitance Cox , semiconduc-
tor capacitance Cs, and trap admittance
Yit are shown. The interface trap equiv-
alent parallel conductance GP is the real
part of Yit . (b) When biasing the MOS
capacitor in strong accumulation, both
Cs and Yit are effectively short-circuited.
This simplified circuit can be used to es-
timate Cox and Rs from the admittance
measured in strong accumulation.

16

12

8

4

0

G 
(µ

S)

-3 -2 -1 0 1 2
Vg (V)

60
50
40
30
20C 

(p
F)

(a)
(b) (c)

Figure 2.13: Bottom: conductance G as
a function of gate bias Vg. The solid line
(a) is the raw conductance, comprising
the series resistance background – rep-
resented by the dashed line (b) – and the
trap conductance – represented by the
dotted line (c). Top: series resistance
contribution to capacitance is negligible.
Sample: G1n, T = 300 K, Rs = 23.7 Ω.
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To estimate Rs it is convenient to bias the capacitor in strong accumulation, where
semiconductor capacitance and trap admittance are negligible in the series circuit (see
Fig. 2.12). Rs is the real part of the impedance Z = 1/Y and is given by

Rs = Graw
G2raw + ω2C 2raw

∣∣∣∣accumulation
(2.4)

Next, Craw and Graw can be corrected to obtain C and G according to:

C =(G2raw + ωC 2raw)Craw
α2 + ω2C 2raw

(2.5)

G =(G2raw + ωC 2raw)α
α2 + ω2C 2raw

(2.6)
where α =Graw − (G2raw + ω2C 2raw)Rs

Typically, Rs does not influence the measured capacitance as appreciably as it affects
conductance. Care is taken to reduce Rs as much as possible by depositing a thin metal
layer on sample’s back surface.

Data can be rationalized better making use of the standard representation in terms
of: C − V plot, showing capacitance as a function of Vg; GP − V plot, showing equiv-
alent parallel conductance as a function of Vg; GP /ω − ω showing equivalent parallel
conductance, divided by the angular frequency, as a function of frequency. Additionally,
two-dimensional maps are useful to convey the distinct behavior of GP /ω as a function of
both Vg and ω. In the following, C and G denote conductance and capacitance per unit
area, obtained by dividing the capacity and the conductivity by the actual gate area. Gate
areas are estimated from images taken with a camera mounted on an optical microscope
with calibrated magnification.

Of paramount importance is the comparison of experimental data to ideal MOS char-
acteristics. For this reason, Eq. 1.46 together with Eq. 1.41, 1.44, 1.45, and 1.48,
describing ideal C − V curves in the low high frequency limits, have been implemented
in a simulation routine. According to the model, CHFs,ideal, C LFs,ideal, CHFideal, C LFideal, ES , and
QS , are available as functions of either ψS and Vg. Only two parameters are required
to calculate ideal curves, namely, oxide capacitance Cox and bulk potential φB . Care is
taken in order to obtain the best estimate of these quantities from experimental data.

A first glance to C − V curves already gives indication on the magnitude of Cox . In
accumulation C = (1/Cs + 1/Cox )−1 ≈ Cox when Cs � Cox . Yet, this is not always the
case and complications can arise when thin oxides are employed, requiring Fermi-Dirac
statistics in place of Maxwell-Boltzmann statistics and quantization of carriers in the
interface layer under strong accumulation. A more elaborated method to estimate Cox has
been developed by Kar (2003). He calculated the correction term to the high frequency
capacitance CHFacc for a MOS in accumulation and obtained the expression

1
CHFacc

= 1
Cox +

√
1
2β
∣∣∣∣d(1/CHFacc )2

dV
∣∣∣∣ (2.7)
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where β is a constant. The plot of 1/CHFacc vs √d/dV (1/CHFacc )2 is a straight line and the
intercept on the 1/CHFacc axis yields 1/Cox .

The second parameter entering in the calculation of ideal MOS curves is φB . This
quantity is not experimentally accessible in a direct way. Though, when dopants can
be considered fully ionized, φB is obtained from Eq. 1.34 provided doping level NAor ND is known. Accurate figures are very difficult to assess, and the nominal doping
concentration issued from wafer manufacturer is far from being error-free. However C −V
curves themselves can provide an estimate of NA,D . Doping density can be obtained from
the slope d(1/C 2)dV of the high frequency C − V curve in the region around depletion
and weak inversion, according to the relation (Schroder, 2006)

NA,D = 2
qεs

( d
dVg

1
C 2
)−1

(2.8)
Unfortunately artifacts such as C − V stretch-out due to high Dit or due to weak fermi
level pinning can introduce additional errors. Another method avoids the pitfall of C −V
curve distortion by resorting to a single value of capacitance measured in strong inver-
sion. The so-called max-min capacitance method (Schroder, 2006) consists in calculating
the strong inversion limit of the ideal high frequency MOS capacitance, for a range of
substrate doping. Then, the experimental CHFstrong inv is matched on the CHFideal(NA,D) curve,
yielding the estimate NA,D . This method is very effective provided strong inversion is
attained. However it must be mentioned that, in case of large C − V stretch-out, strong
inversion may require electric fields across the oxide beyond breakdown threshold, and
can not be attained experimentally.

With the help of the ideal curves, it is possible to calculate the position of the surface
potential and the band-bending as function of the gate bias applied in the experiment.
First, CHFideal(ψS ) is calculated. In the high frequency limit capacitance is a function of
the surface potential alone because, according to Eq. 1.55, traps do not follow the ac
modulation making Cit negligible. Therefore, it is possible to match each point of the
experimental CHFexp (Vg) curve with the corresponding point on the CHFideal(ψS ) curve to
obtain the ψS (Vg) relation:

ψS (Vg) = ψS,ideal(CHfideal = CHFexp (Vg)) (2.9)
The next step is to calculate the conductive component of trap admittance Yit from C

and G . By examining the equivalent circuit in Fig. 2.12, where Yit = ωCit + GP , the
interface trap equivalent parallel conductance can be written as

〈GP〉
ω = ωC 2oxGG2 + ω2(Cox − C )2 (2.10)

The equivalent parallel conductance observed in the experiments can be fitted with
different line shapes depending on the model assumed to describe the center responsible
for the signal.

For a single level trap, GP is given by Eq. 1.58:
〈GP〉
ω = CT ωτ

1 + (ωτ)2
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A distribution of single level traps is characterized by GP of the form of Eq. 1.57:
GP
ω = log [1 + (ωτp)2]

2ωτp
Finally, when band-bending fluctuations are taken into account, the shape of the conduc-
tance peak is given by Eq. 1.65, here recalled:

〈GP〉
ω = q2Dit

2ξ
√

2πσ 2S

∫ ∞
−∞

exp
(
− χ2

2σ 2S

)
exp(−χ ) log(1 + ξ2 exp 2χ )dχ

where the integration variable χ represents the dimensionless fluctuation of band-bending
q/(kBT ) (ψs−〈ψs〉) assumed having gaussian distribution centered about the mean band-
bending 〈ψs〉 with fwhm = σS , and the dimensionless parameter ξ is a normalized fre-
quency defined by ξ = ωτ . The position of the peak in the equivalent parallel conduc-
tance can be found using the condition ddξ

( 〈GP 〉ω
) = 0, resulting in the following implicit

equation for ξp (Goetzberger et al., 1976)
∫ ∞
−∞

exp
(
− χ2

2σ 2S

)
exp(−χ )

[ 2ξ2p exp 2χ
1 + ξ2p exp 2χ − log(1 + ξp exp 2χ )

]
dχ = 0 (2.11)

ξp for different values of σS is obtained by solving Eq. 2.11 numerically, the result is
plotted in Fig. 2.14. The height of the equivalent parallel conductance peak is related to
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Figure 2.14: Plot of ξp vs σS , calculated
by solving Eq. 2.11 numerically. The
inset is a close up at the lower σS .
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Figure 2.15: Plot of fD vs σS , calculated
by solving Eq. 2.13 numerically. The
inset is a close up at the lower σS .

the Dit through
Dit = 〈GP〉ω

∣∣∣∣peak
1

fD(σS )q2 (2.12)
where

fD(σS ) = 1
2ξp
√

2πσ 2S

∫ ∞
−∞

exp
(
− χ2

2σ 2S

)
exp(−χ ) log(1 + ξ2p exp 2χ )dχ (2.13)

fD as a function of σS can be obtained by numerical integration of Eq. 2.13 and the result
is shown in Fig. 2.15.
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In order to estimate the contribution of band-bending fluctuations on the line shape,
the experimental peaks have to be fitted to the model of Eq. 1.65, but the evaluation of
the integral is computationally demanding. Several calls of the model function comprising
the integral are performed during the fit. Then, the fitting routine is run for each value
of Vg (up to 200 – 300 points per experiment), for each measurement, for each sample.
The execution time grows soon unacceptably. The suggestion of Nicollian et al. (1969)
indicates a possible way to overcome this limitation. For a given ξp, the line shape of
the conductance peak can be written in dimensionless units as a function of the ratio
r = ξ/ξp

〈GP 〉ω
∣∣∣ξ=rξp

〈GP 〉ω
∣∣∣ξ=ξp

= 1
r

∫ ∞
−∞

exp
(
− χ2

2σ 2S

)
exp(−χ ) log(1 + r2ξ2p (σS ) exp 2χ )dχ

∫ ∞
−∞

exp
(
− χ2

2σ 2S

)
exp(−χ ) log(1 + ξ2p (σS ) exp 2χ )dχ

(2.14)

with σS as the only parameter. In this formulation, the right side of Eq. 2.14 is made
completely general, not related to any experimental conditions, such as temperature,
absolute frequency, surface potential. The function takes only r as independent variable
and σS as a parameter. The curve can be plotted back as a function of frequency through
the relation ω = rξp/τ . Following this consideration, the right side of Eq. 2.14 has been
calculated numerically, once and for all, in the range r ∈ {10−6 − 106}; σS ∈ {0.2− 20}
on a 1200× 100 grid as shown in Fig. 2.16. This grid has been used as the basis in the
fitting procedure, with a remarkable speed up of the fitting routine.

20

15

10

5

0

σ S(
� BT

)

100 101 102 103 104 105 106

ω/ω�

σ s(q/
k BT )

1.0
0.8
0.6
0.4
0.2
0.0

[�GP �/ω
]/[�GP �/ω

]peak

20

15

10

5

0

σ S(
� BT

)

100 10-1 10-2 10-3 10-4 10-5 10-6

ω/ω�

σ s(q/
k BT )

1.0
0.8
0.6
0.4
0.2
0.0

[�GP �/ω
]/[�GP �/ω

]peak

Figure 2.16: Plot of [〈GP〉 /ω]/[〈GP〉 /ω]peak vs frequency-to-peak-frequency ratio r and
standard deviation of band-bending σS . The right plot shows frequencies higher than
peak frequency (r > 1), while the left plot shows frequencies lower than peak frequency
(r < 1). These plots effectively represent the line shape of the peak in equivalent parallel
conductance when band-bending fluctuations are taken into account. A remarkable speed
up over the standard integration of Eq. 1.65 is gained in the peak fitting procedure by
using these completely general curves.

The characteristic time τ can be obtained from the peak angular frequency ωp through
the relation

ξp = ωpτ −→ τ = ξp/ωp (2.15)
It is worth noticing that, in the limit of small band-bending fluctuations, the line shape

falls back on the previous case of no fluctuations as expected. In this limit Eq. 2.12 and
Eq. 2.15 still hold, with fD = 2.5 and ξp = 1.98.

The peak line shape according to the three different models described above is shown
in Fig. 2.17. The curves expected for a single level trap and for a continuum distribution
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Figure 2.17: Plot of theoretical GP /ω vs ωτ curves. (a) Single level trap model, (b)
continuous distribution of single level traps, and (c) continuous distribution of single traps
considering band-bending fluctuations. The position of the peak is evidenced for the three
curves. From line (a) to line (b) and to line (c), the peak shifts to high frequency and
the height decreases. The curves have been drawn for unit trap capacitance. In curve (c)
σS = 5 .

of single level traps are qualitatively very similar, however in the first case the peak
angular frequency is ωp = 1/τ , while in the second case ωp = 1.98/τ . The effect of
band-bending fluctuations is to broaden the line, as expected, and also to shift the peak
to higher frequency, according to Eq. 2.15 and Fig. 2.14: σS = 5 implies ωp ≈ 2.63/τ .

The density of interface states Dit is thus estimated by fitting the equivalent parallel
conductance GP /ω(ω) at different values of the gate bias Vg applied to the MOS capacitor.
Best results are obtained assuming a continuous distribution of single level traps, allowing
for band-bending fluctuation to broaden the peak. Peak angular frequency, ωp, peak
equivalent parallel conductance, 〈GP〉 /ω|ω=ωp , and band-bending fluctuation variance,
σS , are estimated at any given Vg with least square optimization. The physical quantities
of interest, Dit and τ , are obtained by using Eq. 2.12 and Eq. 2.15, respectively.

As pointed out in chapter 1.2, due to the properties of the occupation function f , traps
respond when E ≈ µ = qψS + qφB + Ei. Therefore, by recalling the ψS − Vg relation
of Eq. 2.9, the density of interface states Dit(Vg) is expressed as function of the energy
inside the bandgap.

Moreover, provided the position of the surface potential is known with sufficient accu-
racy, it is possible to estimate the capture cross section of the interface traps from τ(Vg)by rewriting Eq. 1.62 and Eq. 1.63

σp = 1
τpv thNV

exp
(qφS − EV

kBT
)

for p-type

σn = 1
τnv thNC

exp
(EC − qφS

kBT
)

for n-type (2.16)
(2.17)
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Rigorously, this analysis is valid for the MOS capacitor biased in depletion and care
must be taken when discussing measurements in accumulation or inversion. Moreover,
even when the MOS is in depletion, it is necessary to carefully check that the equivalent
parallel conductance peak is within the experimental frequency range to avoid fitting only
the shoulder of the line. Otherwise the resulting extrapolated peak height would be af-
fected by large uncertainty, reducing the accuracy of the estimated Dit . In addition, peaks
that are largely broadened due to band-bending fluctuation will lead to large errors in
τ .

The distribution of interface traps inside the bandgap obtained by the conductance
method can be validated by falling back to the C − V curves. When minority carrier
inversion charge and interface traps are able to follow the ac modulation the MOS
capacitance is given by

C LF =
( 1
Cox + 1

Cs + Cit
)−1

(2.18)
By comparing the experimental C −V to the ideal curve, Dit can be written as a function
of energy, recalling Eq. 1.51

Dit(E = qψS + qφB + Ei) = 1
q2
( CoxC LF (ψS )
Cox − C LF (ψS ) − C LFideal,s(ψS )

)
(2.19)

where the dependency on ψS is made explicit and Eq. 2.9 is used to rewrite C (Vg) as
C (ψS ). Eq. 2.19 is commonly referred to as the low frequency method or LF method
(Berglund, 1966). Despite the sensitivity is not as high as in the conductance method, LF
method can be applied to determine the interface trap density over the entire bandgap,
provided that low enough frequency is available2. For this reason it is of practical use
only at room temperature.

The use of the theoretical Cs can be avoided by using the experimental high frequency
curve. Assuming that the interface traps do not respond to the high frequency, it is possible
to write

Cs = CoxCHF
Cox − CHF (2.20)

and substituting into Eq. 2.19 yields

Dit = Cox
q2
( C LF /Cox

1− C LF /Cox −
CHF /Cox

1− CHF /Cox
)

(2.21)
Eq. 2.19 is commonly referred to as the high frequency / low frequency method or HF/LF
method (Castagné and Vapaille, 1971). HF/LF method is accurate only in depletion and
in weak inversion regime.

2or quasi-static C −V are measured with a sufficiently slow bias sweep and gate leakage is negligible.
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Electron Spin Resonance
Spectroscopy 3

Following the description of the physical principles governing the electron spin resonance
phenomena, illustrated in chapter 1.3, and the setup employed to perform electron spin
resonance experiments, detailed in chapter 2.2, the outcomes of the investigation of dif-
ferent germanium interfaces with oxides are shown below. To introduce to the subject,
the case of the (001)Ge/GeO2 interface is briefly reviewed starting from the literature.
Afterward, the original results obtained in the study of the (111)Ge/GeO2 interface are
presented. Then, the measurements on the Ge/GeO2/Al2O3 stack are discussed due to
the relevance to the subsequent admittance spectroscopy characterization, which will be
the topic of the next chapter.

3.1 (001)Ge/GeO2
The first evidence of paramagnetic centers showing electron trapping activity at the
germanium-oxide interface revealed by contactless edmr spectroscopy has been found
in (001) oriented Ge/GeO2 samples (Baldovino et al., 2008). At first, three signals have
been identified, as the minimum number of component required to have a satisfactory
fit to the data shown in Fig 3.1. A common behavior is recognized upon variation of
temperature (see Fig 3.2), magnetic field modulation frequency, and light intensity. The
three components of the signal scale in intensity as a whole and the overall shape of the
spectrum remains unchanged, establishing a strong argument in support of the attribution
of the signal to a common origin.

By rotating the static magnetic field in a (11̄0) plane, the g-factor revealed an
anisotropy, shown in Fig. 3.1, that can not be consistent with a paramagnetic center
located into the bulk amorphous oxide. Indeed, the spatial order is typically lost in amor-
phous materials where all orientations are equivalent. It can be noticed that no clear
indication of the underlying symmetry of the center can be determined from the angular
map and, even at high symmetry directions, the three lines do not coincide in position.
Therefore, it needs to be supposed a symmetry lower than trigonal, either triclinic or
monoclinic.
The same signal is observed also when the oxidizing agent is changed. Fig. 3.4 compares
the edmr spectra when atomic oxygen (AO), molecular oxygen (O2), and ozone (O3) are
used. Native oxide, also, shows the same spectral features (not shown) (Baldovino et al.,
2008). The g-factor of the three components is slightly influenced by the oxidizing agent,
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Figure 3.1: EDMR spectrum observed at the Ge/GeO2 interface. The fitted curve (red)
reproduce convincingly the experimental spectrum (black). The three components assumed
for the fit are shown separately (blue). The signals are attributed to the Ge DB, after Bal-
dovino et al. (2010). Experimental condition: microwave frequency 9.2 GHz, temperature
7 K, static magnetic field along [110].
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Figure 3.2: EDMR
spectrum observed at
the Ge/GeO2 interface
at different temperatures.
The shape of the spectra
does not change with
temperature, only in-
tensity scales as 1/T .
This evidence supports
the attribution of the
three lines shown in Fig.
3.1 to the same center.
Experimental condition:
microwave frequency
9.2 GHz, static magnetic
field along [110].
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Figure 3.3: Angular dependence of the signals observed at the Ge/GeO2 interface, as
a function of magnetic field orientation with respect to sample normal. High symmetry
crystal direction are indicated. The anisotropy of the g-factor excludes the origin of
the signal from the amorphous oxide layer, after Baldovino et al. (2008). Experimental
condition: microwave frequency 9.2 GHz, temperature 7 K, static magnetic field rotated in
the (11̄0) plane.

demonstrating a sensitivity to the oxide layer that would be impossible for a center lo-
cated in the bulk of the semiconductor. Therefore, ruled out the location within the oxide
by the anisotropy, the origin of the signal must be at the interface.
The clue for signal identification stems from the analogy with a well established sys-
tem: the silicon-silicon dioxide interface. Following the early work by Lebib et al.
(1997) on porous SiGe/SiGeO2 interface, the resonance features of the edmr signal
observed in Ge/GeO2 are compared to the characteristic of the epr spectrum of the
silicon dangling bond (DB), that is the prominent paramagnetic defect found at the Si-
oxide interface. An extended discussion of the properties and the spectroscopy of the Si
DB is demanded to chapter 5.1. In detail, the amount of the extremal g shift from the
free electron value (indicated as δg) is connected to the spin-orbit constant λ (see Eq.
1.80). The reasonable agreement between the two ratios δg(Ge/GeO2)/δg(Si/SiO2) and
λGe/λSi = 940 cm−1/142 cm−1 hints at the role of Ge DB in the edmr signal (Lebib et al.,
1997; Stesmans and Afanas’ev, 1998; Stesmans et al., 2009). Other defects are excluded
on the basis of the observed g-factors. Thermal donors (TDs), paramagnetic impurities
(phosphorus, arsenic, antimony and bismuth), band tail states and conduction electrons
have been considered and the corresponding g-factors are shown in Tab. 3.1. The values
and the rotational symmetry of the signals observed at the Ge/GeO2 interface are not
consistent with any of the characteristics in the table. Then, the attribution to the DB
of the three component signal observed at the (001)Ge/GeO2 interface is solid and con-
firmed by several works. It is scarcely affected by thermal treatment as low temperature
post-deposition-anneal as reported by Molle et al. (2011). Additional capping of the ger-
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interface gmin gmax Ref.
(001)Si/SiO2 2.0022 2.00735 (Stesmans and Afanas’ev, 1998)
(001)Ge/GeO2 1.992 2.024 (Baldovino et al., 2008)

Table 3.1: Extremal g-factors measured by electron spin resonance spectroscopies at
Si/SiO2 and Ge/GeO2 interfaces. In the case of high temperature oxidized (001)Si/SiO2,are indicated the principal values g2, g3 of the Pb1 center (see chapter 5.1 and reference
therein for additional details). In the case of Ge/GeO2, only upper and lower bounds for
the principal values can be given, as the underlying symmetry is not identifiable.

g// g⊥ symmetry Ref.
TDs 0.849 1.917 orthorombic-I (Callens et al., 1989)
P (donor) 1.563 1.563 isotropic (Wilson, 1964)
As (donor) 1.570 1.570 isotropic (Wilson, 1964)
Bi (donor) 1.567 1.567 isotropic (Wilson, 1964)
band tail state electrons 2.01 2.01 isotropic (Marques et al., 1999)
band tail state holes 2.03 2.03 isotropic (Marques et al., 1999)
conduction electrons 0.83 1.917 trigonal (Hale et al., 1975)

Table 3.2: g-factor and symmetry of known paramagnetic centers in Ge.

manium oxide with insulator layers does not alter the structure of the defect (Baldovino
et al., 2012). The oxidizing agent, as anticipated, influences the spectrum only marginally.
The slight variation is attributed to the different stress at the interface resulting from the
different oxidation process (Baldovino et al., 2008; Molle et al., 2008).

The AO oxidation results in a additional signal, which, however, displays a different
behavior and therefore a different nature. In particular, the line is narrower than the DB
and a different angular dependence is observed, as shown in Fig. 3.5. This defect is
almost isotropic and it is therefore natural to locate it in the oxide side of the interface
and call it oxide related defect (OD). The intensity of the signal indicates a higher density
of these defects, with respect to the dangling bonds. A purely isotropic line attributed to
the same OD is observed using standard epr technique. Indeed, epr is less sensitive than
edmr but it probes the whole volume of the sample. Being not specifically sensitive to
the illuminated semiconductor interface, epr then reflects an average over all the possible
location of the OD, with a prevailing contribution from the amorphous bulk oxide.
Additionally the dependence on light intensity shows that the intensity of the new signal
grows steadily for increasing light flux (in the 1015 photons/s range) while the first three
signals show saturation (see Fig. 3.6). A connection has been established with GeOxcontent (sub-stoichiometric germanium oxide) and the OD signal (Baldovino et al., 2008,
2010; Lamperti et al., 2011; Baldovino et al., 2012), observed also when different oxides
are grown on the Ge surface (Molle et al., 2011).
Since a edmr signal is observed, the location of the OD signal in close proximity of
the semiconductor necessarily results in defect levels in the bandgap. Admittance spec-
troscopy evidenced a correlation between the OD signal and increased Dit at midgap
(Baldovino et al., 2010).
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Figure 3.4: EDMR spectra observed at the
Ge/GeO2 interface exposed to atomic oxy-
gen (AO), molecular oxygen (O2), and ozone
(O3) oxidation, respectively. The three sig-
nals of the Ge DB (blue) are always present,
while AO shows an additional component.
The g-factor of the three components is in-
fluenced by the oxidizing agent, even though
to a limited extent not appreciable in the
graph. Ruled out the location within the
oxide by the anisotropy, the origin of the
signal must be at the interface. After Bal-
dovino et al. (2010). Experimental condition:
microwave frequency 9.2 GHz, temperature
7 K, static magnetic field along [110].
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3.5, green line). High symmetry crystal di-
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behavior reflects a location of the center more
within the amorphous oxide. After Baldovino
et al. (2008). Experimental condition: mi-
crowave frequency 9.2 GHz, temperature 7 K,
static magnetic field along [110].
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Figure 3.6: Intensity of the OD line (red) and
the Ge DB lines (black) as a function of light
intensity. The different behavior reflects the
distinct origin of the signals. After Baldovino
et al. (2008). Experimental condition: mi-
crowave frequency 9.2 GHz, temperature 7 K,
static magnetic field along [110].
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3.2 (111)Ge/GeO2
Following the identification of the Ge DB at the (001) Ge interface, it was natural to direct
edmr spectroscopy to the study of the (111) counterpart, which has even more importance
for the implementation of novel electronic devices, possessing the highest mobility (Kuzum
et al., 2009). The proceeding of this section reports on the published paper (Paleari et al.,
2013) about the investigation of the (111)Ge/GeO2 interface.

The first measurements started from the H1u sample, at the temperature of 5 K, with
a microwave frequency of about 9.2 GHz, and a 7 kHz magnetic field modulation of suf-
ficiently low amplitude to avoid signal distortion. Blue light illumination is used to
photo-generate carriers. By observing the edmr spectrum recorded with the external
magnetic field B oriented along the [112̄] direction, two signals are identified clearly
(see Fig. 3.7). By studying the behavior of the signal as a function of the experimental
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 Fit Figure 3.7: Derivative

edmr spectrum of sam-
ple H1u. Data are fitted
with two Voigt lines. The
black line is the sum of
the two components and
a 2nd order polynomial
background.

parameters, such as modulation frequency and microwave power, it is observed a strong
correlation of the two signals (see Fig. 3.8).

Fig. 3.9 (a) shows a collection of the spectra recorded at different magnetic field
orientations with respect to the sample crystal axis. Best fits of representative spectra
are shown in (b) and (c). As the B field was rotated in the (11̄0) plane a distinct pattern
was observed. Each spectrum was fitted with the minimal number of Voigt lines, from
which the resonant field and the linewidth of the single components were extracted.

Figure 3.10 shows the g-matrix roadmap, as extracted from the deconvolution of the
EDMR spectra of Fig. 3.9. A well defined pattern is present, allowing the identification

Figure 3.8: Derivative edmr signal as a function of modulation frequency (left) and mi-
crowave power (right). The intensity of the two signals is strongly correlated, indicating
a common nature.
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Figure 3.9: (a) Angular dependence of derivative edmr spectra of the (111)Ge/GeO2sample. The vector B lies in the (11̄0) plane and the angle is referred to the surface
normal (see Fig. 2.10b). After a second-order polynomial background subtraction, the
various spectra have been rescaled in the abscissa to account for the small differences in
microwave frequency and normalized in intensity, for a better visual comparison. (b) and
(c) Best fit of representative spectra, with an angle between the magnetic field and the
surface normal of 30◦ and 90◦, respectively. The experimental points are the blue dots
and the fitted spectra are the black lines. The deconvolution of the different branches,
namely the surface normal [111] (red line) and the other 〈111〉 branches (yellow and green
lines), is evidenced.

of the main directions and principal g-values. Considering the degeneracy expected
for an axial center oriented along the 〈111〉 direction within the Ge lattice, the most
intense branch of the g pattern is associated with those centers having the symmetry
axis parallel to the Ge surface normal [111], depicted in red in Fig. 3.10. This finding
is in line with EPR data of defects at the Si(111)/SiO2 interface Stesmans (1986) and
it is consistent with defects located at the Ge(111)/oxide interface. Each branch can be
fitted by Eq. 1.86, g =

√
g2// cos2 θ + g2⊥ sin2 θ, where θ is the angle between B and

the paramagnetic center axis. The experimental data reported in Fig. 3.10 are consistent
with a C3v point symmetry, and g// = 1.9890 ± 0.0004, g⊥ = 2.0230 ± 0.0004 with the
principal axis oriented along the 〈111〉 direction.

Following the same argument that helped the identification of the DB at the (001)
interface, it is found that also in this case the g-factor principal values strongly support
the assignment to an interfacial Ge DB (Stesmans, 1986; Lebib et al., 1997; Stesmans and
Afanas’ev, 1998; Stesmans et al., 2009). Starting from a comparison with the well known
Pb center at the Si(111)/SiO2 interface, where simple first order spin-orbit (SO) theory
predicts g⊥ − ge ∝ λ (ge is the free electron value and λ is the SO coupling constant,
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Figure 3.10: Angular g map of GeO2/Ge(111) DB observed by contactless EDMR tech-
nique at 9.2 GHz and 5 K for B rotating in the (11̄0) plane. The solid curves represent
the best fitting of each branch to a trigonal symmetry in center in a Ge (diamond) crystal,
yielding the principal g values g// = 1.9890 ± 0.0004, g⊥ = 2.0230 ± 0.0004. The
branches are color coded as in Fig. 3.9.

Figure 3.11: Derivative edmr spectra of as grown thermal GeO2 (top), after deionized
water etched surface (middle), and after native oxide regrowth (bottom). Sample H1u,
B[112̄].

see Eq. 1.80), it can be noticed that
[g⊥ − ge]Ge DB
[g⊥ − ge]Si Pb0 ≈

λGe
λSi = 940 cm−1

142 cm−1 (3.1)

The interfacial nature of the observed DB is further evidenced by the complete sup-
pression of the signal upon etching of the GeO2 layer in deionized water. Following the
etching procedure, for short exposure to air, when the native oxide had not enough time
to grow, the signal is absent while it is recovered for longer exposures to air (see Fig.
3.11). As the strong anisotropy rules out the location inside the amorphous oxide matrix,
the center must be placed at the interface.
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Figure 3.12: edmr peak-to-peak line width ∆BTpp of the [111] DB as function of the angle
between B and the paramagnetic center principal axis. The solid line represents a fit
based on Eq. 3.3, from which the value σg⊥ = 0.0066± 0.0002 is deduced.

An additional observation in support of the interfacial DB assignment is the inho-
mogeneous line broadening shown in Fig. 3.12, resulting from a strain induced spread
σg(θ), observed mainly in g⊥, as for the case of the Si/oxide interface. The standard
deviation of σg can be characterized by extracting the width ∆BGpp(θ) of the Gaussian
line broadening from the total width ∆BTpp(θ) of a Voigt function Stesmans and Afanas’ev
(1998):

∆BTpp(θ) = 1/2∆BLpp +
√

[∆BGpp(θ)]2 + 1/4(∆BLpp)2 (3.2)
where ∆BTpp(θ = 0) is taken as the homogeneous Lorentzian width ∆BLpp, assumed to be
independent of θ. σg can then be obtained fitting ∆BGpp(θ) using the formula:

∆BGpp(θ) = (2hν/g3µB)(g// cos2 θ σg// + g⊥ sin2 θ σg⊥ ) (3.3)
Fit to the data yields σg⊥ = 0.0066 ± 0.0002, again approximately λGe/λSi times larger
than the value observed for Si Pb (σg⊥ ≈ 0.00085) Stesmans and Afanas’ev (1998).
This result is also in good agreement with previous measurements on the Ge DB at the
SixGe1−x /SiO2 interface giving σg⊥ ≈ 0.0074 Stesmans et al. (2009).

These experimental evidences open the way to a broad variety of questions, starting
from the physical reason behind the impossibility to reveal the DB by conventional epr
to the detailed electrical properties of this center such as the level positioning inside
the bandgap. It is, therefore, necessary to move to different characterization techniques
and, in particular, to admittance spectroscopy. The jump is substantial and the technical
requirements on the samples are very diverse. Admittance spectroscopy requires robust
oxides that can withstand intense field ensuring low leakage currents. GeO2 alone can
not meet these specifications, but adding a thin Al2O3 film is sufficient to guarantee
successful admittance measurements. The last open point is the effect of the additional
capping on the properties of the Ge DB.

3.3 Toward Electrical Characterization: Ge/GeO2/Al2O3
The preliminary characterization by ToF-SIMS (discussed in the previous chapter) suggest
that the interface between Ge and GeO2 is not affected by the deposition of the alumina
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Figure 3.13: First derivative edmr spectra of (a) sample G1u and (b) sample H1u. Data
are fitted with two Voigt lines. The black line is the sum of the two components and a
second order polynomial background. The high field line (red) corresponds to the [111]
oriented DBs, while the low field line (green) is attributed to the DBs which are oriented
along the other 〈111〉, forming an angle of 19◦ with respect to the surface plane. The two
spectra are very similar in terms of g-factor and linewidth.

capping. A detailed account is given on the basis of the published paper (Paleari et al.,
2014) reporting on the of the Ge/GeO2/Al2O3 gate stack by edmr.
Edmr results concur with ToF-SIMS and, as Fig. 3.13 indicates, the spectrum of sample
G1u closely resembles the spectrum of sample H1u. The close similarity in the edmr
spectra between the two samples is further confirmed by scanning the orientation of the
magnetic field in a (110) plane. The resulting g-factor pattern is plotted in Fig. 3.14
(dark triangles) and it turns out to be consistent with the reference Ge/GeO2 data (light
squares) for either the main branch (red) and the secondary branch (green). The last
branch (yellow), which is predicted for the DBs lying outside the (110) plane, is not
clearly resolved in the spectra. This line is expected to be, in general, broader than the
others for two reasons. First, in the chosen experimental set-up, the angle formed with
the external magnetic field is always close to 90◦ (see the discussion on strain induced
broadening, further in the text). Second, small deviations from ideal sample orientation
can split the two otherwise degenerate components, resulting in a broader line. According
to the latter argument, three observations support the initial guess on the attribution of
the two signals in Fig. 3.13 as follows. 1) The main branch is oriented along the [111]
direction. 2) Another branch is present and is shifted from the first by ≈ 71◦. 3) Only a
single line is observed when B is oriented parallel to the [001] direction. Therefore, the
structure of the DBs at the Ge/GeO2 interface is not affected by the Al2O3 overlay and
the trigonal symmetry is preserved. The same axial model of Eq. 1.80 is employed to fit
the angular roadmap of Fig. 3.14. The principal values of the g-factor resulting from the
fitting of the angular map with a trigonal model are gathered into Table 3.3.
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Figure 3.14: g-factor as a function of the orientation of the magnetic field in the (11̄0)
plane. Sample G1u (dark triangles) and sample H1u (light squares) display the same
rotational pattern. A single fit to the data (solid line) reproduces the experimental points
of both samples. The different branches are color coded as in Fig. 3.13.

Figure 3.15: Strain induced line broadening in samples G1u (dark blue) and H1u (light
blue). The angular dependence of the peak-to-peak line width ∆BTpp of the [111] DB is
related to the strain induced disorder at the oxide interface. Fit to the data (line) yields
σg⊥ = 0.0066 ± 0.0001. Sample G1u does not show evidences of additional interface
disorder induced by the Al2O3 capping layer.

Lastly, the strain distribution at the Ge/GeO2 interface has been investigated by
following the variation of the line width of the main branch as a function of the magnetic
field orientation. As in sample H1u, the larger width observed when B is at right angle
with the DB principal direction is consistent with the presence of a distribution in the
position of the atoms and in the bond angles. Fig. 3.15 shows that the data of sample G1u
are in excellent agreement with H1u points and both fit nicely in the model developed
by Brower (1986).

In conclusion, Al2O3 has been successfully integrated on top of the GeO2 preserving
the physical quality and the microstructure of the DB at the interface. Therefore, G
series samples can be considered equivalent to the H series samples and they can be
used effectively in admittance spectroscopy experiments.
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Sample g// g⊥ σg⊥G1u 1.9889(4) 2.0223(4) 0.0066(1)
H1u 1.9889(6) 2.0230(7) 0.0066(2)
(001)Ge/GeO2 1.9922(3) 2.0238(3) //

Table 3.3: Principal values of the g matrix and strain induced broadening in samples G1u,
H1u. g-factor extremal values of the (001)Ge DB are shown for comparison (Baldovino
et al., 2008).
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Admittance Spectroscopy 4
In this chapter are discussed the outcomes of the admittance characterization of the
Ge/GeO2 and Ge/Al2O3 interfaces, of both (001) and (111) orientation. p- and n-type
substrate are employed in order to investigate the VB side and the CB side of the
bandgap with the same accuracy. The measurements and the analysis is discussed in
greatest depth for the first sample, G0p.

4.1 p-type (001)Ge/GeO2/Al2O3
According to the methodology presented in chapter 2.3, Rs is calculated and its contri-
bution is removed from the admittance of sample G0p. In all experimental conditions,
ranging from room to low temperatures (300− 108 K), Rs is low, typically 17− 23 Ω.

Capacitance-Voltage Curves
A first glance to low frequency C−V curves, shown in Fig. 4.1, already provides indication
on the quality of the interface. In accumulation regime, observed at Vg . −2 V, there is
little dispersion among the different curves, both in terms of rigid shift along the voltage
axis and vertical displacement, as expected for a low density of traps. In depletion and
weak inversion regime, on the other hand, Dit of the order of 1012 eV−1cm−2 can contribute
appreciably to the capacitance and are revealed by the dispersion in the C−V at different
temperatures. In fact, the frequency of the ac component need to be sufficiently low to
allow thermal equilibrium between traps and free carriers. At high temperatures capture
and emission times are shorter (as predicted by Eq. 1.31), resulting in the T -dispersion
observed about −1 V.

In inversion, observed at Vg & 0 V, the low frequency curve is expected to grow
up again to Cox , due to minority response. At room temperature and below, minority
carriers at the interface are provided by generation and recombination (GR) mechanisms
(Dimoulas et al., 2005)1. This explanation is supported quantitatively by the behavior of
strong inversion capacitance as a function of frequency, shown in Fig. 4.3. The transition
frequency that marks the change from low frequency behavior to high frequency behavior

1while above room temperature the dominant mechanism is diffusion of minority carriers from the bulk.
Another mechanism is the supply of minority carriers from an inversion layer surrounding the MOS capacitor,
but in this case the minority response would be observed also at low temperatures (Martens et al., 2008).
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Figure 4.1: Low frequency C −V curves
at different temperatures. Sample: G0p;
ac frequency: 50 Hz.
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Figure 4.2: High frequency C−V curves
at different temperatures. Sample: G0p;
ac frequency: 1 MHz.
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Figure 4.3: C as a function of ω, in
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inversion. Sample G0p, T = 300K,
Vg = −4.5 V, [0.3; 1] V in accumulation
and inversion, respectively. Accumula-
tion capacitance (black triangles) is in-
dependent of frequency, while inversion
capacitance (circles) shows τ behavior.
Midway capacity is defined according
to Eq. 4.1, yielding the corresponding
ωmid. Cox = 0.432 µF/cm2, CHF =
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0.262 µF/cm2, ωmid = 2π541 Hz =
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Figure 4.4: G as a function of Vg at
different frequencies, sample G0p, T =
300 K. Approaching strong inversion, on
the right, the conductance is given ex-
clusively by GGR = 1.85 · 10−3 S/cm2
(dashed line) defined in Eq. 4.2. There-
fore, minority carriers GR alone is suf-
ficient to explain the observed inversion
C LF .
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can be defined as the angular frequency ωmid for which Cmid is midway between Cox and
CHF (Nicollian and Brews, 2003):

Cmid = Cox − Cox − CHF
2 (4.1)

The conductance associated to the GR of the minority carriers is a function of ωmid and
is given by:

GGR = ωmid
Cox

1− CHFCox
(4.2)

Fig. 4.4 indicates that G observed in inversion is in very good agreement with Eq. 4.2,
therefore supporting that minority carrier GR by the bulk traps is sufficient to explain the
low frequency C − V in inversion. A strong contribution from interface states is, thus,
unlikely. By looking again at Fig. 4.1, it is now possible to understand the inversion
behavior as a function of T : at lower temperatures ωmid decreases and eventually gets
lower than the minimum available angular frequency ωmin = 2π50 rad/s. When T =
250 K, then ωmid ≈ ωmin, while for T . 200 K, ωmid � ωmin and the characteristic
minority response in inversion is not observed at all. Finally, the evidence of minority
carrier response also indicates that the gate leakage is negligible.

Fig. 4.2 displays the high frequency C − V curves. Again, T -dispersion in accu-
mulation is limited and this enables to calculate Cox with good confidence. Following
the Kar method (Kar, 2003), 1/CHFacc vs √d/dV (1/CHFacc )2 is plotted and a linear fit to the
points in the strong inversion region gives C−1ox as the y-intercept of the line. Fig. 4.5
shows the fitting to the high frequency C − V curve , recorded at 250 K, in the region
−4.48 V < Vg < −3.32 V.
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Figure 4.5: 1/CHFacc vs √d/dV (1/CHFacc )2 plot from sample G0p. T = 250K and modulation
frequency 1 MHz. Experimental points (red circles) are taken in the strong accumulation
region, corresponding to gate voltage in the range [−4.48;−3.32] V. Data lie in a straight
line, as predicted by Kar’s model, and fit to the data (black dashed line) yields Cox =
0.43 µF/cm2 as the reciprocal of y-intercept.

The depletion region of the high frequency C − V curve (see Fig. 4.2) confirms the
limited voltage shift when T is varied. It is interesting to notice that, in inversion, the
curves have two distinct behaviors: at T above 200 K the capacitance does not vary
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appreciably in the range 0 V < Vg < 1 V, while below 200 K the capacitance decreases
asymptotically to the minimum with increasing Vg. This peculiarity can be explained by
invoking a weak Fermi level pinning (Simmons and Wei, 1973; Wei and Simmons, 1974;
Grassman et al., 2008; Martens et al., 2008). This phenomenon occurs at high Dit , when
it gets of the same order of magnitude of Cox /q2, or ≈ 3 · 1012 eV−1cm−2 in the case
of sample G0p. Weak Fermi level pinning manifests as a pronounced stretch out of the
C − V curve along the voltage axis (the extreme case is complete Fermi level pinning).
The weak Fermi level pinning is made evident when calculating the apparent doping
level by Eq. 2.8. Fig. 4.6 shows that an unphysical high doping level is obtained when
T > 200 K. Cooling below 200 K results in a flat doping profile, as expected for molten
doped samples. Unfortunately, interface traps can distort the C − V shape by inducing
a stretch out of the curve resulting in an overestimation of NA. Resorting to the max-min
capacitance method yields NA = 3.5 · 1016 cm−3 as best estimate.
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Figure 4.6: Apparent doping concentration NA in the subinterface region of the semicon-
ductor. NA is calculated from high frequency C − V curve according to Eq. 2.8 and, in
the ideal MOS, represents the density of ionic charge at the edge of the depletion layer.
In p-type substrates, the depletion layer width increases with positive Vg, extending up
to ≈ 0.3 µm in the bulk for Ge at room temperature and NA ≈ 1016 cm−3. In real MOS,
interface traps cause a stretch out of the C − V curve and the apparent NA can be re-
garded as an upper bound. The best estimate based on the max-min capacitance method
is 3.5 · 1016 cm−3 and is indicated by the dashed line on the graph.

Following this preliminary analysis, ideal C − V curves are calculated at each ex-
perimental temperature, in the high and low frequency limit, using the best estimates of
Cox and NA. Comparison between calculations and experiments is shown in Fig. 4.7 (a)
and (b) for the two representative temperatures 300 K and 108 K. Simulations reproduce
the experimental data and validate the qualitative analysis above:
• The flatband voltage VFB , visualized as the voltage difference between the zeros

of the top and bottom scales, is not affected much by the temperature. The fairly
negative value, VFB ≈ −1.4 V for both high and low T , indicates the presence of
positive fixed charges in the oxide. Quantitative substantiation is given in Fig. 4.8,
showing the ψS − Vg curves calculated according to Eq. 2.9.
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Figure 4.7: Comparison between ideal and experimental C − V curves of sample G0p,
for T = 300K (a) and T = 108K (b). Experimental data measured using 1 MHz and
50 Hz ac modulation frequency are displayed with circles and triangles, respectively.
Ideal curves in the high and low frequency limits, represented as solid and dashed lines
respectively, are simulated using the best estimate values of Cox = 0.43 µF/cm2 and
NA = 3.5 · 1016 cm−3. Notice the different scale of the abscissa axis in the ideal (top)
and experimental (bottom) case necessary to match the C − V . In (b) the increase of C
at high positive voltages, due to minority response in the low frequency theoretical curve,
is not observed experimentally. Minority carrier generation, in fact, has a very long time
constant that, according to Eq. 1.62 and 1.63, requires ac modulation frequencies below
10−2 Hz to be observed at 110 K.

• The difference in the scale of the x-axes, necessary to match the two curves, evi-
dences an appreciable stretch-out of the experimental C−V . This effect is attributed
to the charging of interface states due to the Vg sweep.

• In depletion the experimental low frequency curve lies above the theoretical one, as
expected when interface traps can follow the ac modulation. Trap contribution to the
capacitance is given by Eq. 1.57. At low temperatures the characteristic times of
the traps increase and, in the case of deep levels, are extremely long. τ can exceed
several seconds and, therefore, very low frequencies are necessary to maintain
thermal equilibrium with the free charges. For this reason, the experimental value
of ω = 2π50 rad/s does not satisfy the low frequency condition ωτ � 1 over the
whole Vg span and the lower frequency curve in Fig. 4.7b approaches the high
frequency curve as Vg is increased and deeper lying traps are accessed.

• In inversion, C − V characteristics differ significantly between high and low T .
Ideal curves reproduce nicely the data at T = 108K, indicating that the estimation
of the doping density is correct. The deviation of the experimental high frequency
C − V from the simulation observed at T = 300K can be explained, therefore, as
a weak Fermi level pinning. Increasing Vg does not contribute to the shift of ψS ,
but the charge is trapped at the interface instead. In turn, the width of the space
charge region is not affected by Vg and C does not decrease.
• Minority carrier response is observed in inversion only at high temperatures, when

carrier generation and recombination are able to keep in pace with the ac modu-
lation of the surface potential.
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Figure 4.8: ψS − Vgcurves of sample G0p,
calculated according to
Eq. 2.9.
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Figure 4.9: GP /ω − ω plots in depletion regime, for different values of Vg, sample G0p.
Maximum and minimum bias is indicated and the curves are color coded accordingly. The
curves show a maximum as a function of ω. The location and the amplitude of the peak
vary together with Vg as indicated by the arrow. Measurements at different temperatures
are displayed to show the influence of T on the conductance: (a) room temperature, (b)
250 K, (c) 207 K, (d) 150 K, (e) 108 K.

Fig. 4.9 shows the equivalent parallel conductance as a function of ω for selected
values of Vg corresponding to MOS in depletion regime. Measurements at different
temperatures are displayed: (a) room temperature, (b) 250 K, (c) 207 K, (d) 150 K, (e)
108 K. Every plot has the same characteristic features:
• GP /ω vs. logω curves show a maximum,
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Figure 4.10: GP /ω as a
function of Vg, corrected
for flatband voltage shift.
Frequency is 3 kHz at
all temperatures, sample
G0p. The conductance
shows a maximum and
the location of the peak
moves with T .

• the location of the GP /ω peak is a strong function of the bias,
• the amplitude of the GP /ω peak is a weak function of the bias, if compared to the

former,
• by looking at a fixed frequency, GP /ω as a function of Vg also shows a maximum,

as more clearly shown in Fig. 4.10.
These four features are all explained quantitatively only by the interface trap model

discussed in chapter 1.2, namely, a distribution of single-level interface traps, isolated from
one another, with energies throughout the bandgap subject to band bending fluctuation.
A maximum in GP /ω as a function of ω occurs when the ac modulation frequency matches
the capture rate of the traps with energy level crossed by the oscillating chemical potential
at the interface. By varying Vg, different trap levels in the bandgap are accessed. Since
the capture rate is a strong function of energy, also it is the peak frequency. On the
other hand, the amplitude of the peak is proportional to Dit(E = µ). Therefore, a smooth
Dit leads to a peak amplitude that, on a relative scale, varies much less than the peak
frequency when the gate bias is changed. Similarly, at a fixed frequency, a peak in GP /ωis found when Vg lines up the chemical potential to the traps at the right energy depth
in the bandgap, with characteristic time of the order of 1/ω.
Temperature affects both τ (through Eq. 1.31) and the position of the chemical potential
(through Eq. 1.20). Therefore, at different temperatures, different regions of the bandgap
are accessible, resulting in different conductance spectra.

To give quantitative substantiation to the qualitative remarks above, GP /ω vs. logω
curves are fitted according to Eq. 2.14 for every Vg separately. The fitting function has
three parameters, namely, peak amplitude in terms of maximum conductance [GP /ω]ω=ωp ,peak location in terms of angular frequency at maximum conductance ωp, and peak width
in terms of band bending fluctuation parameter σS . Fit to the data is satisfactory over
a wide range of frequency and bias2. Fig. 4.11 shows the data at T = 108 K as a
representative case: the model reproduces accurately the shape of the peak, both the
maximum and the wings, as confirmed by the plot of the residuals (see Fig. 4.12).

Fitting results ([GP /ω]ω=ωp , ωp, and σS for any given Vg), can be plotted as a function
of the position of the chemical potential by using the ψS−Vg relationship obtained before:

2The noise in the experimental spectra is inversely proportional to the measurement frequency. In order
to improve the quality of the fitting, a ω-dependent error is assumed of the form W (ω) = 1 · 10−9 S/cm2 ×
(ω/2π 106 MHz)−1/4 .
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Figure 4.13:
Conductance peak fitting
results, T = 108K,
sample G0p. On the
x-axis it is reported the
position of the chemical
potential calculated from
midgap, according to Eq.
4.3. The first graph on
top shows the amplitude
of the GP /ω peak, the
graph in the middle
shows the location of the
GP /ω peak in terms of
angular frequency, and
the third graph at the
bottom shows the band
bending fluctuations,
defined as the parameter
σS in Eq. 2.14.

µ(ψS ;T ) = qψS + qφB(T ) + Ei(T ) (4.3)
where the dependency on the temperature is indicated explicitly. Fig. 4.13 shows that,
at T = 108 K, the amplitude of the peak increases when trap levels closer to the band
edge are accessed. This means that Dit grows toward the valence band side. In the
same way, ωp increases approaching the band edge, confirming that shallower traps have
shorter capture time constants. The last parameter, σS , increases slightly when moving
the chemical potential away from the VB. This behavior can be interpreted as a growth
of band bending fluctuations, which, in turn, indicates an increment of charge at the in-
terface. The broadening of σS when traps are filled by electrons suggests that interface
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Figure 4.14: Dit as a
function of energy in the
bandgap, sample G0p.
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fitting the conductance
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different temperatures,
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traps, in this energy range, are acceptors.
The fitting procedure is repeated for all the different temperatures, calculating, there-

after, Dit from [GP /ω]ω=ωp and σS through Eq. 2.12. The range of temperature has been
chosen in order to obtain the full coverage of the energies in the lower half of the bandgap.
The results at different temperature, shown in Fig. 4.14, overlap nicely as a continuous
distribution, indicating the correctness of the physical model adopted in the analysis.
Error Analysis
Different sources of uncertainty have to be considered in order to estimate the error affect-
ing Dit (and the other quantities of interest τ and σS ). It comes out that the uncertainty
in the reading of the instrument, due to the noise either in capacitance or conductance,
is negligible. Rs, too, does not affect the results appreciably. The interface trap model
reproduces the conductance peaks with good precision and, correspondingly, the relative
error of the fitted parameters is below 2% for peak amplitude and σS and can be much
lower than 1% for ωp. Cox can be estimated quite accurately through Kar’s method (within
a few percent), while it is very difficult to calculate NA,D with the same confidence level.
Getting an estimation of doping level within the active area of the MOS, of the order of
1016 atoms/cm3, with more than one significant digit can be challenging. C − V based
methods are among the most accurate for this application, are simple, do not require
calibrated samples or complex equipment (Deal et al., 1965; Shappir et al., 1980; Zohta,
1973). And, above of all, are sensitive exactly to dopants in the active area of the MOS.
Hall effect is another accurate electrical technique, but inhomogeneities in doping level
at the interface are a limiting factor (Larrabee and Thurber, 1980). Optical techniques,
on the other hand, are very sensitive and accurate but quantitative doping measurements
require known standards (Burstein et al., 1956; Picus et al., 1956; Charles Baber, 1980;
Tajima, 1978). Secondary Ion Mass Spectrometry (SIMS) does not have the sensitivity of
electrical and optical techniques and requires precise calibration of the sputtering rate
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(Felch, 1996).
Propagating the uncertainty associated to Cox and NA,D down to the Dit vs. E curve can
be quite complicated. These two quantities affect the final result through many highly
non-linear relationships: Cox enters the calculation of equivalent parallel conductance,
through Eq. 2.10, and the calculation of ND,A itself, by the Max-Min conductance method;
ND,A is used to calculate the position of the chemical potential in the bulk, through Eq.
1.20; Cox and ND,A, together, determine the C − V curves for the ideal MOS, through
Eq. 1.44, Eq. 1.46, Eq. 1.48. In particular, the ideal high frequency C − V curve is the
basis for the calculation of the ψS − Vg relation that is used to estimate the position
of the chemical potential at the interface for any given Vg. Therefore, the uncertainty is
translated into an error on the energy scale.
Being impossible to propagate the uncertainty in an analytical way, a heuristic method
is adopted to evaluate the confidence interval of the Dit − E curve. Cox and NA,D are
allowed to vary in a domain D = [Cox − σCox , Cox + σCox ]; [NA,D − σNA,D , NA,D + σNA,D ],
where σCox and σNA,D are the standard deviation associated to Cox and NA,D respectively.
The next step is to pick up a pair (Cox , NA,D) ∈ D and repeat the process of extraction of
Dit : the ideal C −V curves are calculated from the new values and the ψS −Vg relation
is evaluated again; the equivalent parallel conductance GP is obtained from C and G ,
conductance peaks are fitted (for each Vg and T ) and, finally, Dit is obtained from the
peak amplitudes. Fig. 4.15 is obtained by repeating these steps for a number of pairs
(Cox , NA,D) ∈ D and plotting the resulting Dit −E curves, giving a reliable estimation of
the uncertainty.
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Figure 4.15: Confidence interval of the density of interface traps estimated by the
conductance method, sample G0p. Cox and NA are allowed to vary in the domain
[Cox − σCox , Cox + σCox ]; [NA − σNA , NA + σNA ], resulting in the dispersion of the curves
displayed in the plot (red circles). The envelope of the distribution is evidenced (blue
line). Cox = 0.43± 0.01 µF/cm2, NA = 3.5 · 1016 ± 1 · 1016 cm−3.

Capacitance Methods
The Dit obtained by the conductance method can be validated using LF and HF/LF
methods described in Eq. 2.19 and 2.21. The methods are employed only with the
capacitance measured at room temperature, in order to satisfy the low frequency condition.
The error analysis adopted for the conductance method is performed also in this case,
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varying Cox and NA in the range [0.42; 0.44] µF/cm2; [2.5·1016; 4.5·1016] cm−3. The results
are shown in Fig. 4.16.
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(b) HF/LF method
Figure 4.16: Alternative methods for the estimation of Dit in sample G0p. In the same
way as in Fig. 4.15, the dispersion of the curves resulting from the different choices of Coxand NA is displayed (red circles) and the envelope of the distribution is outlined (blue
line). Cox ∈ [0.42; 0.44] µF/cm2,NA ∈ [2.5 · 1016; 4.5 · 1016] cm−3. Notice that the HF/LF
method gives Dit only over a limited range of the gap, while the LF method is valid over
the whole bandgap.

Summary
It is now possible to compare directly the Dit obtained with three different methods. Con-
ductance is the most accurate and sensitive method and the range of the bandgap that can
be accessed by this technique can be extended by varying the temperature. Nevertheless,
it is open to artifacts, as the depletion region must be identified carefully. Therefore,
LF method can help in identifying the trend of the Dit across midgap and, except when
very low density of interface traps are present, it yields sensible quantitative estimates.
HF/LF method has a limited range but it provides a rather independent estimation of the
Dit in depletion and across midgap without resorting to a theoretical calculation. The
comparative analysis is shown in Fig. 4.17. Dit calculated with the different methods are
consistent, within the experimental errors. LF method results in a slight overestimation of
the Dit , if compared to conductance method, while HF/LF method yields the lowest values
among the three. By looking closer to the midgap region (see Fig. 4.18), Conductance
method (green) shows an increase in Dit approaching midgap (and an increase in the
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Figure 4.17: Dit distri-
bution inside the ban-
gap obtained with three
different methods, sample
G0p. Dit from conduc-
tance (green) is consis-
tent with the results of LF
method (red) and HF/LF
method (black), within
experimental accuracy.
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Figure 4.18: Dit distri-
bution inside the bangap,
sample G0p. Close up on
the midgap region. Con-
ductance method (green)
shows an increase in
Dit approaching midgap,
while LF method (red)
and HF/LF method
(black) show a smooth,
flat, Dit .

error, too), while LF method (red) and HF/LF method (black) show a smooth, flat, Dit .The mismatch in the curves can be attributed to an artefact of the conductance method.
A drawback of the conductance analysis, especially in narrow bangap materials, is that
when the depletion region is not clearly identified due to the uncertainty in the ψS −Vgrelation, weak inversion response can be mistaken for a real growth of the Dit (Martens
et al., 2008). The admittance characteristic in weak inversion and in depletion are very
similar, but the same Dit results in much higher GP /ω peaks in weak inversion than in
depletion. The difference can be up to one order of magnitude, leading to an overestima-
tion of the trap density. Weak inversion produces narrower peaks, similar to the response
of a single trap level (see Fig. 2.17). The width of the conductance peaks, defined through
the parameter σS , is shown in Fig. 4.19 as a function of energy in the bandgap. A marked
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Figure 4.19: σS as a function of energy in the bandgap, sample G0p. σS represents the
broadening of the peak due to band bending fluctuations. Weak inversion response is
characterized by narrower peaks, resulting in a lower σS .

reduction in σS occurs approaching midgap energy, therefore supporting the attribution
to a weak inversion of the response observed in that regime.

The conductance method can provide also an estimate of the capture cross section σpof the interface traps. Eq. 2.15 allows to calculate the characteristic time of the traps τp
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from the peak frequency ωp 3. In this way, σp can be obtained through Eq. 2.16

σp = 1
τpv thNV

exp
(qφS − EV

kBT
)

≈ 1
τpT 2 × 1.09 · 1021 cm−2s−1K−2 exp

(qφS − EV
kBT

)

for p-type Ge substrates. Unfortunately, σp depends on ψS exponentially, therefore the
uncertainty in ψS is amplified to σp. As shown in Fig. 4.20, only the order-of-magnitude
of σp can be estimated, yielding σp ≈ 1017 cm2
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Figure 4.20: σp as a function of energy in the bandgap, sample G0p. σp depends on ψSexponentially, therefore the uncertainty in ψS is amplified to σp and only an order-of-
magnitude estimation is possible.

LF method provides the first data on the upper side of the bandgap, at energies above
midgap. Even though the error bar is quite large, it is interesting to note that the Dit is
fairly symmetrical, as shown in Fig. 4.21.

3τp is the characteristic time of holes, the majority carriers in p-type substrates, while ωp stands for the
peak frequency of the conductance spectra.
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Figure 4.21: Dit distribution inside the bangap, sample G0p. The figure is equivalent to
Fig. 4.17, with the difference that for positive energies (dotted lines) data are reported on
the top axis while for negative energies (dashed lines) data are reported on the bottom
axis. This provides a convenient way to visualize the symmetry of the Dit distribution.
LF method (red curve) results in higher Dit at the VB side than at the CB side. On the
other hand, conductance (green) and HF/LF (black) methods indicate comparable lower
Dit at the VB side, more in line with the values provided by LF method at the CB side.
Error bars are omitted for clarity.
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4.2 p-type (111)Ge/GeO2
The (111) oriented surface is expected to be more defective than the (001), owing to the
higher number of bonds pointing outside from the surface. The p-MOS capacitors show
indeed poorer characteristics, as it shown in the following.
Series resistance did not introduce appreciable distortions in the C −V curves of sample
G1p. Its value is estimated below 30 Ω in all experimental conditions, and the corre-
sponding contribution to the admittance has been removed.

Capacitance curves display similar features to the previous sample, with well recog-
nizable accumulation, depletion and inversion regimes. A closer look to Fig. 4.22 and
4.23, however, reveals a more pronounced dispersion among the curves recorded at dif-
ferent T , both in accumulation and depletion. Additionally, even at low temperatures,
minority carrier response shows up in the low frequency curve in strong inversion. These
anomalies are discussed in the following, aided by theoretical curves. Oxide capacitance
and substrate doping are estimated as described in the previous section, employing Kar
analysis and Max-min capacitance method, respectively. Ideal curves are shown in Fig.

0.45

0.40

0.35

0.30

0.25

0.20

C 
(µ

F/
cm

2 )

-3 -2 -1 0 1 2 3
Vg (V)

 300 K
 250 K
 200 K
 150 K
 110 K

Figure 4.22: Low frequency C−V curves
at different temperatures. Sample: G1p;
ac frequency: 50 Hz.
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Figure 4.23: High frequency C − V
curves at different temperatures. Sam-
ple: G1p; ac frequency: 1 MHz.

4.24 for the representative cases of T = 300K and T = 110K. By extracting the ψS−Vgrelationship, the variation of flatband voltage shift with temperature is appreciable. Ad-
ditionally, a comparison between Fig. 4.8 (sample G0p) and Fig. 4.25 (sample G1p) lets
emerge a more noticeable stretch out in the last sample and a sort of pinning around
midgap at lower temperatures. This puzzling behavior is interpreted as an indication of
the presence of an inversion layer beyond the gate. Stronger flatband voltage shift is
associated to the presence of oxide charge of positive sign. These charges may invert
the surface beyond the gate without affecting the MOS characteristics in accumulation
and depletion. However, in inversion regime the layer beyond the gate is put in com-
munication with the charge build-up at the interface below the gate and it can act as a
sink and a source of electrons. This mechanism is very efficient in providing carriers if
compared to generation-recombination or diffusion. As a consequence, minority electrons
can follow the ac modulation even at low temperatures (Nicollian and Goetzberger, 1965).
The pinning in ψs at low temperatures is a further indication of a communication with an
efficient reservoir of electrons.

The inversion layer beyond the gate does not influence significantly the admittance
in depletion, provided the surface potential is not too close to the onset of inversion (this
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Figure 4.24: Comparison between ideal and experimental C − V curves of sample G1p.
Experimental data measured using 1 MHz and 50 Hz ac modulation frequency are dis-
played with circles and triangles, respectively. Ideal curves in the high and low frequency
limits, represented as solid and dashed lines respectively, are simulated using the best
estimate values of Cox = 0.48 µF/cm2 and NA = 2 · 1017 cm−3. Notice the different scale
of the abscissa axis in the ideal (top) and experimental (bottom) case necessary to match
the C − V .
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Figure 4.25: ψS − Vgcurves of sample G1p,
calculated according to
Eq. 2.9.

requirement is of course more stringent at room temperature). Clean conduction peaks are
shown in Fig. 4.26 for T < 300 K: experimental data are well reproduced by the fitting
function based on a continuous distribution of interface trap level model, together with
band bending fluctuations induced by local charges. Conduction peak fitting allowed the
estimation of the density of interface traps, the capture cross section, and the amount of
band bending fluctuations. By using the ψS−Vg relation and Eq. 4.3, it is possible to plot
Dit , σp, and σS as a function of the position of the chemical potential (see Fig. 4.27). The
qualitative features of the extracted Dit are very similar to what is observed in sample G0p.
The density of interface traps increases towards VB edge, while it sets down to about
1012 eV−1cm−2 approaching midgap. High temperature curves do not match very well,
indicating the onset of weak inversion. By looking at Fig. 4.27 as a whole, it is possible
to recognize the spurious nature of the increasing Dit at midgap: data at 250 K (red) show
higher Dit and lower σS compared to data at 200 K (light blue) in the same energy re-
gion. Weak inversion, indeed, results in artificially narrowed peaks and overestimated Dit .

Capacitance methods provide an independent estimation for Dit , though, they are less
accurate than conductance method. As it is observed in sample G0p, LF and HF/LF
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Figure 4.26: GP /ω − ω
plots in depletion regime,
for different values of Vg,sample G1p. Maximum
and minimum bias is in-
dicated and the curves
are color coded accord-
ingly. Experimental data
(triangles) show a max-
imum as a function of
ω. The location and
the amplitude of the peak
vary together with Vgas indicated by the ar-
row. Fitting to the data
(solid line) indicates that
the continuous distribu-
tion of interface trap level
model and band bend-
ing fluctuations is ac-
curate. Measurements
at different temperatures
are displayed to show
the influence of T on the
conductance: (a) 250 K,
(b) 207 K, (c) 150 K, (d)
108 K.
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Figure 4.27: Outcomes
of the conductance
method, sample G1p.
Colors indicate data at
different temperatures.
Top, Dit as a function
of energy distance from
midgap. Data at the
lower temperatures
nicely overlap, while
the inversion layer
beyond the gate can
affect slightly the midgap
region (see text for more
detail). Middle, hole
capture cross section. σpis in good qualitative
and quantitative agree-
ment with the data of
sample G0p, confirming
the similarity of the two
interfaces. Bottom, band
bending fluctuations due
to local charges. As
observed in sample G0p,
fluctuations increase
towards midgap, up to
about −0.15 eV. The de-
crease at higher energy
can be related to the
onset of weak inversion.
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Figure 4.28: Outcomes
of the conductance
method, including error
analysis. Dit , σp, and σSare plotted as function
of energy distance from
midgap in top, middle
and bottom graphs, re-
spectively. Error bands
are obtained by varying
oxide capacitance and
substrate doping level
as parameters, following
the procedure described
in the previous section.
Cox ∈ [0.47; 0.49] µF/cm2
and
NA ∈ [1 · 1017; 4 · 1017] cm−3.
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methods confirm the overall U shape of the density of interface states, excluding any
bump at midgap. Results are plotted in Fig. 4.29.
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(a) LF method

20

15

10

5

0

Di
t 

(1
012

/e
Vc

m
2 )

-0.3 -0.2 -0.1 0.0 0.1 0.2 0.3
E from midgap (eV)

(b) HF/LF method
Figure 4.29: Alternative methods for the estimation of Dit in sample G1p. In the same
way as in Fig. 4.28, the error bar reflects the dispersion of the curves resulting from the
different choices of Cox and NA. Cox ∈ [0.47; 0.49] µF/cm2,NA ∈ [1 · 1017; 4 · 1017] cm−3.
HF/LF method gives a reliable Dit over only a limited range of the gap, from the onset
of accumulation to inversion, while the LF method is valid over the whole bandgap.

Fig. 4.30 indicates that the HF/LF method underestimate Dit . Many evidences
support the presence of a relevant density of interface traps, starting from the stretch out
of the curves and the frequency dispersion at low temperatures apparent in Fig. 4.24.
The discrepancy with the other methods may indicate that a residual contribution of
the interface traps can be present in the higher frequency capacitance curve. On the
other hand, conductance method yields the most accurate quantitative estimation for Dit ,provided that conductance peaks are obtained in strict depletion and trap capacitance do
not exceed oxide capacitance (Martens et al., 2008). The extracted Dit at midgap indicates
that trap capacitance Cit = q2Dit ≈ 0.3 µF/cm2 is very close to Cox = 0.47 µ F/cm2,
therefore it should be taken as a lower bound.

Concluding, from the interface trap standpoint, sample G1p shares the same qualitative
features with sample G0p, but the density is comparatively higher, as shown in Fig. 4.31.
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Figure 4.30: Dit distri-
bution inside the ban-
gap obtained with three
different methods, sample
G1p. Dit from conduc-
tance (green) is midway
between the results of LF
method (red) and HF/LF
method (black).
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Figure 4.31: Comparison between Dit distributions in the lower half of the bangap ob-
tained with the conductance method for samples G0p (outlined) and G1p (solid). The
two surface orientations show Dit within experimental error, with the (111) more toward
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The next two sections show the admittance data for n-type G0p and G1p samples. The
C −V characteristics are indicative of a good interface quality, both for the (001) oriented
and the (111) oriented substrates. In contrast to the p-type substrates, the depletion
conductance does not show peaks consistent with interface trap response. The minority
carrier response is present in high temperature measurements for surface potential in the
proximity of the midgap, while only a broad background is observed elsewhere, preventing
the application of the conductance method to the extraction of interface trap properties.
Therefore, the density of interface traps is estimated by capacitance methods only. LF
and HF/LF methods yield reciprocally consistent results, reporting a low Dit in the upper
half of the bandgap.

4.3 n-type (001)Ge/GeO2
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Figure 4.32: Low frequency C−V curves
at different temperatures. Sample: G0n;
ac frequency: 50 Hz.
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Figure 4.33: High frequency C − V
curves at different temperatures. Sam-
ple: G0n; ac frequency: 1 MHz.
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Figure 4.34: Comparison between ideal and experimental C − V curves of sample G0n.
Experimental data measured using 1 MHz and 50 Hz ac modulation frequency are dis-
played with circles and triangles, respectively. Ideal curves in the high and low frequency
limits, represented as solid and dashed lines respectively, are simulated using the best
estimate values of Cox = 0.43 µF/cm2 and NA = 0.8 · 1016 cm−3. Notice the different
scale of the abscissa axis in the ideal (top) and experimental (bottom) case necessary to
match the C − V .
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Figure 4.35: GP /ω − ω plots in depletion regime, for different values of Vg, sample G0n.
In contrast to sample G0p, the curves do not show a maximum as a function of ω, except at
room temperature where the peak is due to minority response in inversion. Measurements
at different temperatures: (a) room temperature, (b) 250 K, (c) 207 K, (c) 150 K, (e) 108 K.
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Figure 4.36: Dit distri-
bution inside the ban-
gap obtained with capac-
itance methods, sample
G0n. Dit from LF method
(red) and HF/LF method
(black) are in excellent
agreement, well within
experimental accuracy.
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Figure 4.37: Comparison between G0n data (circles) and G0p data (triangles). Even
though Dit extracted from n-type sample (red – LF method – and black – HF/LF method)
is higher than Dit extracted from p-type sample (green), the two distributions are still
within experimental accuracy. Conductance data are more accurate but available only in
depletion. Capacitance data, on the other hand, are obtained over the whole bandgap,
but the error in energy can be relevant in the strong inversion region (corresponding to
the lower half of the bandgap in the figure).
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4.4 n-type (111)Ge/GeO2
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Figure 4.38: Low frequency C−V curves
at different temperatures. Sample: G1n;
ac frequency: 50 Hz.
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Figure 4.39: High frequency C − V
curves at different temperatures. Sam-
ple: G1n; ac frequency: 1 MHz.
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Figure 4.40: Comparison between ideal and experimental C − V curves of sample G1n.
Experimental data measured using 1 MHz and 50 Hz ac modulation frequency are dis-
played with circles and triangles, respectively. Ideal curves in the high and low frequency
limits, represented as solid and dashed lines respectively, are simulated using the best
estimate values of Cox = 0.48 µF/cm2 and NA = 1.8 · 1016 cm−3. Notice the different
scale of the abscissa axis in the ideal (top) and experimental (bottom) case necessary to
match the C − V .
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Figure 4.41: GP /ω − ω plots in depletion regime, for different values of Vg, sample G1n.
In contrast to sample G0p and G1p, the curves do not show a maximum as a function of
ω, except at room temperature where the peak is due to minority response in inversion.
Measurements at different temperatures: (a) room temperature, (b) 250 K, (c) 207 K, (c)
150 K, (e) 108 K.
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Figure 4.42: Dit distri-
bution inside the ban-
gap obtained with capac-
itance methods, sample
G1n. Dit from LF method
(red) and HF/LF method
(black) are in excellent
agreement, well within
experimental accuracy.
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Figure 4.43: Resume of Dit distributions in the upper half of the bandgap obtained with
LF capacitance method, in n-type samples. The (111) surface (filled circles) shows a
smaller Dit than the (001) surface (outlined circles). This contrasts the results in p-type
samples, where the (111) surface is more defective. HF/LF method is consistent with LF
method at both surfaces, and it is omitted for clarity.
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4.5 Comparative Analysis
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Figure 4.44: Overview of the Dit extracted from admittance spectroscopy of Ge/GeO2 (left),
Ge/Al2O3 (center), and Ge(S-passivated)/Al2O3 (001) oriented interfaces. Results from
conductance (green), LF (red) and HF/LF (black) methods are shown. Data obtained with
p-type substrates are indicated by triangles, while data obtained with n-type substrates
are indicated by circles.

Aside the admittance spectroscopy measurement on the Ge/GeO2 interface (series G
samples), the C − V and G − ω characteristics of series A and S samples have been
examined, by the same procedure. The interface quality of the Ge/Al2O3 is sensibly lower,
as expressed by Dit as a function of energy, especially around midgap and at the CB
edge. The ammonium sulfide treatment prior to the deposition of the alumina layer proves
to be effective in reducing Dit over the whole bandgap. Even though the comparatively
low Dit specific of the Ge/GeO2 interface are not reproduced, especially at midgap, the
treatment is promising.
Approaching the regime Dit & q2Cox , the results of the conductance method must be
regarded only as qualitative indications, and, in the same way, the extraction of the
ψS − Vg relationship is affected by a large uncertainty (Martens et al., 2008). Fig. 4.44
shows a comparative view on the interface trap density resulting from the admittance
spectroscopy investigation of samples G0p, G0n, A0p, A0n, S0p, and S0n. The (111)
oriented interfaces perform very similarly to the (001) oriented interfaces.
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Discussion on the Nature of
the Ge Interface Centers 5

Jacke: I HAVE SEEN THE LIGHT
The blues brothers – 1980

The experimental observation of the centers at germanium – oxide interfaces, following
the edmr and admittance characterization, which were presented in chapter 3 and 4,
respectively, are compared with the outcomes of analogous investigations of the silicon –
oxide interfaces. The broad knowledge gathered about the Si/SiO2 system is an invaluable
guidance in the interpretation of nature of defects at the similar, but still potentially
surprising, germanium surface.

5.1 Defects at the Silicon Interface
Defects at the Si/SiO2 interface have been the subject of many studies in the last decades,
in view of their relevance in the operation of MOS-based devices. Admittance spec-
troscopy has been developed mainly to address the study of interface traps in silicon.
Many textbooks describe the technological and scientific efforts that culminate in the re-
alization and characterization of almost perfect interfaces with charge density below the
1010 cm−2 level, that is less than one defect in ten thousand atoms at the interface (Sze
and Ng, 2006; Schroder, 2006; Nicollian and Brews, 2003). Fundamental contributions
also came in from different characterization techniques. The nature of interface centers
has been unraveled with the aid of electrical techniques such as Deep Level Transient
Spectroscopy (dlts) (Dobaczewski et al., 2008), conventional resonance epr spectroscopy
(Poindexter et al., 1981; Brower, 1986; Stesmans and Afanas’ev, 1998), pulsed edmr
spectroscopy (Hoehne et al., 2011), and positron annihilation spectroscopy (Asoka-Kumar
et al., 1994). Theoretical calculations had a primary role, as well, in describing the atom-
istic details of the electrically active centers (Pasquarello et al., 1998; Stirling et al., 2000).

The long-standing investigations indicate that the prevalent defects occurring at the
Si/SiO2 interface are unsaturated dangling bonds (DBs). Due to the paramagnetic nature
of these defects, epr spectroscopy plays a leading role revealing the microscopic structures
and the passivation behavior. The dangling bond observed at the (111) oriented surface is
called Pb center and it is sketched in Fig. 5.1. The g-factor matrix is extracted from the
experimental values of the g-factor as a function of the orientation of the external magnetic
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field (also called angular map), shown in Fig. 5.3a. The angular map indicates a trigonal
symmetry and, together with the information provided by the hyperfine coupling, these
evidences identify the Pb center as a sp3 orbital in a •Si≡Si3 structure pointing along
the [111] direction, orthogonal to the interface. The defect originates from the mismatch
between the silicon crystal lattice and the amorphous oxide (Poindexter et al., 1981;
Brower, 1986).

Two different centers are present at the (001) oriented surface. The more abundant
DB, conventionally denoted as Pb0, shares with the Pb center an axial symmetry, with
principal axis oriented along the [111] direction. Pulsed edmr spectroscopy revealed only
recently its location at a monolayer step with a dimerized upper part (Hoehne et al.,
2011), shown in Fig. 5.2a. Such steps are always likely to occur in extended surfaces,
due to surface roughness or slight off-axis cut. The other center is commonly referred to
as Pb1 and it is distinguished by a lower, monoclinic-I, symmetry. A first-neighbor oxygen
atom was initially supposed to explain the distorted structure, but no contribution from
the nuclear spin of 17O was observed. Successive epr measurements of the full hyperfine
structure evidenced a distorted bond as the origin of the lower symmetry (Stesmans et al.,
1998a,b), and theoretical calculations disclosed the presence of asymmetrically oxidized
dimers in the transition region between silicon and its oxide (Stirling et al., 2000). The
currently accepted model for Pb1 is shown in Fig. 5.2b. The angular maps of the g-factor
of the Pb0 and of the Pb1 are shown in Fig. 5.3b and 5.3c, respectively. At the (110)
surface a DB with the same properties of the Pb0 is found out (Keunen et al., 2011).

[111]

[110]

[112]

[111]

(110)plane

Figure 5.1: Schematic picture of the currently accepted dangling bond microstructure at
the (111) oriented Si/SiO2 interface. This center is called Pb and it is characterized
by trigonal symmetry with principal axis oriented into the [111] direction. Open circles
represent Si atoms, filled circles represent O atoms, and the DB is sketched by the shaded
ellipsoid.

The salient epr characteristics of the Pb-type centers are summarized in Table 5.1.
Generally, resonance features such as g-matrix and line width depend on the oxidation
condition, with temperature playing a decisive role because of the relevance of the strain
in the formation of the DB center. Quantitative comparison among the different surface
orientations shows a direct correlation between signal intensity and an effective areal
atom density (defined as the density of interface atoms divided by the number of bonds
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[001]

[110]

[110]

[111]

(110)plane

(a) Pb0 center, trigonal symmetry

[001]

[110]

[110]

≈ 3° from
[111]

(110)plane

(b) Pb1 center, monoclinic-I symmetry
Figure 5.2: Schematic picture of the currently accepted dangling bond microstructure at
the (001) oriented Si/SiO2 interface. Two different centers are distinguished. The more
abundant Pb0 (left) recalls the features of the Pb center observed at the (111) oriented
interface, but the configuration of the neighboring atoms is different. On the other hand,
the Pb1 (right) has a different point symmetry and according to the asymmetrically oxidized
dimer model it features a distorted dimer configuration, after Stirling et al. (2000). Open
circles represent Si atoms, filled circles represent O atoms, and the DB is sketched by
the shaded ellipsoid as in Fig. 5.1.

center g// g⊥ σg⊥
Pb 2.00136± 0.00003 2.0088± 0.0001 0.0009± 0.0001
Pb0 2.00185± 0.0001 2.0081± 0.0001 0.0009± 0.00005
Pb1 g3 = 2.0022± 0.0001 g2 = 2.00735± 0.0001 //

g1 = 2.0057± 0.0001
Table 5.1: The salient epr characteristics of Pb-type centers at the Si/SiO2 interface
(Stesmans and Afanas’ev, 1998). The principal values g// and g⊥ are reported for the
trigonal Pb and Pb0 centers, observed when B//[111], and B ⊥ [111], respectively. For the
monoclinic-I Pb1 are shown the principal values g1, g2, g3, observed when B is oriented
along [1̄1̄0], 3◦ ± 1◦ off from [111], and 3◦ ± 1◦ off from [21̄1̄], respectively. The stress
induced g-factor spread σg⊥, as defined by Brower (1986) is also included.

oriented toward the oxide).
Admittance spectroscopy makes evidences of the electrical properties of the DBs. Fig.

5.4 is indicative of a twofold structure, with peaks at energies 0.26 eV and 0.84 eV above
the VB edge, responsible for the electron trapping in MOS devices. These peaks were
correlated by Poindexter et al. (1984) to the Pb resonance observed by epr spectroscopy
in a large area MOS capacitor made on a (111) Si substrate. The intensity of the epr
signal A, shown in Fig. 5.5, is proportional to the number of paramagnetic Pb states and
the areal density of such states throughout the gap is the absolute value of the derivative
dA/dE . The two figures are interpreted as follows: In the lower half of the gap, one
electron is added to the DB as the chemical potential is raised. The center exhibits a
donor character as it goes from a positive to a neutral state (+/0 transition), giving rise
to a peak in the Dit and becoming paramagnetic. In the upper half of the gap, another
electron is added when the chemical potential increases sufficiently toward the CB. Then,
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(a) Pb at the (111)Si/SiO2 interface

(b) Pb0 at the (001)Si/SiO2 interface (c) Pb1 at the (001)Si/SiO2 interface
Figure 5.3: g-values as a function of the orientation of the external magnetic field B
for the three paramagnetic silicon dangling bond structures, identified at the Si/SiO2interfaces. (a) After Stesmans (1986). (b) and (c) after Stesmans and Afanas’ev (1998).

the center behaves as an acceptor state as it goes from neutral to negatively charged
(0/- transition) giving rise to another peak in the Dit and returning diamagnetic. The
transition is not sharp and the substantial peak width (about 0.1 eV) is associated with
the variable interface environment, where the local stress and the uneven distribution of
charges affect each Pb center in a different way. These results are further confirmed by
dlts measurements (Dobaczewski et al., 2008) and are at present unquestioned.

In summary, both spin resonance and electrical spectroscopies coherently recognize
the DBs as the prevailing defects at the Si/SiO2 interface, which take their origin from
the strain release due to the mismatch between the crystalline substrate and the amor-
phous oxide. The number of Pb-type defects is related to the degree of relaxation of the
SiO2 structure and the number of available bonds. The DB has three charge states: the
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Figure 5.4: Dit distri-
bution in the bandgap
extracted in as-oxidized
(111) oriented p-type sil-
icon MOS. The contribu-
tion of DBs is visualized
as the difference between
the observed Dit (solid
line) and the extrapo-
lated continuum back-
ground (dashed line). Af-
ter Poindexter et al.
(1984).

Figure 5.5: epr intensity A as a function of the position of the chemical potential within
the bandgap, for the same sample of Fig. 5.4. Only paramagnetic centers contribute
to the epr signal and the plot indicates that the transitions to diamagnetic states occur
at 0.26 eV and 0.84 eV above the VB edge. Therefore, the density of energy states is
obtained as dA/dE and compares directly with Fig. 5.4. After Poindexter et al. (1984).
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paramagnetic neutral state, and two diamagnetic states (positive and negative charged
state).

A last feature of the Pb-type defects at the interface between silicon and silicon oxide
is the possibility to passivate it with hydrogen. The importance of this characteristic for
the semiconductor industry can hardly be overestimated, as it enabled the fabrication of
high performance devices with interface charge density below 1010 eV−1cm−2.

5.2 Experimental Observations at the Germanium Interface
One may reasonably expect that Ge interface centers would resemble the Si ones as due
to the structural similarity between the two group IV semiconductor surfaces. However,
this is not the case.

First, conventional epr did not evidence any paramagnetic center consistent with a
dangling bond residing at the Ge/GeO2 interface. After extensive investigations with
a sensitivity better than 1012 eV−1cm−2, no clues of the equivalent Ge-Pb centers have
been found in planar interfaces, (Afanas’ev et al., 2005). At the interface with amorphous
oxidized Ge, broad signals with g-factors in the range of interest have been observed
(Graf et al., 2003), but the absence of crystalline order hinders the determination of the
g-matrix. In other Ge interfaces, such as the (111)Ge/epi-Ge3N4, signals are related to
•Ge≡X structures (Nguyen et al., 2010), but X differs from Ge3. These kind of DBs are
present at the interface between SiGe alloys and oxide (Zvanut and Carlos, 1992; Lebib
et al., 1997; Stesmans et al., 2009; Somers et al., 2012), but the resonances disappear as
the Ge fraction is increased above 80% (Fanciulli et al., 2005).

Even admittance spectroscopy failed in revealing prominent features in the Dit in Ge
MOS or MOSFET devices, despite the overwhelming abundance of literature reporting
on many different processes, employing many different insulators and many surface treat-
ments (Chui et al., 2002; Afanas’ev et al., 2005; Kamata, 2008; Kuzum et al., 2009; Sasada
et al., 2009; Bellenger et al., 2010; Molle et al., 2011; Sioncke et al., 2011; Swaminathan
et al., 2010; Zhang et al., 2011; Lee et al., 2012; Murad et al., 2012; Wang et al., 2012;
Kasahara et al., 2014). The observed Dit as a function of energy displays a regular,
featureless U shape recalling that of the continuum background due to tail band states
observed in silicon.
Interpretation of Electrically Detected Magnetic Resonance Data
The first experimental evidence of Pb-like dangling bonds at the interface between ger-
manium and germanium oxide has been reported by Baldovino et al. (2008), as described
thoroughly in the present work (see chapter 3.1). Due to the specific features of the edmr
spectroscopy, that work establishes the presence of paramagnetic centers and their elec-
trical activity at the (001)Ge/GeO2 interface. Nonetheless, the energy positioning within
the bandgap and a clear microstructure determination are still lacking, together with a
quantitative determination of the density of centers per unit area.
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New edmr data concerning the (111)Ge interfaces (see chapter 3.2) confirm the pres-
ence of electrically active and paramagnetic DBs levels, located at the interface (Paleari
et al., 2013, 2014). At the (111) oriented surface, however, it is possible to recognize a
trigonal symmetry marking a sharp difference with the DBs at the (001) surface oxidized
in the same condition. The role of the surface orientation is not trivial and a possible
interpretation necessarily invokes the comparison with the Si/SiO2 interface.
Silicon and germanium exposing the (111) surface are quite similar: both semiconductors
present a prominent axially symmetrical center formed to accommodate the structural mis-
match between the crystal lattice and the amorphous oxide. epr and edmr spectroscopies,
indeed, reveal homogeneous features suggesting the structure depicted in Fig. 5.1 as a
possible model for the Ge Pb defect.
On the other hand, by looking at the (001) surface, the differences between the oxidized
Si and Ge can be rationalized in terms of trigonal, Pb0-like, and non-trigonal, Pb1-like,centers. With the aid of Fig. 5.2a and Fig. 5.2b, it can be noticed that the first is oriented
into the [111] direction, corresponding to the orientation of the sp3 bonds, and the second
is tilted off from the [21̄1̄], which is not a regular bond direction. While they are both
present in Si (with a prevalence of the Pb0), only non-trigonal DBs can be observed in
Ge.

As above-mentioned, the distortion introduced in the DB wave function by strained
bonds in the close neighborhood of the center is responsible for the lower symmetry of
the non-trigonal center (Stirling et al., 2000). In turn, the strained bond is formed upon
asymmetrical oxidation of dimer structures existing in the suboxide region. Actually, both
Si and Ge oxide free (001) surfaces reconstruct in dimers with a dominance of (2 × 1)
periodicity. Ge is more thermodynamically prone to form asymmetric dimers – c(4× 2) or
p(2 × 2) reconstructions – due to bond buckling even at room temperature (Gurlu et al.,
2004; Zandvliet, 2003), while Si exhibits stable buckled structures only in correspondence
with steps and defects or at low temperatures (Zandvliet, 2000; Bokes et al., 2002). At
least in the case of Si, this tendency is retained even at the oxidized subinterface, where a
transition layer is responsible for dimer reconstruction at the buried interface (Pasquarello
et al., 1998). A similar mechanism in Ge could be responsible for the non-trigonal structure
observed at the (001) surface: the partial subinterface reconstruction may promote the
backbond oxidation at dimer sites.

Moreover, the absence of the trigonal Pb0-like counterpart could be tentatively ex-
plained in terms of surface relaxation argument (Paleari et al., 2013). As discussed at
the beginning of the chapter, the Si Pb0 is located at a monolayer step with a dimerized
upper part (see Fig. 5.2b). This DB structure could be mainly suppressed in Ge, because
of the higher viscosity of the GeO2 compared to the SiO2 (Houssa et al., 2008). The softer
germanium oxide could then allow stress relaxation, reducing the number of broken bonds
at monolayer steps.
Interpretation of Admittance Spectroscopy Data
The analysis of the admittance spectroscopy data obtained in Ge MOS capacitors and
described in detail in chapter 2.3 are in line with the present literature. Dit ranges from
≈ 1012 eV−1cm−2 at midgap to ≈ 1013 eV−1cm−2 close to the band edges in the samples
with thermal GeO2, in a smooth U shape. The distinctive features of the DBs observed
in silicon are not visible, even though edmr reveals both the presence and the electrical
activity of Pb-like centers.
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But, this does not necessarily mean that the contribution of these paramagnetic centers
is negligible for the overall Dit .By looking back at the results of the conductance method, it can be noticed that the
characteristic response time for the holes displays an anomalous behavior shown in Fig.
5.6. According to Eq. 1.62, τ is expected to vary as ∼ exp vS at fixed T , with vs being the
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Figure 5.6: Hole characteristic time as a function of the distance in energy from trap level
to VB edge in p-type (001)Ge/GeO2 (right) and p-type (111)Ge/GeO2 (left) MOS capac-
itor. The experimental points are color coded according to the measurement temperature,
as shown in the legend, and are obtained from the same fittings described in chapter 2.3,
in the same range of Vg and ω. The y-axis is rescaled according to lnT 2 to facilitate the
comparison between data at different temperatures. The parameter α is defined in Eq.
5.1 and can be regarded as the slope in the ln τ − vS diagram. The straight dotted and
dashed lines, corresponding to α = 1 and α = 1/2, respectively, are shown as guides to
the eye.

band bending induced by applied bias to the MOS capacitor. In p-type Ge/GeO2 MOS
capacitors a different dependence is observed, described by a more general expression

τp ∼ exp αvS (5.1)
where the additional parameter α is introduced. α is the slope of the τ − vS relationship
on a log scale and can be readily visualized by rewriting Eq. 1.62 through Eq. 4.3

τp ∼ exp α (µ − EV ) (5.2)
where α is representative of the shift in the chemical potential required to activate the
emission process. As discussed in chapter 1.1, in order to leave the VB and be captured
in a trap, the electron needs to overcome a barrier amounting to the difference between
the top of the VB (the reservoir of electrons) and the energy level of the trap ET . Since
only traps that satisfy ET ≈ µ contribute to the admittance signal, a shift of the chemical
potential should result in exactly the same change of energy necessary to activate the
trapping process. Therefore, α equals strictly unity.
Fig. 5.6 shows that at low temperatures and at energies below 0.2 eV from the VB, α
is very close to 1/2. In this energy range, therefore, the process is activated by half of
the energy distance between the level of the trap and the top of the VB. In other words,
two carriers are trapped or emitted at the same time. Outside this energy range, at
T > 200 K, it is not possible to establish a clear trend due to the influence of minor-
ity carrier response when approaching the weak inversion regime (Martens et al., 2008).
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Instead, data at low temperatures taken from different samples are coherent and can be
readily interpolated, as shown in Fig. 5.7. Fitting yields α = 0.56 ± 0.04, in excellent
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Figure 5.7: Average hole characteristic time τp as a function of dimensionless surface
band bending vS , observed in sample G0p at 108 K. The three curves are the best
estimate (center) and upper and lower bounds of the confidence interval resulting from
experimental errors in the determination of the vS −Vg relationship. Linear fitting to the
data yields an angular coefficient α = 0.56± 0.04.

agreement with the ansatz α = 1/2.
The robustness of the estimate of the parameter α is bound to the uncertainty in

the Vg − vS relationship, and hence to the accuracy of the NA determination as already
described in chapter 2.3. By varying NA arbitrarily, it is possible to push α closer or
farther from unity, as shown in Fig. 5.8. For each value of NA, the ideal C − V curve is
simulated and used to extract the Vg − vS relationship. Then, ln τ is plotted against vSand fitted by a straight line, obtaining the slope α .
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Figure 5.8: Parameter α as a function of the substrate doping level NA, sample G1p,
T = 108K. The uncertainty in substrate doping level propagates to the slope of the
τ −vS relationship through the ψS −Vg curve (Eq. 2.9). The best estimate from Max-min
capacitance is NA = 2.0 · 1017, resulting in α ≈ 1/2 (see Fig. 5.7). The doping level
needed to resort to the regular exponent α = 1 leads to unphysical MOS characteristics.
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Figure 5.9: 2D map
showing GP /ω as a func-
tion of Vg (x-axis) and
frequency ω/2π (y-axis),
sample G0p, T = 108 K.
Conductance peaks lie
on a path that satisfies
ωpτ(Vg) ≈ 1.

Two options can be taken into account:
1) If NA is forced to match α = 1, unrealistic MOS characteristics are obtained. This

is better visualized by considering the two dimensional representation of conductance
data. GP /ω is a function of both Vg and ω with maxima extended on a path that satisfies
ωpτp(Vg; σp, T ) ≈ 1, namely, conductance maxima occur when the modulation frequency
matches the characteristic time of the traps. The characteristic time is, in turn, a function
of the energy positioning and the capture cross section. This is shown in Fig. 5.9. A
convenient diagram, shown below in Fig. 5.10, is obtained by rescaling the frequency
axis to read the capture cross section by the relationship

σp = ω
T 2 × 1.09 · 1021 cm−2s−1K−2 exp

(qφS − EV
kBT

)
(5.3)

and the Vg axis can be replaced by the distance from VB edge. With this prescription,
the conductance is made independent from the measurement conditions (i.e. T and Vg)and reflects only the properties of the interface trap actually probed, namely Dit (color
scale) as a function of energy (x-axis) and capture cross section (y-axis). It follows that
the conductance maps at different temperatures must overlap, provided that σp is not
strongly dependent on T . Fig. 5.10 collects the maps obtained at different temperatures,
for sample G1p. When NA is arbitrarily fixed so as to yield α = 1 (left), the overlap
is comparatively poorer and, more significantly, the minority carrier response (evidenced
by the huge increase in conductance) is found well within the depletion regime. This is
not a physically realistic situation, because minority carriers come into play only when
midgap is crossed.

2) By taking NA obtained from Max-min capacitance method, maps overlap smoothly
and the minority carrier response is observed at energies above midgap, as expected.
Then α = 1/2 results and τ shows a discrepancy from the regular vS dependence beyond
the experimental errors that cannot be attributed to artifacts. Data indicate that two
carriers are involved in the trapping and emission events investigated by admittance
spectroscopy. This behavior is a characteristic of negative-U centers (Look, 1981), whose
doubly occupied state is qualified by two energy levels, E1 and E2, with E2 < 2E1. The
theoretical foundations and the implication of negative-U interface centers are reviewed
in the next section. The hole capture cross section can be calculated again by taking
into account the factor α = 1/2. As shown in Fig. 5.11, the capture cross section is
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Figure 5.10: 2D conductance maps as a function of energy and capture cross section.
Measurement temperatures are 110 K, 150 K, 200 K, 250 K, and 300 K, from top to bottom,
respectively. In this diagram, maps are expected to overlap seamlessly, provided the
capture cross section does not depend on temperature.
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Figure 5.11: Hole cap-
ture cross section in sam-
ple G0p, according to a
negative-U model.

homogeneous over the whole bandgap, as expected for trapping centers with the same
structure, and is estimated σp ≈ 1017 cm2.

5.3 The Negative-U Model for Interface Defects
In 1975 Anderson proposed the concept of a defect where the energy gain associated
with electron pairing in an orbital, coupled with large lattice relaxation, might overcome
the Coulomb repulsion between the two electrons. The net effective attractive interaction
between the two electrons (which yields the name negative-U) causes electrons to be
trapped by pairs at the defect (Anderson, 1975). Baraff et al. (1980) predicted that the
Jahn-Teller relaxation energy for the Si vacancy in the doubly occupied state might be
large enough to overcome the repulsive energy between the electrons. Examples of this
peculiar type of defect have been discovered in Si, notably the Si vacancy (V) and the
boron interstitial (Bi) after the work of Watkins (1975) and Watkins and Troxell (1980).
The statistic of the negative-U centers is described by Eq. 1.15, where E2 < 2E1. As
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described in chapter 1.1 when single electron transitions are involved, the term energy
level denote a part of the energy difference between two states of the system composed
of a defect and the reservoir. The total energy change is El − µ. It is convenient to be
more explicit, by speaking in terms of occupancy level E (n/n + 1), i.e. the energy level
at which the transition from n to n+ 1 charge occurs. In this case, the energy change of
the double electron state is 2E (n/n+ 2)− 2µ.

Since the deduced statistic of the Ge interface traps is consistent with the electrical
activity of a double electron state, it is reasonable to wonder if defects with a negative-U
character may set in at the interface between Ge and Ge oxide. To scrutinize this surmise,
we first examine the DB center in Si furthermore. In Si, DBs exist in three distinct charge
state: positive, neutral and negative. By increasing the chemical potential, two levels are
crossed, the E (−/0) first, then the E (0/+), as was gleaned from Fig. 5.4 and Fig. 5.5.
The three charge states are thermodynamically stable and which one can be observed
depends on the position of the chemical potential.
In negative-U centers, on the other hand, two carriers are involved in the transition and
the intermediate charge state is missed out. In other words, only one occupancy level
manifests: E (+/−). In a negative-U DB model, only two charge states are thermodynam-
ically stable, namely the positive DB+ and the negative DB− state. As a comparison,
Fig. 5.12 displays the occupancy level structure for conventional and negative-U models
of the DB. The neutral state DB0 is not the ground state for any position of the chemical
potential but it is a metastable state decaying through the reaction

2DB0 → DB− + DB+ (5.4)

0Conventional
systems

Negative-U
systems

μ

DB+

DB0
DB-

E(+/0)

E(0/-)

E(+/-)

Figure 5.12: Occupancy level diagram for conventional and negative-U DB models. The
region of stability of the DB+, DB0, and DB− charge states are delimited by the occupancy
levels, which are functions of the character of the center. Approaching the negative-U
region from left, the region where DB0 is the ground state shrinks and then disappears.

The negative-U character of the Ge DB has been investigated through theoretical
modeling of the interface. The estimation of the energy levels requires detailed calcula-
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tions based on density functional theory (DFT), first-principles computational approaches
or molecular dynamics simulations. Replicating the DB structure at the interface is a
difficult task. DBs occur in a variety of different configurations, the local chemical en-
vironment influences the electronic properties, and tail band states participate in the
bond wave function. As pointed out by Houssa et al. (2011) and Binder et al. (2012),
the Si/SiO2 bonding pattern is not satisfactory to model the Ge interface because Ge−O
bonds have reduced strength if compared to Si−O bonds. Therefore fully relaxed ab initio
and molecular dynamics simulation are a prerequisite to access a full understanding of
the Ge DB. The delicate nature of the matter is reflected in the diversity of the conclusion
drawn by different studies. The location of the energy levels of the DB has been pos-
tulated below the VB (Weber et al., 2007; Broqvist et al., 2009), or within the bandgap
(Broqvist et al., 2008; Binder et al., 2010), and the vacancy in Ge has been described
either as a negative-U center (Weber et al., 2007) or as a positive-U center (Weber et al.,
2013).

At present, the most accurate and solid model for the Ge DB at the interface between
Ge and GeO2 is described in the works by Broqvist et al. (2008, 2012), and Binder et al.
(2010, 2012). The main features can be summarized as follows:

1. Energy levels exist within the bandgap of Ge.
2. The levels are located in the lower half of the bandgap:
E (+/0) = 0.05 eV and E (0/−) = 0.11 eV above the VB edge.

3. The level distribution is broad due to the disorder at the interface. In Si the typical
dispersion in the levels is evaluated in 0.1 eV (Poindexter et al., 1984), but in Ge it
can be more pronounced due to the interaction with closer VB tail states.

4. Charging levels are affected by the local chemical environment. This may lead to
additional broadening in charging level distribution, caused by the simultaneous
occurrence of Ge, GeOx , GeO2 at the interface.

Si DBs are characterized by a neutral ground state over a large range of µ. Being this
state paramagnetic, the DB0 can be observed by epr. Fig. 5.4 and Fig. 5.13a show a
one-to-one correspondence between the number of paramagnetic centers and resonance
intensity as a function of µ. The Ge DB is not predicted to be rigorously a negative-U cen-
ter, as the average energy levels satisfy the condition E (0/−) < 2E (+/0). Nevertheless,
following point 3 and 4 it emerges a quasi-negative-U behavior: the broad distribution
of levels results in a significant portion of centers exhibiting a +/− transition due to
the overlap (or even the inversion) of the E (+/0) and E (0/−) levels. These features are
represented graphically in Fig. 5.13. Apparently it would be quite difficult to observe the
epr signal of a Ge DB corresponding to the model by Broqvist et al. (2008), as the small
area under the gold curve in Fig. 5.13b suggests. Even disregarding the broadening of
the charging levels, there is only a limited range of µ where the paramagnetic state is
populated and, at optimal µ positioning, too, only a fraction of the DBs can be neutral.
From the epr point of view, the situation is much worse in the realistic case where broad-
ening occurs. As shown in the inset of Fig. 5.13b, the majority of the centers exhibit
a +/− transition even when E (−/0) & 2E (0/+). Therefore the number of paramagnetic
DB0 is a tiny fraction of the total number.
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Figure 5.13: Population of the different charge levels (right axis) and occupation number
(left axis) as a function of the chemical potential for the DB in Si (a) and Ge (b), drawn
for T = 300K and no level broadening. The population for the +, 0, − levels is given
by Eq. 1.15, where n+ ≡ n0, n0 ≡ n1, and n− ≡ n2. The occupation number is the
ensamble average of the number of electrons bound to the DB and equals n0 +2n−. The
inset in (b) shows the break down of density of states (DOS) in terms of the transition
levels +/0 (red), 0/− (green), and +/− (blue). Level broadening is taken as 0.1 eV, as
observed for the Pb center in silicon, but in germanium it could be substantially larger
due to the vicinity of VB edge. The position of the DB charging levels of Si and Ge is
taken from Poindexter et al. (1984) and Broqvist et al. (2008), respectively.



Chapter 5. Discussion on the Nature of the Ge Interface Centers 107

At this point, it is plausible to wonder if it is really possible to observe paramagnetic
resonance from negative-U dangling bonds. In the attempt to address this non trivial
question, it must be taken into account that in this work of thesis the edmr signal from
Ge DBs has been observed, indicating that a paramagnetic state necessarily exists. The
apparent contradiction is resolved by examining the details of the edmr spectroscopy. In
fact, a distinctive feature of edmr operated in the contactless mode is the use of larger
than bandgap light to generate carriers and to reveal the variation of the photocurrent
induced by the resonance.
Light is the point to solve the above mentioned apparent discrepancy.
Negative-U centers that are present in silicon, such as the bulk vacancy and the inter-
stitial boron, can be observed by epr spectroscopy using light to excite the defects to
the metastable paramagnetic state (Watkins, 1975; Watkins and Troxell, 1980; Troxell and
Watkins, 1980). In the case of the Ge DBs, both the enhanced sensitivity of the electrical
detection and the illumination played a role in the unprecedented observation of the
paramagnetic resonance.
Besides edmr data, other experimental facts concur with the DB model described above.
First of all, the anomalous behavior of the characteristic time of the interface traps in the
lower half of the bandgap strongly suggest that two electrons are involved in the capture
and emission process. Otherwise, in order to account for the experimental data, the cap-
ture cross section had to depend exponentially on the energy depth (with the unrealistic
consequence of a cross section at midgap being three order of magnitude larger than at
the band edge). Centers with the same structure are expected to have similar capture
cross section despite the shift in energy positioning induced by interface disorder and it
would be difficult to justify such an ample variation.
On the other hand, the capture cross section is constant over the lower half of the bandgap
if we assume α = 1/2. Moreover, the magnitude of σp is below the typical values observed
in silicon where the capture cross section σSip,n ≈ 1015 cm2 (Nicollian and Goetzberger,
1967). This fact may be related to the necessity of exchanging two carriers in a single
event, instead of one, with a consequent reduction of the cross section.
Additionally, the negative-U model of the DB can explain the featureless U-shaped Ditobtained by admittance analysis, reported both in this thesis and in the literature. The
large broadening of the charging levels, induced by the vicinity of the VB, effectively
spreads out the DB peak, that becomes almost indistinguishable from the continuum
background.
The location of the charging levels close to the VB is supported by measurements of
the position of the charge neutrality level (CNL), defined as the crosspoint at which the
densities of acceptor-like and donor-like interface states equals. Experimental works on
Ge-based Schottky junctions established CNL = 0.09 eV above VB (Dimoulas et al., 2006;
Nishimura et al., 2007). It is known that CNL is related to the position of the charging
levels, as discussed by Tersoff (1984), giving additional quantitative substantiation to the
model.
Theoretical calculations predict the existence of other centers with negative-U character
in the close vicinity of the Ge interface, such as valence alternation pairs located in the
interfacial GeOx suboxide (Binder et al., 2012). These defects may act as trapping centers
and concur to the broad Dit background. The presence of negative-U centers has been
observed in silicon by Dobaczewski et al. (2008) while studying the emission properties
of the silicon DBs at the (001) interface. This characteristic was tentatively associated
with a Pb1 center.
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A last striking argument supports the negative-U model for the Ge DB. Trying to repli-
cate the remarkable success of the hydrogen passivation for the defects at the interface
between silicon and silicon oxide, many attempts failed in obtaining comparable results
at the germanium counterpart. Defects in Ge appear to be resistant to H passivation
(Afanas’ev et al., 2005). According to detailed calculations (Weber et al., 2007), hydrogen
diffusing through germanium is in a negatively charged state. In the negative-U model,
Ge DB is prevalently in the DB− state and therefore, H− can not saturate the dangling
bond. Additionally, the theoretical calculations attributing a negative-U character to the
DB predict that the formation of Ge-H bonds leads to little structure relaxation with
negligible energy gain. The stronger O-H bond would then be favored on an energetic
ground promoting Ge-H dissociation (Tsetseris and Pantelides, 2009, 2011; Houssa et al.,
2011).

In conclusion, the discovery of the trigonal symmetry of the Ge DB at the (111)Ge/GeO2interface and the identification of a Pb-like microstructure by edmr spectroscopy opened
the question of the DB positioning inside the bandgap. Admittance spectroscopy does not
yield a direct evidence of localized energy levels but indicates that the electrical activity
of the traps has a differing capture and emission dynamics from what is observed at the
Si/SiO2 interface. Stimulated by the absence of the epr identification of the interface Ge
DB, a negative-U model has been considered, in accordance with theoretical modeling of
the Ge-related interfaces and experimental evidences as well. The model recognizes the
key role of the light in enabling the detection of the paramagnetic resonance, by effec-
tively populating the active DB0 state. On the contrary, even employing suitable light,
conventional epr lacks the sensitivity required to detect interface defects. The size of a
sample that can fit into a microwave cavity is of the order of 0.5 cm2 × 0.1 cm. Typically
many slices are packed to increase the interface area inside the cavity, up to a factor
20, but this prevents the use of above bandgap light to illuminate the whole surface.
Observing the resonance of negative-U interface centers by conventional epr will not be
trivial.
The results of admittance spectroscopy fit well with the proposed picture. The anomalous
dependence of the time constant as a function of the surface potential, observed in this
thesis, is naturally explained as the effect of the emission and capture of two carriers in
a single charge state transition. The smooth and U-shaped Dit results from the large
broadening of the charging levels due to the vicinity of the VB tail states, in addition
to the intrinsic chemical and electrostatic disorder occurring at the interface. The loca-
tion of the charging levels in the lower half of the bandgap is confirmed by independent
experiments, such as measurements of the CNL.
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E quindi uscimmo a riveder le stelle.

Inferno XXXIV, 139
Dante Alighieri

Germanium has been the subject of a renewed interest as a promising material for
future electronic devices. In particular its integration as channel material in CMOS ar-
chitectures would be beneficial to operation speed, thanks to one of the highest hole
mobility among semiconductors. Nevertheless, in real devices it is essential that the ex-
cellent property of the bulk are retained at the interfaces, where the devices are actually
built. Despite many decades of efforts, the realization of the performance promises has
been hindered by the poor quality of the interface and the lack of effective passivation
strategies.
The experimental work undertaken in this thesis did not aim at achieving groundbreak-
ing records in the new lowest-possible Dit or in the highest-ever seen mobility, but a
deeper understanding of the fundamental structure and electronic properties of the in-
terface centers. Motivated by the necessity of a deeper understanding of the physical
nature of the interface traps that are responsible for the performance degradation, several
germanium – oxides interfaces have been investigated by Electrically Detected Magnetic
Resonance (edmr) spectroscopy.
After the recent observation of germanium dangling bonds (DBs) at the (001) oriented
Ge/GeO2 interface by Baldovino et al. (2008), the (111) oriented Ge/GeO2 interface was
studied. That is, indeed, the most interesting for MOSFET application due to the in-
herent higher mobility according to band structure theory and experimental observations
Kuzum et al. (2009). edmr measurements led to the unprecedented identification of a Ge
DB with trigonal symmetry and principal axis oriented along the [111] direction (Paleari
et al., 2013), similar to the well characterized Si Pb center. In contrast with this result, the
(001)Ge/GeO2 interface does not reveal the trigonal center, analogous to the Pb0 observed
at the (001)Si/SiO2 interface, but a dangling bond with a lower point symmetry. This fact
is rationalized in terms of suboxide interface rearrangement and oxide viscoelasticity. The
suboxide rearrangement at the (001) interface promotes the generation of the non-axial
centers at distorted dimers, while the viscoelasticity of the germanium oxide impedes the
occurrence of the trigonal centers, which are located at monolayer steps.
Moving from the identification of the microstructure features, the complementary study of
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the electrical properties in both surface orientations was undertaken. Accurate character-
izations require the fabrication of Metal-Oxide-Semiconductor (MOS) capacitors with low
gate leakage. The gate stack comprising a thermal grown GeO2 layer and a Atomic Layer
Deposited Al2O3 capping was chosen as the better compromise in terms of performance
and simplicity. X-ray Photoemission Spectroscopy (XPS) and Time-of-Flight Secondary
Ion Mass Spectrometry (ToF-SIMS) attested the chemical and compositional consistency
between the as grown and the capped GeO2. edmr confirmed that the structure of the
trigonal Ge DBs and local stress distribution are not affected by the capping (Paleari
et al., 2014).
Supported by the preliminary work, p- and n- type MOS capacitors fabricated on (001)
and (111) substrate were characterized by admittance spectroscopy in the temperature
range 300−110 K. Consistently with the current literature (Afanas’ev et al., 2005; Kuzum
et al., 2009; Lee et al., 2012), the density of interface traps Dit as a function of energy
results in a smooth U-shaped curve. It is not possible to recognize the specific features
of energy localized levels, such as in the case of the Si DBs (Poindexter et al., 1984).
Other germanium interfaces have been investigated. edmr spectroscopy detected the trig-
onal Ge DB at the untreated (111)Ge/Al2O3 interface, possibly due to the presence of
a suboxide GeOx transition layer. The DB signature has been found also when the Ge
surface was treated with ammonium sulfide prior to the Al2O3 deposition. Admittance
spectroscopy demonstrated the good properties of thermal GeO2 in terms of Dit , unparal-
leled in the direct Ge/Al2O3 interface, especially in the upper half region of the bandgap.
Ammonium sulfide treatment is effective in reducing the defect density at the interface,
but the GeO2 performance are, on the whole, superior. As a general trend, it is observed a
slightly higher Dit in (111)-oriented substrates with respect to (001)-oriented substrates.
Analyzing in detail the admittance curves of p-type Ge/GeO2 MOS capacitors, an anoma-
lous behavior has been recognized. The characteristics of the response time of interface
traps, as the chemical potential is swept from the valence band to midgap, hints at double
electron occupancy statistic for the electrically active defects.
A negative-U model is invoked to explain the experimental facts that emerged from the
edmr and admittance spectroscopy investigations, together with the information available
in the literature. This phenomenological model is able to explain the observation of the
DB resonance by the contactless edmr technique and the concurrent absence of epr sig-
nals by recognizing the key role of the light in effectively populating the paramagnetic
DB0 state. Also, the anomalous trapping dynamics is explained in a natural way as the
effect of the emission and capture of two carriers in a single charge state transition. The
smooth and U-shaped Dit is the result of the large broadening of the charging levels due
to the vicinity of the VB tail states and the inherent chemical and electrostatic disorder
occurring at the interface.

Future work will be directed to refine the present conclusions. In particular, to re-
duce the error bar in admittance results by improved determination of the doping level in
the close vicinity of the interface. This represents the main source of uncertainty in the
present analysis. This aim will be prosecuted by resorting to advanced local characteri-
zation techniques, e.g. dynamic SIMS measurement with the aid of calibrated standards.
This technique is accredited to enable 1 - 5 % relative error on dopant concentration in
the range of interest, well beneath the present confidence level.
Further experimental tests of the negative-U model can involve other electrical spectro-
scopies such as Deep Level Transient Spectroscopy. For a successful investigation of
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surface states dlts should be operated in constant capacitance mode to avoid artefacts
induced by high trap densities and resort to Laplace transform to extract carrier emission
dynamics at fixed temperatures (Dobaczewski et al., 2008).
On the other hand, it will be interesting to explore the role of the light in populating the
paramagnetic DB0 state. By tuning the excitation wavelength, it could be possible to find
a threshold for the photo-induced reaction DB− → DB0 + e and infer an energy level
of the metastable neutral state. Complementary, applying light pulses and observing the
decay of the DB0 population could be a viable alternative to gain an insight into the
energy difference between the excited and the ground states.
In view of a general deployment of edmr as a tool for interface defects characterization,
the spectroscopic resolution in probing selectively the DB centers can be exploited to
evaluate the efficiency of novel passivation strategies. Passivation schemes based on sul-
fur already showed promising results (Kasahara et al., 2014), and in the future they may
be tailored to specifically target Ge DBs.
The ultimate playground for interface defect characterization, in terms of both structural
and electronic properties, would be a fully processed MOSFET with a transparent gate
electrode. This architecture will enable edmr admittance, and transient spectroscopies
as a function of excitation wavelength on the same device with an unprecedented experi-
mental freedom.

This, is just the beginning.
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