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PART I 

OVERVIEW AND BACKGROUND TOPICS 

CHAPTER  1 

Introduction 

1.1 Metal Oxides and Defects 

Metal oxides represent a class of ceramic materials with an extraordinary 

range of applications due to their variety, their chemical stability and their 

numerous fascinating chemical and physical properties involving bulk and 

surface layers. Piezoelectricity, superconductivity, magnetism, acid-base and 

redox properties are some of the characteristics that point metal oxides as 

valuable and reliable materials for technological applications ranging from 

transparent conductors to gas sensors, to optoelectronics and spintronics 

devices, to fuel cells and heterogeneous catalysts [1,2,3,4,5]. Metal oxides 

include insulators (e.g. MgO), metals (e.g. V2O3 and Re2O3), wide-band gap 

and narrow-band gap semiconductors (e.g. TiO2 and Ti2O3, respectively) and 

even superconductors since the discovery of high-temperature 

superconductivity in copper oxide based materials [6]. Among metal oxides 

the alkaline-earth oxides AeO represent typical ionic crystals, insulating and 

crystallizing with the NaCl crystal structure at normal conditions. The class of 

transition metal oxides (TMO) shows, instead, the widest range of electronic 
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properties because of the incomplete filling of the d shells. The variety of 

crystal structures and the variation in the spin, charge and orbital states 

resulting from the presence of d electrons explain the large diversity in the 

electronic properties and the potential applications of these materials. Recently 

S. F. Matar et al. [7] proposed a simple method based on the electronegativity, 

χ, [8,9] and the chemical hardness, η, [10,11] to predict the electronic and 

chemical properties of metal oxides. According to this scheme oxides can be 

grouped in four classes as represented in Figure 1.1. 

 

 
Figure 1.1. Subdivision of metal oxides in classes using the χ-η map approach as proposed by 

Matar et al. [7]. Courteously reproduced from Ref. [7]. 

 

The main goal of scientists is to understand the origin of metal oxides 

properties in order to learn how to manipulate and tune them through the 

modification of stoichiometry and crystal structure and/or through the 

introduction of defects. Defects and impurities, in particular, often play a 

crucial role in determining the properties of the materials. In semiconductors 

the incorporation of small amounts of impurities determines the electrical 

conductivity [12], dilute concentrations of magnetic defects may induce 

ferromagnetism in otherwise non-magnetic materials [13], and the presence of 

impurities or vacancies on oxide surfaces can severely affect the chemical 

(sensing [14] and catalytic [15,16]) properties of the solid. Defects such as 

vacancies and interstitial atoms mediate dopant diffusion in microelectronic 

devices [17,18], affect the performance of photo-active devices [19], and the 

efficiency of devices for converting sunlight to electrical power [20]. The 
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nature and the type of defect states, the degree of non-stoichiometry, the 

anisotropy and the broad range of the resulting properties of the doped-

material pave the way to fascinating possibilities and new physics of metal 

oxides. The richness and variety of the metal oxides research field demand an 

interdisciplinary approach and have recently favoured the birth of various 

forms of defect engineering, aimed at controlling defect behavior within the 

solid [21]. However, despite the worldwide interest and effort of the scientific 

community, even in the case of apparently simple oxide systems, it has not yet 

been possible to reach a general consensus on many defect related issues and 

so far, with a few exceptions, the properties of metal oxides are still poorly 

known and under-exploited in comparison with metals.  

In the vast context of the doped and defective metal oxide properties, the 

present introduction is restricted to well-defined themes, which have been 

addressed in this thesis and are subject of increasing interest in literature.   

 

1.1.1 Electrical Properties 

In general, impurities and defects may be divided in deep and shallow 

defects depending on whether they create localized states located in the band 

gap, or resonate within the continuum of the host bands (valence or conduction 

band), respectively. For example, a defect state located within the gap and 

below the conduction-band minimum (CBM) is observed for hydrogen in 

MgO [22] or oxygen vacancies in Al2O3 [23] while a defect state located 

above the CBM is found for hydrogen in ZnO [24] and oxygen vacancies in 

In2O3 [23].  

Shallow impurities induce bound states in the optical gap very close to the 

band edges and their electronic properties are described by a hydrogenic 

model, i.e. the effective-mass theory (EMT) [25,26]. The electron (or hole) in 

a shallow state that is resonant with the host band, will drop to the band edge 

and occupy a perturbed-host state (PHS [27,28]) rather than the defect level. It 

can therefore be treated as independent of all other electrons of the system and 

it is weakly bound by the screened long-range Coulombic tail of the impurity 

potential, re ε/
2

 (where ε is the dielectric constant of the crystal). The 

calculated binding energy from the nearest band edge is less than 0.1 eV and 

the effective Bohr radius is significantly large compared with the interatomic 

distance. Shallow defects determine the electrical conductivity of the material 

that can be of p-type (holes as free carriers) or n-type (electrons as free 
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carriers) depending on whether the defects are acceptors or donors, 

respectively.  

Conversely, deep defects induce states within the band gap and well-

separated from band edges, strongly bound essentially by the short-range part 

of the defect potential. Deep level states can act as recombination (or killer) 

centres or as traps, limiting therefore the lifetime of carriers. Deep defects 

create levels described by localized wave functions and even if they are 

occupied, they usually do not contribute to the conductivity due to the 

localized nature of the state and the high activation energy. Deep defects are 

also expected to respond only weakly to external perturbations such as 

pressure or temperature. The theoretical description of these impurities has 

been a major challenge, also because they require relaxation of the 

unperturbed host crystal around the defect.  

The accurate control of the conductivity in metal oxides represents a 

fundamental issue. In semiconductors, in particular, the incorporation of a 

relatively small concentration of native point defects and impurities (down to 

10
−14

 cm
−3

 or 0.01 ppm) can significantly affect the electrical and optical 

properties of the system [29]. The achievement of good bipolar (p-type and n-

type) conductivity in semiconductors is a prerequisite for the design of almost 

all the electronic and optoelectronic devices. However, most materials exhibit 

an asymmetry in their ability to be n-type or p-type doped (see Fig. 1.2). For 

example, ZnO is a good n-type conductor via intrinsic or extrinsic dopants but, 

so far, it has not been possible to achieve a significant and reliable p-type 

doping [30,31].  

The difficulties and limitations in doping of semiconductors are related to 

many factors: low solubility, compensation by low-energy native defects, deep 

impurity levels, and structural bi-stability known as AX and DX centres [32]. 

The solubility is the maximum concentration that the impurity can attain in the 

material under thermodynamic equilibrium. An increasing amount of the 

impurity (higher chemical potential) does not necessarily imply a higher 

concentration of impurities incorporated in the material because they can 

precipitate in other phases (i.e. metal clusters, other metal oxides). However 

the main obstacle to an effective doping is the compensation by native point 

defects or foreign impurities. Finally, even if the material is successfully 

doped, a maximum dopant concentration limit exists, known as doping limit. 

In particular, it has been proved [33] that the capacity to dope a material is 

related to the position of the valence band maximum (VBM), εVBM, with 

respect to a phenomenological p-like pinning energy, ε
p

pin, and to the position 
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of the conduction band minimum, εCBM, with respect to a n-like pinning 

energy, ε
n

pin. A material with ε
n

pin « εCBM cannot be doped n-type while a 

material with ε
p

pin » εVBM cannot be doped p-type. 

 

 
Figure 1.2. Experimental maximum carrier concentrations for a) n-type and b) p-type doping 

of various semiconductors as reported in Ref. [34]. N/A means no data are available. 

Courteously reproduced from Ref. [34]. 

 

1.1.2 Band-Gap Engineering 

The successful application of semiconducting oxides also depends on the 

possibility of band-gap engineering. In particular, over the last decade an 

outstanding effort has been made by the scientific community in designing 

new strategies for improving the harvesting of solar light and its conversion 

into other forms of energy or chemical reactivity (water splitting [35,36] or 

organic decomposition [37,38]), through band gap electron-hole excitation in 

semiconducting metal oxides. In photo-electrochemical applications, for 

example, the light is either absorbed by the semiconducting material, or the 

latter behaves as an electron conductor for electrons injected from dye 

molecules, which are adsorbed on its surface (i.e. in dye-sensitized solar cells). 
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In both cases, the exact position of the band edges play a decisive role for the 

efficiency of the process. In the case of the dye-sensitization, the CBM has to 

match the lowest excited state of the dye molecule to enable effective electron 

transfer. If the CBM is too high in energy (i.e. higher than the excited state of 

the dye molecules), electron injection from the dye into the conduction band is 

unsuccessful.  

A good deal of effort has been devoted to lowering the threshold energy for 

excitation [39,40,41,42,43]. Much work has been performed to refine 

convenient and efficient synthetic procedures to dope or functionalize 

semiconductor samples of various nature (single crystals, powders, 

nanocrystals, thin films, and nanotubes). In particular, nanocrystals present a 

broader range of parameters that can affect their electronic band gaps in 

comparison with bulk semiconductors [44]. In Figure 1.3 some of these 

parameters are reported, including size, shape, and composition.  

 

 
Figure 1.3. Some of the parameters affecting the band gap of semiconductor nanocrystals 

(specifically: size and shape, composition and impurity doping). Courteously reproduced from 

Ref. [44]. 
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1.1.3 Magnetic Properties 

The opportunity to introduce spin functionality (i.e. ferromagnetism / spin 

polarization) in nonmagnetic oxide systems through doping with magnetic 

impurities has recently fired up the scientific community to look for effective 

and reliable diluted magnetic semiconducting oxides (DMSO) [13]. In 

particular, the insertion of homogeneous and dilute (a few percent) 

concentration of a magnetic dopant can ensure that the original set of 

properties of the undoped material could remain almost unaffected, thereby 

exploiting the best of both fields (i.e. optoelectronics and spintronics).  

In order to design an effective DMSO, the dopant has to possess three 

prerequisites, and specifically it has to (i) carry a magnetic moment in its 

stable charge state [45,46], (ii) exhibit ferromagnetic coupling between the 

other dopants within a certain range of magnetic interaction, and (iii) have a 

thermodynamic solubility above the percolation threshold [45,47].    

The research activity on DMSO is mainly focused on two wide band gap n-

type metal oxides, namely TiO2 and ZnO and was originally prompted by the 

observation of ferromagnetism in diluted Co-doped TiO2 [48] and Mn-doped 

ZnO [49] (see Fig. 1.4).  

 

 
Figure 1.4. Measured magnetic moment of M-doped ZnO films at room temperature, with M 

representing first-row transition metals. Solid circles represent data for the field applied 

perpendicular to the film plane and open circles represent data for the field applied in the plane 

of the film. The moment is expressed as μB/M. Courteously reproduced from Ref. [50]. 
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Despite the numerous works and the significant advances in the field, 

several issues are still under debate in literature [13]. In particular, the 

reliability of experiments is still unsatisfactory, mainly because of the 

difficulties in obtaining uniform doping and avoiding clustering which are 

highly affected by the doping methodology and the experimental conditions. 

In addition, the magnetic interaction mechanism is still far from being 

undoubtedly proved. In fact, the conventional mechanism of ferromagnetic 

exchange working for bulk ferromagnets (e.g., magnetite, maghemite, ferrites) 

cannot be applied to DMSO. Since magnetic dopants are in a diluted 

concentration in the system, the mean separation between neighbouring 

dopants is so large that the ferromagnetism is carrier-mediated. In this 

context, different mechanisms are possible and have been suggested, including 

the presence of itinerant carriers (RKKY), polarons, F-centres, etc. [13]. This 

lack of comprehension has triggered several theoretical studies aimed at 

creating new models of ferromagnetism and at directing experimental works 

[51,52]. However, initial expectations were not fulfilled by actual results and 

theoretical groups showed a substantial disagreement even on the qualitative 

results. In a recent work, Zunger et al. [53] questioned the reliability of the 

reported theoretical predictions pointing at the severe limitations of pure 

density functional theory approximations in correctly and accurately 

describing band gap values and spin localization, both essential components 

when investigating transition metal doped semiconductors. Anyway, so far the 

field remains equally controversial on the theoretical front as on the 

experimental side. 

 

1.2 Background of the Present Study 

The most promising and powerful approach to study defects in metal oxides 

is a joint use of highly sophisticated experimental and modelling techniques 

[54,55,56,57].  

Computer modelling is a valuable tool in solid-state and material science 

since it effectively complements experimental evidences by providing an 

atomistic insight in complex materials and processes. Ab-initio electronic 

structure methods, that do not depend on system-specific parameters, play a 

crucial role not only in the interpretation of existing experimental data, but 

also in directing new experimental efforts. Unfortunately, no universal 

quantum-mechanical method exists that is suitable for all materials and 
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phenomena but a hierarchy of computational techniques facing the 

compromise between accuracy and efficiency is available (see Fig. 1.5).  

 

 
Figure 1.5. Ladder of the state of the art of the electronic structure theory methods as a 

function of accuracy, reliability, predictive power and computational cost. Courteously 

reproduced from Ref. [58]. 

 

In the next Chapter we will show that in the framework of the density 

functional theory (DFT), the methods are distinguished on the basis of their 

approximation of the exchange-correlation (XC) energy. No method is able to 

accurately describe all the properties of the system under consideration. 

Therefore the choice of the computational approach will depend on the system, 

on the properties analyzed, and on the compromise between accuracy and 

computational costs. We will show that for the description of the oxides 

properties under investigation in this study, a good compromise between 

accuracy and computational expense is achieved by the hybrid B3LYP 

functional [59,60].  

In conjunction with advanced and effective experimental techniques such as 

electron paramagnetic resonance spectroscopy (EPR), high resolution electron 

energy loss spectroscopy (HREELS) and ultra-high vacuum Fourier transform 

infrared spectroscopy (UHV-FTIR), we have been able to provide a detailed 

and atomistic description of a number of open issues concerning the chemistry 

and physics of doped metal oxides. EPR spectroscopy is a powerful tool for 

identifying and characterizing paramagnetic entities and it has been 

successfully applied in continuous wave (CW) and pulsed experiments on 

polycrystalline materials in the group of Prof. E. Giamello (University of 
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Turin, Italy). HREEL and UHV-FTIR spectroscopies have been effectively 

used in the group of Dr. Y. Wang (Ruhr University of Bochum, Germany) to 

investigate vibrations and electronic excitations of both bulk and surface 

species on well-defined single crystal surfaces and powder samples.  

During my Doctorate, besides my computational research under supervision 

of Dr. C. Di Valentin (University of Milan-Bicocca, Italy), I had also the 

opportunity to achieve direct experience of these experimental techniques by 

performing EPR measurements in the group of Prof. E. Giamello and 

HREELS experiments in the group of Dr. Y. Wang within the Physics and 

Chemistry of Advanced Materials (PCAM) European Doctoral Programme.  

In order to optimize the doping strategies and to address a number of open 

issues, we have therefore been able to provide an atomistic description of 

dopants and defects in metal oxides through a combined and multidisciplinary 

approach. The tight connection between quantum-chemical methods, using 

sophisticate theoretical tools for probing structure and property relationships, 

and advanced experimental techniques yields invaluable information on the 

oxides properties affected by defects. In the following a brief introduction to 

the properties investigated in this work is reported. 

 

1.2.1 Investigated Properties 

Defects and impurities incorporated in metal oxides often modify the 

electronic structure of the system. A description of the electronic structure 

modifications can be provided by theoretical methods. In particular, in the 

density functional theory framework the defect levels can be approximated to 

the corresponding single-particle Kohn-Sham eigenvalues and their position in 

the material gap and dispersion in the k-space are commonly investigated 

through the density of states and the band structure analysis. A good 

reproduction of the experimental band gap is an essential pre-requisite to 

identify the correct position of defect states. However, orbital-independent 

density functional theory approximations [local density approximation (LDA) 

and generalized gradient approximation (GGA)] show severe limitations in 

correctly and accurately describing band gap values. A practical, although not 

perfect, solution is represented by hybrid exchange-correlation functionals 

having positive effects on both the reliability of the computed defect 

energetics and spin localization [61]. The electronic structure can be 

experimentally investigated by a number of spectroscopies using electrons of 
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various energies as well as photons in the x-ray or ultraviolet-visible energy 

ranges. For example, electron energy loss experiments provide information 

about the gap states, the position and the shape of the deep level absorption 

thresholds, while photon spectroscopies (e.g., XPS and UPS) describe the 

valence band shape and/or the core level positions. Angle-resolved UPS 

experiments allow the band dispersion to be plotted along high-symmetry lines 

of reciprocal space (e.g., MgO [62], SrTiO3 [63], TiO2 [64,65]) that is directly 

comparable with the computed band structure. However, the single-particle 

description of energy levels introduced in the gap by defect centres is not well 

justified if electronic transitions are involved between different defect charge 

states. A better approximation is provided by the transition energy levels that 

are directly comparable with spectroscopic evidences (e.g., ionization energy 

and photoluminescence emission) [66,67,68]. One of the major and more 

original contributions of this work of thesis is the development of an approach 

to compute the transition energy levels using the CRYSTAL code [69,70,71] 

for periodic calculations based on Gaussian atomic functions. This approach 

introduces a large simplification in the calculation of the transition energy 

levels by an efficient use of the Janak‟s theorem [72]. 

An impurity can enter in the host lattice in different positions (i.e., 

substitutional to a cation or anion, interstitial) and in different concentrations 

(i.e., isolated atom or small cluster of atoms). A thorough theoretical 

description of the relative stability of the various conceivable models provides 

key information for experimentalists for the identification of effective doping 

mechanisms or for determining the favourable conditions to achieve the 

desired doping. The thermodynamics of defects is here addressed in terms of 

(zero-temperature) formation energies that are functions of the total electronic 

energies. In principle the free Gibbs energies should be considered, however 

the use of the total electronic energies is justified by the small contributions 

from vibrational entropy, that are estimated typically in the range between 0 

and 10 k, where k is the Boltzmann constant [68]. The plot of formation 

energies of the various defects as a function of the oxygen chemical potential, 

that can be expressed also in terms of oxygen partial pressure, is a valuable 

information for experimentalists to check the most stable impurity in the 

adopted experimental conditions or to find out the best doping conditions to 

obtain the desired impurities. Finally, the evaluation of the formation energy at 

different Fermi levels allows to determine the most stable charge state of the 

defect. 

If the impurity carries unpaired electron(s), it is a paramagnetic centre and 
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can be investigated by electron paramagnetic resonance. This powerful 

technique is strongly connected to quantum chemistry, since it provides an 

experimental tool to measure the wave function of the unpaired electron(s). A 

careful comparison of computed and measured electron paramagnetic 

resonance parameters (i.e., g-tensor, hyperfine coupling constants and 

quadrupole coupling constants) provides an unambiguous assignment of the 

paramagnetic impurity.  

The interaction of these centres can result in collective magnetic 

interactions, e.g. ferromagnetism. The latter is here investigated in terms of 

total energy differences of the ferromagnetic and the antiferromagnetic states 

for diluted defect concentrations. A number of configurations with impurities 

at different distance is addressed. Hybrid exchange-correlation functional is 

adopted to overcome the limitations of local and semilocal functionals in 

describing strongly localized unpaired charge carriers.    

Finally, the adsorption of small molecules on metal oxide surface is 

investigated in terms of adsorption energies and vibrational frequencies. The 

identification of how the species adsorb on a specific surface can be achieved 

only through a combined experimental and computational study. The use of 

infrared spectroscopy on polycrystalline sample provides a preliminary 

information about the possible species forming on all the available metal oxide 

surfaces. The comparison with the frequencies observed on a precise single 

crystal surface, through high-resolution electron energy loss spectroscopy 

(HREELS), and with the computed frequencies, obtained for a density 

functional theory model, yields an unambiguous assignment of the IR bands. 

The various coverage phases are investigated by means of thermal desorption 

spectroscopy (TDS) and their relative adsorption enthalpies are compared with 

the computed electronic binding energies corrected for vibrational 

contributions. In this way a complete picture of the reactivity of the surface 

towards gaseous molecules is provided.  

 

1.2.2 Structure of the Thesis 

The main objective and the major value of this work is to provide a 

combined setup of theoretical and experimental techniques to simulate and 

measure a number of properties altered and/or induced by defects in three 

representative and technologically relevant oxides: zinc oxide (ZnO), 

zirconium dioxide (ZrO2) and magnesium oxide (MgO).  
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Zinc oxide and zirconium dioxide are wide-gap semiconductors with a vast 

set of technological applications generally related to the inclusion of defects 

and impurities and spanning from optoelectronics to spintronics devices and 

photocatalysis. They are the subjects of Part II and Part III, respectively. A 

detailed description of their structure and chemical-physical properties is 

provided in the respective background sections.  

Part II deals with the main subject of this work: bulk and surface zinc oxide 

properties.  

After synthesis, ZnO commonly presents n-type conductivity and in 

Chapter 3 some of the most common donor defects (specifically: hydrogen 

interstitial and substitutional to oxygen, zinc interstitial and oxygen vacancy) 

have been investigated in terms of thermodynamic and optical transition 

energy levels. The good agreement with existing experimental data provides a 

powerful validation of the computational method presented in Sec. 2.1.5.1.  

In Chapter 4 copper doping of ZnO has been analyzed under different 

perspectives, spanning from the presence of donor and acceptor states, to 

magnetic interactions, to cluster tendency and to the interaction with oxygen 

vacancies. In particular, in conjunction with HREELS experiments, for the 

first time the inclusion of copper donor impurities in bulk ZnO has been 

observed which, on the basis of our calculations, we have assigned to 

interstitial copper species.  

In Chapter 5, the most promising shallow acceptor candidate for p-type 

doping of ZnO, i.e. nitrogen substitutional to oxygen, is investigated. First, 

nitrogen has been observed in polycrystalline sample and characterized in 

terms of hyperfine and quadrupolar coupling constants through a combined 

EPR and theoretical study. Secondly, the nitrogen doping process has been 

analysed upon the sputtering with ammonia of the mixed-terminated ZnO 

(10 1 0) surface through TDS experiments. The effectiveness of the doping 

process and the fundamental role of post-treatment oxidation were proved. The 

defective states within the optical gap have been estimated using HREELS 

measurements with a 66 eV electron primary energy. The computation of the 

transition energy levels have then demonstrated that nitrogen acts as a deep 

acceptor species in ZnO, disappointing the hopes to achieve p-type 

conductivity through nitrogen-doping.  

In order to get more insight in the nitrogen doping mechanism, the 

reactivity of ZnO single crystal and powders towards ammonia has been 

addressed by a combined theoretical and HREEL and UHV-FTIR study, in 
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Chapter 6. Different coverages have been considered and, while at low 

concentration only molecularly adsorbed species have been observed, at a full 

monolayer coverage the repulsive steric interactions between adsorbates have 

been shown to induce the formation of an ordered adlayer with (2 x 1) 

periodicity, presenting alternating molecular NH3 and singly deprotonated 

NH2 moieties adsorbed on cationic sites.  

Part III is focused on ZrO2, specifically the tetragonal polymorph which is 

commonly stabilized by impurities. In particular, here the interest is related to 

the titanium doping of the material, which was experimentally found to induce 

a large red shift of the optical absorption edge. In Chapter 7 we proposed a 

rationalization of this experimental observation based on the computation of 

the optical transition levels of Ti species. The possible interaction with oxygen 

vacancies has also been considered.        

In Part IV the nitrogen doping of MgO, recently proposed as potential route 

to achieve room temperature ferromagnetism has been investigated. This work 

was divided in two parts.  

In Chapter 8 the electronic structure and the spin properties of nitrogen 

impurities have been theoretically studied, considering also possible charge 

transfers with magnesium or oxygen vacancies.  

Finally, in Chapter 9 we show how a trapped N2
‒
 radical anion in the 

polycrystalline material has been identified and characterized through a 

combined EPR and DFT study.   

 

   



 

15 

 

CHAPTER  2 

Methods 

 

2.1 Computational Methods 

2.1.1 The Schrödinger Equation 

Quantum mechanical simulations of a solid with N electrons and M nuclei 

is based on the solution of the many-body (time-independent) Schrödinger 

equation: 

 

  (2.1) 

 

where Ψ is the wave-function of the system associated to the energy Etot and r 

and R are the spatial coordinates of electrons and nuclei, respectively. The 

total (non-relativistic) Hamiltonian operator, Htot, can be decomposed in 

kinetic and potential operators of nuclei and electrons: 

 

                       (2.2) 

 

The exact solution of Eq. (2.2) provides all the physical-chemical properties 

of the system. Unfortunately, even for small molecules this equation is too 

complex to be solved and several approximations are needed. The most 

common assumption is to consider nuclear and electronic motions as 

independent in the Born-Oppenheimer approximation [73] because of the mass 
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difference of electrons and nuclei. The exact wave function Ψ can be written 

as an expansion in the complete set of electronic functions, Φν(R,r), with 

expansion coefficients, Λν(R), being functions of the nuclear coordinates:  

 

    (2.3) 

 

Φν(R,r) are solutions of the electronic Hamiltonian He(R): 

 

  (2.4) 

 

In the Born-Oppenheimer and adiabatic approximations, where the form of 

the total wave function is restricted to one electronic surface, the Schrödinger 

equation becomes: 

 

   (2.5) 

 

The solution of the electronic Schrödinger Eq. (2.4), with the nuclear positions 

R as parameters, results in a potential energy surface (PES) that represents the 

basis for solving the nuclear motion (i.e. vibrations and rotations). 

The Born-Oppenheimer approximation does not account for correlated 

dynamics of ions and electrons and therefore it breaks down for systems where 

this contribution cannot be negligible, for example: 

 polaron-induced superconductivity; 

 dynamical Jahn-Teller effect at defects in crystals; 

 some phenomena of diffusion in solids; 

 non-adiabaticity in molecule–surface scattering and chemical 

reactions; 

 relaxation and some transport issues of charge carriers (e
-
 or h

+
). 

These limits can be severe, nevertheless, we will use the Born-Oppenheimer 

approximation in the following. 

 

2.1.2 Basic principles of the Density Functional Theory 

Even if the exact expressions of the operators in Eq. (2.2) are known, the 

Schrödinger equation cannot be solved because the dynamics of a many-

electron system is very complex and the electron-electron interaction, Vee, 

requires elaborate computational methods to be evaluated. A significant 
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simplification is provided by the Hartree-Fock (HF) or Wave Function  

Theory (WFT) that introduces independent-particle models, where the motion 

of one electron is considered to be dependent only on the average electron-

electron interactions. The contribution to the energy due to the mutual 

relationships between electrons, known as correlation energy, can be included 

only by means of a high level of Configuration Interactions. However, the 

computational cost heavily depends on the system size and therefore this 

method is generally limited to systems with 10-100 electrons. The alternative 

to WFT is the Density Functional Theory (DFT) [74,75] that has now become 

the preferred method for electronic structure theory for complex systems, in 

part because its cost scales more favourably with system size and yet it 

competes well in accuracy except for very small systems. DFT is based on the 

electronic density of the system, ρ(r), according to the two Hohenberg and 

Kohn theorems [76]: 

―Any observable magnitude of a stationary non-degenerated ground state 

can be calculated exactly from its electronic density‖. 

―The electronic density of a stationary non-degenerated ground state can 

be calculated exactly determining the density that minimizes the energy of the 

ground state‖. 

The energy becomes a functional of ρ, E
DFT

[ρ], and compared to Eq. (2.2) it 

may be divided into three parts: kinetic energy, T[ρ], attraction between nuclei 

and electrons, Ene[ρ], forming an external potential Vext(r), and electron-

electron repulsion, Eee[ρ] (the nuclear-nuclear repulsion, Enn[ρ], is a constant 

within the Born-Oppenheimer approximation). 

 

    (2.6) 

 

While the WFT depends on a 3N-dimensional wave function for a system with 

N electrons, in principle DFT can describe a material in terms of its three 

dimensional electronic density, independent of the system size. However, so 

far any attempts to design such orbital-free DFT resulted in low performance 

especially because of the poor description of the kinetic energy and their 

accuracy is still too scarce to be of general use [77,78]. The success of modern 

DFT methods is based on the idea suggested by Kohn and Sham (KS) in 1965 

[79]. In their approach to DFT a reference system of fictitious non-interacting 

electrons moving in an effective potential, Veff(r),  is associated in its ground 
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state to the same density of the real system of interacting electrons, ρ(r). The 

latter can therefore be written in terms of non-interacting one-electron orbitals, 

i: 

 

    (2.7) 

 

The ground state wave function of the non-interacting system is a Slater 

determinant Φ
KS

 built on one-electron orbitals, i, solutions of the Kohn-Sham 

Eq. (2.8), where KS
f̂ is the one electron operator defined in Eq. (2.9): 

 

 (2.8) 

 

(2.9) 

 

Veff(r) consists of the external potential Vext[r], the classical Coulomb 

component UJ(r;[ρ]) of the electron-electron interaction Vee and the potential 

Vxc(r;[ρ]) associated to the exchange-correlation energy functional Exc[ρ]. 

 

(2.10) 

 

It is worth noting that UJ(r;[ρ]) contains also the interaction of the electron 

with itself (self-interaction, see Sec. 2.1.3) whose correction must be taken 

into account in the unknown potential Vxc(r;[ρ]). The total energy in Eq. (2.6) 

becomes: 

 

  (2.11) 

 

The KS model is closely related to HF method providing identical formulas 

to the kinetic, TS[ρ] (the subscript S denotes that it is calculated from a Slater 

determinant), electron-nuclear, Ene[ρ], and Coulomb electron-electron 

energies, J[ρ]. The part that remains after subtraction of E
KS

 from the exact 

energy defines the exchange-correlation energy, Exc[ρ], that consists of a 

kinetic correlation energy (first parenthesis in Eq. (2.12)) and a potential 

correlation and exchange energy (second parenthesis in Eq. (2.12)). 

 

  (2.12) 
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Exc, which is a rather small fraction of the total energy, is the only unknown 

functional. Therefore, unlike HF methods that use an exact Hamiltonian but 

obtain an approximated solution of the wave function, in DFT approaches the 

Hamiltonian is approximated but the electronic density of the system is exact. 

Unfortunately, so far it does not exist a systematic way to improve DFT results 

by a better description of the exchange-correlation functional [54]. J. P. 

Perdew [80,81] suggested a roadmap for functional development, known as 

Jacob‟s ladder, where one can expect or at least hope for an improvement in 

the accuracy for each step up the ladder: local density approximation (LDA), 

gradient generalized approximation (GGA), higher order gradient or meta-

GGA methods and hybrid or hyper-GGA functional (see Fig. 2.1).  

 

 
Figure 2.1. Jacob‟s Ladder proposed by J. P. Perdew [80,81] to improve the exchange-

correlation functional. For a detailed explanation of the terms in the figure and the relative 

methods we refer the reader to Sec. 2.1.3. Courteously reproduced from Ref. [82]. 

 

An exhaustive overview of DFT is far beyond the purposes of this 

introduction (see textbooks [83,84,85,86]). In the following we will briefly 

address only the main DFT methods and the criteria we considered in the 

choice of the functional used in the present work. 
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2.1.3 DFT Methods 

The first two rungs of the Jacob‟s ladder are occupied by the so-called 

orbital-independent functionals (see Fig. 2.1). They rely explicitly on the 

density and are in turn divided into strictly local, LDA, and semilocal, GGA. 

In the LDA approximation the exchange-correlation energy is evaluated for 

a homogeneous electron gas [79]. Its main success comes from the description 

of extended systems, such as metals, where the approximation of a slowly 

varying electron density is quite valid. However, even if it is an exact and 

simple DFT method and presents some significant advantages (i.e. 

cancellation of errors between the approximate exchange and correlation 

holes, vide infra) it is severely affected by several failures (e.g. 

underestimation of the exchange energy by ~10% for molecular systems and 

overestimation of electron correlation by a factor close to 2 with consequent 

overestimation of bonding strength).  

Many of these quantitative limits are remedied using the GGA approach 

that includes informations on the deviations from the electron gas 

homogeneity only by considering the gradients of the spin-polarized charge 

densities, ρ(r). GGA functionals are distinguished in parameter-free and 

empirical  functionals according to whether parameters are determined from 

exact theoretical conditions (e.g. PW91, PBE [87,88]) or from fits to 

experimental data (e.g. LYP [60,89]), respectively. Over the years, several 

improvements of these functional were proposed such as revPBE [90], with 

the goal of obtaining more accurate atomic absolute energies and molecular 

atomization energies and RPBE [91], with the aim of achieving improved 

chemisorptions energies for small molecules on metal surfaces. 

Both LDA and GGA methods suffer from serious formal deficiencies that 

can result in qualitatively incorrect computations. In the following we will 

briefly focus on the two main deficiencies that occur with LDA and GGA 

functionals: the presence of self-interaction and the absence of a derivative 

discontinuity in the exchange-correlation energy.   

 self-interaction error: each electron in the system is repelled from an 

average charge density, including a spurious repulsion from itself. A complete 

error cancellation is guaranteed for the exact exchange-correlation functional, 

but only partial cancellation is obtained in either the LDA or the GGA. For 

localized states, the spurious self-interaction destabilizes the system while for 

delocalized states the error is much smaller because the spurious contribution 

to the Coulomb potential comes from a greater average distance. In this sense 
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LDA or GGA usually fail in the quantitative treatment of localized states. 

Moreover, the self-interaction error causes an incorrect long-range behaviour 

of the Kohn-Sham potential [92,93]. 

 absence of derivative discontinuity in the exchange-correlation energy: 

the exact energy of a N-electron system behaves as a series of linear segments 

at the varying of the electron occupancy N [94]. Thus, Etot has to be piecewise 

linear with respect to fractional occupancy N, but its derivative must be 

discontinuous as N passes through integers [95]. The physical meaning is 

made explicit referring to the chemical potential μ, defined as functional 

derivative of the total energy with respect to the charge density in Eq. (2.13).  

 

(2.13) 

 

By definition also the chemical potential must exhibit a discontinuity and in 

particular, its absolute value should be equal to the ionization potential IP if the 

integer number of electrons is approached from below, and it should be equal 

to the electron affinity EA if the number of electrons is approached from 

above. Since LDA and GGA exchange-correlation potentials are continuous in 

the density and in its gradient, these potentials do not exhibit any particle 

number discontinuity. They average over the discontinuity and the value of the 

highest occupied Kohn-Sham orbital, that is rigorously equal to the chemical 

potential, differs therefore from IP by approximately half the derivative 

discontinuity in these DFT methods [96]. 

A natural and potentially highly advantageous idea to overcome LDA and 

GGA limits is to use Kohn-Sham orbitals, themselves being functionals of the 

density, as ingredients in approximate exchange-correlation functional, known 

as orbital-dependent functionals [97,98].  

 

Orbital-dependent functionals. There are four main classes of orbital-

dependent functionals:  

1. The meta-generalized-gradient-approximation (MGGA). 

They use kinetic energy density η (that is orbital-dependent by definition) 

or the Laplacians 
2
ρζ in the construction of Exc[ρ]. They are close in spirit to 

the traditional semilocal, explicit density functionals GGA, as they use the 

orbitals in a mostly semilocal way. Instead of LDA and GGA they can satisfy 

the constraint of freedom from self-correlation by employing so-called iso-
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orbital indicators [99,100,101] but the self-interaction error is only slightly 

reduced. Therefore, even if they are the most accurate semilocal functionals 

they are still significantly hampered by the problems of LDA and GGA 

functionals. 

2. Self-interaction correction (SIC) scheme. 

Originally proposed by Perdew [92,102], it is a correction scheme of 

exchange-correlation functionals based on the idea that the exchange-

correlation energy of the density of a single, fully occupied orbital must 

exactly cancel that orbital‟s self-interaction energy. The self-interaction energy 

terms are therefore subtracted on an orbital-by-orbital basis and for this reason 

the SIC scheme is counted in the family of orbital-dependent functionals. The 

SIC scheme is an ad hoc scheme and although, in principle, it can be applied 

to any given functional approximation, it has predominantly been used to 

correct LDA. While in the solid-state community the SIC scheme has 

successfully been used for describing strongly correlated systems [103,104], 

the results for molecules appeared less favourable. This failure can be 

explained by considering that part of the self-interaction error of semilocal 

functionals is needed to model correlation effects, in particular the static 

correlation (vide infra) [105,106,107,108,109]. Thus, it has been suggested 

that the self-interaction error in a many-electron system should be scaled down 

instead of removed completely.  

3. Hybrid functionals. 

The physical principle, upon which hybrid functionals are based, is the 

Adiabatic Connection Theorem (ACT) [110]. First of all we assume a many-

electron Hamiltonian in the form of Eq. (2.14) with 0  λ  1. 

 

(2.14) 

 

where the external potential operator Vext is equal to Vne for λ = 1, but for 

intermediate λ values Vext(λ) is adjusted such that the density remains 

constant. For the λ = 0 case, the electrons are non-interacting and the exact 

solution to the Schrödinger equation is given as a Slater determinant, while the 

λ = 1 case corresponds to the real interacting electrons system. If we define the 

exchange-correlation hole hxc as the reduced probability of finding an electron 

2 at a position r2 given that an electron 1 is located at r1, the ACT connects 

Exc[ρ] and the corresponding hole potential Vxc(λ) through Eq. (2.15). 
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 (2.15) 

 

Assuming Vxc to be linear in λ, in the crudest approximation the integral is 

given as the average of the values at the two end-points (λ = 0, λ = 1). If the 

KS orbitals were identical to the HF orbitals, the integral for λ = 0 is the exact 

exchange energy given by the Hartree-Fock theory. Approximating the 

integral for λ = 1 by the LDA result, Becke proposed the Half-and-Half 

method [111] based on Eq. (2.16). 

 

(2.16) 

 

Becke defined such functional hybrid functional viewing it as a true mixture of 

HF and DFT approaches. A significant improvement over this simple method 

can be obtained by refining the approximate integration of Exc[ρ] and a 

practical way is provided by Eq. (2.17). 

 

 (2.17) 

 

where the superscript app denotes the approximate functional app

xc
E , typically 

LDA or GGA, that has been split in the exchange and correlation parts. It is 

noteworthy that Eq. (2.17) mixes the approximate and exact exchange linearly, 

but the approximate correlation is taken as is.  

This can be motivated taking into account the description of the static and 

dynamical correlation in LDA and GGA. Dynamical correlation [112] is due 

to the reduction expected in the many-electron wave function when two 

electrons approach each other and because of the screening, it is inherently a 

short-range effect. Static or long-range correlation [112] arises from 

degeneracies or near degeneracies of several Slater determinants. It has been 

proved that the semilocal GGA correlation, app

c
E , agrees closely with the 

dynamical correlation [113] while the difference between the semilocal GGA 

exchange app

x
E  and the exact exchange exact

x
E  arises from the effective 

inclusion of static correlation in app

x
E [114]. Thus, dynamical correlation is 

well modelled by semilocal correlation but semilocal exchange differs from 

exact exchange by static correlation, and therefore a linear mix of app

x
E and 

exact

x
E as in Eq. (2.17) is needed.  
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A generalization and improvement of Eq. (2.17) considers a higher number 

of parameters and a combination of LDA and GGA functionals. In this 

context, the most popular hybrid functional is the B3LYP method [59,60] 

defined by Eq. (2.18). 

 

(2.18) 

 

where the a, b and c parameters were determined by fitting to experimental 

data and their values are a = 0.20, b = 0.72 and c = 0.81. This functional works 

extremely well for atoms and molecules [115], despite its ad hoc construction, 

and it has become the most popular functional in the chemistry community. 

However, the use of the LYP correlation (experimental parameters dependent) 

results in a functional that does not reduce to the LDA in the limit of an 

uniform electron gas and sometimes it may induce errors in applications to 

solids and surfaces (e.g. metals).  

This formal deficiency is absent with either the B3PW91 functional or with 

one-parameter functionals based on either the LDA or PBE GGA. In 

particular, the simplest of the hybrid functionals in use for solids is the PBE0 

[116] functional defined by Eq. (2.19). 

 

(2.19) 

 

where Ex
PBE

 and Ec
PBE

 are the exchange and correlation components of the 

semilocal PBE functional, respectively. A mixing factor of a = 1/4 is argued 

from theoretical grounds and not derived from fits, although other empirical 

choices for a have been explored. Other approaches point to increase the 

functional flexibility either by means of the introduction of the kinetic energy 

density as in MGGA methods (i.e. MGGA hybrid functionals [117]) or by 

means of the partition of the exchange term into short-range (SR) and long-

range (LR) parts according to Eq. (2.20).  

 

(2.20) 

 

The PBE-based screened hybrid functional obtained excluding the long-range 

portion of the exact exchange by setting b = 0 is known as HSE [118,119,120, 

121,122] and has been found to provide an excellent description of metals in 

particular [122].  

It is noteworthy that the hybrid functionals exhibit an accuracy superior to 
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that of the LDA or GGA ones for a wide range of properties for which they 

were not fitted (e.g. molecular structures, vibration frequencies, electrical and 

magnetic properties). The evaluation of the nonlocal exchange in periodic 

solids is highly more computationally expensive compared to the LDA and 

GGA functionals [75]. However, hybrid functionals still show shortcomings: 

because they contain only a fraction of exact exchange, they are not self-

interaction-free nor do they generally possess the correct derivative 

discontinuity. 

4. Functionals combining exact exchange and compatible correlation 

This class of functionals includes the most recent and advanced approaches 

that try to use at the same time the exact exchange and a correlation that 

accounts for both short range and long range contributions. 

 The first subclass, called hyper generalized gradient approximation 

(HGGA) [123] or local hybrid functionals [124], is based on the idea of 

combining exact exchange with an existing semilocal functional that models 

dynamical correlation and an exchange-like functional that models static 

correlation. The latter is the only unknown element but its development is far 

from easy.   

A completely different approach concerns the perturbative scheme that 

expands the exchange-correlation energy in a Rayleigh-Schrödinger-like 

perturbation series, with the electron-electron interaction acting as the 

perturbation. The first DFT-based perturbation theory approach was developed 

by Görling and Levy [125,126,127]. All the pertubative approaches make use 

of not only the occupied KS orbitals but also the unoccupied ones. They can 

achieve systematic convergence to the exact result but at the price of a very 

high computational cost. 

A last subclass reported of functionals is the random-phase approximation 

(RPA) based on an exact representation of the exchange-correlation energy in 

the form of the adiabatic-connection fluctuation-dissipation theorem 

[128,129]. This approach can describe Van der Waals interactions and 

generally reproduces long-range correlation well [130]. However, it misses 

important short-range correlation effects and therefore it is regarded as the 

complement of semilocal correlation functionals which mainly represent short-

range correlation.   

 

A group of functionals that cannot be categorized into one of the classes 

presented above includes the DFT+U functionals, first introduced by 
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Anisimov and co-workers in order to improve the theoretical description of 

strongly correlated systems [131,132]. The approach is based on the idea of 

selecting a small number of localized orbitals and treating the correlation 

associated to them in a special way. In particular, an additional (U−J) 

parameter is added to the total DFT energy functional to mimic an effective 

onsite Coulomb (U) and exchange (J) between electrons with the same orbital 

angular momentum. The main advantage of DFT+U is the modest additional 

computational cost respect to hybrid functionals that are much more 

demanding because of the evaluation of nonlocal Fock exchange in a periodic 

solid. The (U−J) term is an empirical parameter and the value has to be 

determined investigating its dependency on the variable of interest. However, 

a more rigorous approach is to determine (U−J) from first principles, i.e. via 

constrained DFT [133] where the electron occupation on a particular site is 

held fixed. The main drawbacks are that (U−J) is derived from an unphysically 

constrained situation, and the underlying DFT calculations still suffer from 

approximate exchange-correlation problems. 

 

In conclusion of this overview we stressed that generally each functional 

considered here belongs to a gradually higher step of Jacob‟s ladder resulting 

in an improved accuracy (see Fig. 2.1). However, the possible benefits of these 

approaches come at a heavy price sacrificing an essential part of what made 

DFT attractive in the first place, namely, modest computational cost gained 

through insightful modelling of physical quantities (i.e. LDA and GGA). 

Furthermore, no functional is able to correctly describe all the properties of the 

system under consideration. There is no universal recipe in the choice of the 

functional. It will depend on the system, on the properties analyzed, and on the 

compromise between accuracy and computational costs. In Section 2.1.5 we 

will focus on the key properties considered in this study, emphasizing the 

critical and problematic issues of DFT functionals and explaining the choices 

made. 

 

2.1.4 Computational Packages 

In this Section we briefly report some basic details on the two main 

computational packages used in this work, the CRYSTAL code and the 

GAUSSIAN code.  
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2.1.4.1 CRYSTAL Code 

The CRYSTAL code is the main package used in the present studies 

[69,70,71]. This software was conceived more than thirty years ago [134,135] 

as an extension to periodic systems of powerful ab-initio molecular codes 

[136,137,138] and it was developed by means of the main contribution of the 

researchers of the Theoretical Chemistry Group in Torino (Italy) and of the 

Computational Materials Science Group in Daresbury (UK). The exchange-

correlation functionals implemented in the code to solve the periodic HF and 

KS equations are reported in Table 2.1. 

 
Table 2.1. Exchange-Correlation Functionals available in the CRYSTAL code. 

Type Name Exchange Correlation 

LDA SVWN Slater [139] VWN [140] 

 SPWLSD Slater [139] PWLSD [141] 

 SPZ Slater [139] PZ [92] 

GGA PBE PBE [88] PBE [88] 

 PW91 PW91 [87] PW91 [87] 

 PBEsol PBEsol [142] PBEsol [142] 

 SOGGA SOGGA [143] PBE [88] 

 WC WC [144] PBE [88] 

Hybrid B3LYP B/HF [59] LYP [60] 

 PBE0 PBE/HF [88] PBE [88] 

 B1WC WC/HF [144] PW91 [87] 

 

Unlike other common solid state ab-initio codes, e.g. VASP [145], 

CASTEP [146], ABINIT [147] and CPMD [148] which employ either plane 

waves (PW) as basis set in combination with atomic pseudo-potentials to 

screen the core electrons or projected-augmented waves, CRYSTAL performs 

all-electron calculations adopting a linear combination of atom-centred 

Gaussian-type orbitals (GTO). The crystalline orbitals, ψi(r;k) (CO), are 

treated as linear combinations of Bloch functions, ϕμ(r;k) (BF): 

 

(2.21) 

 

and the Bloch functions are defined in terms of local functions, indicated as 

atomic orbitals (AO), that are expressed as linear combination of a certain 

number of GTOs usually used in standard molecular quantum chemistry 
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codes. Each atom A is therefore represented by pA GTOs, each resulting from a 

“contraction” of MiA Gaussian primitives of angular momentum components 

l,m centred in RA: 

 

(2.22) 

 

where rA = r – RA, X
l,m

 are real solid harmonics, N
l,m

 normalization coefficients 

and ciA,j and αiA,j are known as coefficients and exponents of GTOs, 

respectively.  

The choice of using GTO functions has some advantages and drawbacks. 

The main advantage is the possibility of exploiting the experience gained in 

the preparation of these sets from molecular quantum chemistry and the 

extremely efficient algorithms available for performing one- and two-electron 

GTO-integrals. A limited number of functions is required for a good 

description of the COs and not only 3-dimensional crystals, but also structures 

periodic in 2- (slabs), 1- (polymers) and 0- (molecules) dimensions are treated 

with the same approach without any need of artificial replication of the 

subunits and avoiding spurious effects due to artificial replicated images. From 

a technical perspective, moreover, exact HF exchange as well as hybrid 

functionals are standard in GTO-based solid state computer codes such as 

CRYSTAL, whereas, in contrast, their implementation in codes using PW is 

still limited and problematic because of the delocalized nature of PW basis 

sets. The most serious drawback is the incompleteness of the basis set. In 

contrast with the PW sets that, in principle, are complete and whose quality is 

determined by a single parameter (the energy cutoff), there is no 

mathematically exact procedure to achieve convergence with respect to the 

basis set using AO functions. In fact, the simple addition of more AOs may 

eventually result in pseudo-overcompleteness (i.e., linear dependencies among 

basis functions). Moreover, since AO functions depend upon which atoms are 

present and their relative positions, they suffer from incomplete basis set errors 

on forces (also known as Pulay forces [149]) and from basis set superposition 

errors on energy (BSSE, see Sec. 2.1.5.5).  

Among the main features of the CRYSTAL code, we cite the most 

exploited ones in this work: 

 Full geometry optimization through the use of analytic gradients of the 

energy with respect to both lattice parameters and atomic positions [150,151, 

152]. It is also possible to perform volume constrained geometry optimization. 
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In all cases, the symmetry of the system is fully exploited with substantial time 

savings. 

 Calculation of vibrational frequencies at k = 0 (Γ) [153] and the 

corresponding infrared intensities [154], in the harmonic approximation; 

anharmonic correction for the stretching mode of X-H bonds [155] (see Sec. 

2.1.5.4). 

 Fermi contact and dipolar hyperfine coupling constants evaluation (see 

Sec. 2.1.5.3). It should be noticed that however no relativistic corrections for 

core electrons are yet implemented in CRYSTAL (see EPR parameters for Cu-

doped ZnO in Sec. 4.3.2). 

In the most recent version [69,70], the CRYSTAL code is connected to 

CRYSCOR, a post-HF code which allows the calculation of the correction to 

the energy and to the density matrix of the crystalline system at the local MP2 

level, the lowest order of perturbation theory [156]. 

In the following we report some computational details used for all the 

calculations presented in this work using the CRYSTAL code. 

 

Computational Details. Cut-off limits in the evaluation of Coulomb and 

exchange series appearing in the Self Consistent Field (SCF) equation for 

periodic systems were set to 10
-7

 for Coulomb overlap tolerance, 10
-7

 for 

Coulomb penetration tolerance, 10
-7

 for exchange overlap tolerance, 10
-7

 for 

exchange pseudo-overlap in the direct space, and 10
-14

 for exchange pseudo-

overlap in the reciprocal space [70]. The condition for the SCF convergence 

was set to 10
-6

 a.u. on the total energy difference between two subsequent 

cycles.  

The gradients with respect to atomic coordinates and lattice parameters are 

evaluated analytically. The equilibrium structure is determined by using a 

quasi-Newton algorithm with a Broyden-Fletcher-Goldfarb-Shanno (BFGS) 

Hessian updating scheme [157]. Convergence in the geometry optimization 

process is tested on the root-mean-square (rms) and the absolute value of the 

largest component of both the gradients and nuclear displacements. For all 

atoms, the thresholds for the maximum and the rms forces have been set to 

0.000450 and 0.000300 a.u., and those for the maximum and the rms atomic 

displacements to 0.001800 and 0.001200 a.u., respectively.  
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2.1.4.2 GAUSSIAN Code 

The GAUSSIAN code [158] is based on Gaussian basis sets and is the most 

widely used program for isolated molecules, and it provides a cluster approach 

to model solids. Its main advantages are the high flexibility in the choice of 

basis sets, effective core potentials, density functionals, and the availability of 

excellent geometry optimizers and initial guesses for the self-consistent-field 

iterations. Moreover, it supports analytic Hessians [159] for all functionals, 

even meta and hybrid meta functionals.  

In the present work GAUSSIAN code has been used to model nitrogen 

point defects in bulk MgO (see Chapters 8 and 9) in the framework of the 

cluster approach. A cluster is a representative portion of a given material, 

made of a limited number of atoms, that is cut out from the ideal infinite 

crystal. The system is treated as a sort of “molecule” and even though this 

procedure appears less rigorous than the periodic approach, it is justified by 

the localized nature of the defect under investigation, described in infinite 

dilution condition that is precluded to the periodic approach. However, cutting 

out the cluster from the extended solid results in a number of non-physical 

effects. In the case of an ionic oxide, e.g. MgO, the main problem is the 

description of the long-range electrostatic potential (the Madelung potential). 

The latter is usually reproduced by means of a finite array of point charges 

(PCs) located in lattice positions, whose values are the nominal charges of the 

ions. However, this approach is affected by two main drawbacks. From one 

side the anions at the edge of the quantum-mechanical cluster experience a 

non-physical polarization due to presence of nearby positive point charges and 

on the other side no long-range polarization induced by the defect or 

adsorbate, especially if charged or polarized, is taken into account. The first 

drawback can be overcome by replacing positive point charges at the interface 

with quantum-mechanical cluster with effective core potentials (ECPs), which 

simulate the exchange repulsion, preventing non-physical polarization [160]. 

On the other side, an approximate way to describe the long-range polarization 

induced by the defect is based on the shell model [161], a classical model of a 

polarizable ion consisting in two point charges, a positive one for the core and 

a negative one for the shell, coupled by a harmonic potential. The 

displacement of the shell relative to the core simulates the polarization of a 

classical ion in an electric field. P. V. Sushko and A. L. Shluger [162] 

implemented the shell model in the GUESS code interfaced with the 

GAUSSIAN code.  
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2.1.5 Computationally Investigated Material Properties 

The theoretical results presented in this work concern the study of bulk and 

surface properties of metal oxides. In particular the study is structured in two 

main areas of research: doping and surface reactivity. Doping by point defects 

or higher dopant concentration has been analyzed in terms of effects on the 

electronic (i.e. band-gap shift and transition energy levels, see Sec. 2.1.5.1) 

and magnetic properties (i.e. magnetic interaction and EPR parameters, see 

Sec. 2.1.5.3). The relative stability of the various defects has been compared 

on the basis of their formation energy (see Sec. 2.1.5.2) at different 

experimental conditions (i.e. oxygen chemical potential) and system 

conductivity (i.e. Fermi level values). The surface reactivity has been studied 

in terms of vibrational frequencies (see Sec. 2.1.5.4) and molecules binding 

energy (see Sec. 2.1.5.5). Most of the properties reported has been compared 

to experiments. In the present section a general overview of some of these 

properties is provided focusing on the problems that motivated our 

computational choices.  

 

2.1.5.1 Electronic Properties 

Band Gap. One of the most important properties defining the electronic 

structure of a system is the band gap. Usually it is distinguished in 

fundamental and optical gap. The fundamental gap corresponds to the 

difference between the first ionization potential IP and the first electron affinity 

EA and it can be measured, for example, by photoemission spectroscopy. The 

optical gap is defined as the difference between the energies of the lowest 

excited many-particle state and the ground state, and it can be evaluated, for 

example, by determining the optical absorption spectrum. So far we focused 

on time-independent, static DFT, that is inherently a ground state theory and, 

in principle, cannot make predictions about excited states. However, especially 

for a solid with periodic boundary conditions, it is common practice to 

approximate the fundamental gap to the Kohn-Sham gap in a ground-state 

theoretical framework. In fact, for a N-electron system IP and EA are related to 

the N-th and (N+1)-th Kohn-Sham eigenvalues via Eq. (2.23) [163]: 

 

(2.23) 
)(e)(

)(e)(

1N

N










NNE

NNI

A

P



2.1 Computational Methods 32 
 

32 

 

 

where δ is the infinitesimal decrement/increment of the integer particle 

number N. In other words, IP can be equated with the highest occupied Kohn-

Sham eigenvalue eN (N–δ) for a system approaching the integer particle 

number from below, whereas EA can be equated with the lowest infinitesimally 

occupied eigenvalue eN+1 (N+δ) for a system approaching the integer particle 

number from above. The latter value differs from that obtained for the lowest 

unoccupied eigenvalue eN+1 (N–δ) of a system approaching the integer particle 

number from below by exactly the derivative discontinuity in Exc, Δxc (see Sec. 

2.1.3). A standard Kohn-Sham calculation is known to be equivalent to 

approaching the integer particle number from below [164], therefore the 

fundamental gap can be evaluated by Eq. (2.24): 

 

(2.24) 

 

Since LDA and GGA do not possess a derivative discontinuity, they yield a 

Kohn-Sham gap that underestimates the fundamental one, often considerably 

[165]. Hybrid functionals partially overcome this limitation because they use 

orbital-specific potentials and therefore, the above derivative discontinuity 

argument does not directly apply. However the performance of hybrid 

functionals with respect to the fundamental gap often strongly depends on the 

type of hybrid functional used. For example, the PBE0 tends to overestimate 

band gaps for semiconductors and underestimate them for insulators, the HSE 

works significantly better for small- and medium-gap solids but it still 

underestimates the gap of large-gap insulators [122]. Finally, even if 

fundamental gaps are not part of the training set of the B3LYP functional, its 

predicted band gap energies are within 10% at most of experimental values for 

a wide range of solids [166]. 

The optical gap, defined as the excitation of one electron in the presence of 

the other N−1 electrons, is an excite-state property and should be correctly 

described in the framework of time-dependent DFT (TD-DFT). However, 

since the optical gap is smaller than the fundamental one by the exciton 

binding energy [167] and in many solids this difference is within 0.1 eV, in 

ground-state DFT it is common practice to estimate the optical gap in first 

approximation using hybrid functionals. The optical gap, Eg, has been 

therefore calculated within the one-particle picture as difference of the highest 

occupied Kohn-Sham eigenvalue eN (N) and the lowest unoccupied Kohn-

Sham eigenvalue eN+1 (N). A thorough investigation of dispersion of the 
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energy of band edges in the k-space must be provided in order to identify the 

correct minimum gap. The degree of quantitative agreement with experimental 

values depends strongly on both the hybrid functionals used and the chemical 

nature of the systems studied. For the three oxides considered in this work 

(ZnO, ZrO2, MgO) the experimental band gaps are well reproduced by the 

hybrid B3LYP and this evidence justifies the choice of this functional as a 

reliable tool to gain insight into the details of the electronic structure of the 

doped systems. 

 

Transition Energy Levels. Point defects and impurities affect significantly 

the electronic properties of semiconductor materials. They are classified as 

deep or shallow depending on they introduce levels within the band gap or 

near the band edges, respectively. These levels involve transitions between 

different charge states of the centre and to compare electronic structure 

calculations with their experimental detection one should go beyond the 

single-particle Kohn–Sham eigenvalues approach. A better approximation of 

electronic transitions involving charge state variations of defects or impurities 

can be achieved by means of transition energy levels computation [66,67,68]. 

The relative stability of the various charge states is determined by the 

formation energy: 

 

  (2.25) 

 

where D is the defect; q is the dimensionless charge state of the defect (e.g. 

+2,+1,0,–1,–2), ED,q and EH are the total energies of the host+defect and the 

host-only supercells, respectively, Ev is the bulk valence band maximum, EF is 

the Fermi level referenced to the bulk valence band maximum, ni is the 

number of added (ni > 0) or removed (ni < 0) atoms to create the defect, and i 

is the chemical potential of the defect species. It is noteworthy to point that the 

formation energy in Eq. (2.25) is computed as a total electronic DFT energies 

difference neglecting all entropy and volume effects. This assumption has 

been corroborated by the evidence that vibrational contributions to the entropy 

cancel to a large extent and that the influence of volume changes are even 

smaller [168].  

The value of the Fermi level where charge states q and q are equal in 

formation energy defines the transition level (q/q),   
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    (2.26) 

   

From Eq. (2.25) it follows that: 

 

  (2.27) 

 

thus: 

 

        (2.28) 

 

We can distinguish two cases: i) one negative charge (electron, e
-
) is added to 

the system or ii) a positive charge (hole, h
+
) is added to the system. Here q 

corresponds always to a defect with one electron more, (q + 1e
-
): for example 

this corresponds to a transition from a neutral A
0
 to a negatively charged 

defect A
‒
, (0/–1), or from a positively charged defect A

+
 to the neutral variant 

A
0
, (+1/0), or vice versa. Double charge transitions can be derived from 

single charge transitions [for example (+2/0) from (+1/0) and (+2/+1)] 

given that the slope of the formation energy curves, as a function of the Fermi 

level, is known to be equal to q (see Eq. (2.25)). 

In the expression of (q/q) in Eq. (2.28) the difference in total energy 

between the charge state q and the charge state q is present. This term cannot 

be easily computed with the present computational setup. In fact, the total 

energies of charged systems have no physical meaning in the CRYSTAL code 

[69,70] because of the interaction with the balancing background of charge. 

This interaction cannot be evaluated in a straightforward way, therefore one 

must find a way to circumvent the problem. A previously reported B3LYP 

study [169] on ZnO defects estimated differences in total energy by 

differences in single-particle energy eigenvalues. This, however, is a very 

crude approximation. Here we use the theorem by Janak [72] stating that: 

 

          (2.29) 

 

where eh+1 (N) is the Kohn–Sham eigenvalue of the lowest unoccupied state 

for the q charge state defect [h+1 = Highest Occupied Molecular Orbital 

(HOMO)+1 or Lowest Unoccupied Molecular Orbital (LUMO)] and n is the 

portion of electron added. Instead of calculating the eigenvalues for all values 

of n between 0 and 1, Eq. (2.29) is simplified according to the mean value 
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theorem for integrals to 

 

  (2.30) 

 

Thus, the total energy differences associated to vertical transitions are 

evaluated from the shift of the Kohn–Sham eigenvalues following the charge 

addition. This approximation was found to give accurate results for hybrid 

functionals [170,171].
 
Note that eh+1 (N+1) is the Kohn-Sham eigenvalue of 

the highest occupied state (HOMO) for the q charge state defect. The zero 

energy reference is set at the top of the valence band, Ev = 0. In the case of 

spin-polarized calculations the relevant spin-orbital eigenvalue is considered 

[e.g. for neutral doublet states as for Hi or Ns, we considered the alpha 

component for (+1/0) transition and the beta component for (0/–1) transition, 

respectively (see Secs. 3.3.1 and 5.4.3)].  

With the approach just described optical transition levels, opt
(q/q), have 

been computed at fixed atomic positions (vertical transitions). Thermodynamic 

transition levels are derived from optical transition levels according to the 

following equation [66,172]:   

 

    (2.31) 

 

where Erel is the relaxation energy in absolute value, as computed from total 

energy difference between the charged state (e.g., +1 or –1) in its relaxed 

configuration and in the neutral relaxed configuration (Franck-Condon shift) 

[173].  

Thermodynamic transition levels have been also computed by extending the 

Janak‟s theorem to charged states in their relaxed geometry (adiabatic 

transitions). The agreement with the approach at Eq. (2.31) is very good 

(within 0.05 eV) except when the lattice relaxation is large [for example in the 

case of the doubly charged oxygen vacancy in ZnO (see Sec. 3.3.3)]. 

The computed optical and thermodynamic transition levels are then inserted 

in the band gap of the material with reference to the top of the valence band Ev 

(see Fig. 2.2). The accuracy of this procedure is related to the fact that the 

experimental band gap value is excellently reproduced by the hybrid 

functional used (e.g., for ZnO: 3.44 eV [174] experiment vs 3.38 eV theory).  
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Figure 2.2. Schematic representation of electronic transitions in doped or defective 

semiconductors and of the spectroscopic techniques which can measure these transitions. The 

 arrows indicate an electron excitation, the  arrows indicate an electron decay. ε
therm 

and ε
opt

 

are defined with respect to the VB maximum for (0/–1) and (+1/0) charge state transitions. For 

the meaning of Erel and PL2 transitions see Fig. 2.3. Erel corresponds to ε
therm 

– ε
opt

 in absolute 

value.  

 

The real meaning of transition levels is made explicit by considering the 

experimental spectroscopic techniques producing a comparable observable. 

Figure 2.2 summarizes how the transition levels can be related to experimental 

data for (q/q) = (0/–1) and (+1/0) cases. The charge transition experienced by 

the defect during the experiment can be either q → q or q → q. For example, 

thermodynamic transition levels can be evaluated in deep-level transient 

spectroscopy (DLTS) experiments, in the case of deep centres, or as thermal 

ionization energy, e.g. estimated by means of high-resolution electron energy 

loss spectroscopy (HREELS) in the case of shallow defects (see Cu-doped 

ZnO in Sec. 4.3.1).  

On the contrary, the optical levels are vertical transitions according to the 

Frank–Condon principle and can be observed with optical excitation or 

photoluminescence (PL) spectroscopies. PL1 type emissions (see Figs. 2.2 and 

2.3) are associated to the vertical decay of one electron (a) from the 

conduction band (CB) into the neutral defect state, A
0
 + e


CB  A


 (0/–1) 

transition, or (b) from the defect state to the valence band (VB), A
0
  A

+
 + 

e


VB (+1/0) transition, always in the minimum energy configuration of A
0
.  
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Figure 2.3. Schematic representation of photoluminescence processes and of the 

corresponding transition levels, see also Fig. 2.2. (a) PL1 transition for the (0/–1) case; (b) PL1 

transition for the (+1/0) case; (c) PL2 transition for the (0/–1) case (note that the transition is 

smaller than ε
therm

, as reported in Fig. 2.2, by Erel); (d) PL2 transition for the (+1/0) case (note 

that the transition is smaller than Eg–ε
therm

, as reported in Fig. 2.2, by Erel). Erel is the energy 

gain associated to the relaxation in the neutral A
0
 configuration; Eg is the energy gap. 

 

Photoluminescence can also occur as the consequence of a more complex 

path. An electron can be excited in the CB, then can decay non-radiatively into 

a defect state with formation of the A

 centre. PL2 corresponds to the decay of 

one electron from the minimum configuration of the negatively charged defect 

to the valence band, A

  A

0
 + e


VB (0/–1) transition. PL2 can also correspond 

to the vertical decay of one CB electron into the positively charged defect, A
+
 

+ e


CB  A
0
 (+1/0) transition, in the minimum energy configuration of A

+
 (see 

Fig. 2.3). In particular, we want to note that in the case of the (0/–1) transition, 

PL2 is the emission resulting from the recombination of the excited electron, 

temporarily trapped at the defect (A
–
), with a hole in the valence band. If the 

decay process A

  A

0
 + e


VB is very fast, there is no time for A


 to relax into 

its minimum, the emission takes place in the A
0
 minimum atomic 

configuration, and PL2 corresponds to opt
, see Fig. 2.3. For longer residence 

times of the electron at the A

 defect and for higher temperatures, the defect 

has the time to relax in its minimum energy configuration. In this case the 
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emission PL2 corresponds to therm 
– Erel, as shown in Fig. 2.3. Thus, the PL2 

emission from A

 can be in the energy window therm

 – Erel < PL2 < opt
, which 

accounts for the commonly observed large width of the emission peak. 

Of course, the spectroscopic observation of the transitions indicated in Fig. 

2.2 is purely hypothetical. Most probably only some of these transitions will 

be effectively registered. 

Some further corrections have been made to the formation energy of the 

defect centres:  

1) The potential alignment correction [67], which allows to compare bulk and 

defect calculations, was obtained by aligning, for example, the Zn 1s core 

level states for ZnO (Zr 1s core level states for ZrO2) in the supercell 

containing a given defect with those of the bulk. 

2) Errors due to spurious electrostatic interactions in the finite-sized cells were 

corrected using the scheme proposed by Leslie and Gillan [175] and by Makov 

and Payne [176], valid for localized defects in the gap and not for shallow 

donors for the reasons described by Oba et al. [177],
 
using the multipole 

correction, 

 

                                     (2.32) 

 

where M is the supercell lattice-dependent Madelung constant,  is the static 

dielectric constant of the host (e.g., for ZnO experimental value = 8.15 [178], 

for t–ZrO2 experimental value = 39.8 [179]), L is the average distance between 

two charged defects, and f is a proportionality factor accounting for the L
-3

 

term (–0.35 evaluated by Lany and Zunger [67]); M/L has been determined as 

the electrostatic potential created by a charge at the defect position in the 

supercell model, in a balancing background of charge, repeated with the 

periodic boundary conditions. 

3) No band-filling and band hybridization correction for shallow donors 

[67,68] were made for the following reasons: (i) the B3LYP band gap value is 

consistent with experiment, therefore the position of CB minimum is expected 

to be correct; (ii) the present approach is not based on total energies but on 

single-particle eigenvalues at  point, and therefore there is no spurious band 

dispersion. Of course, this is valid under the assumption that  eigenvalue 

corresponds to the infinitely diluted limit.  
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2.1.5.2 Thermodynamics 

A reliable and thorough description of the energetics of point defects is a 

paramount requirement of computational science to provide a valuable 

comparison with experiments and to predict new materials and properties. A 

constrained equilibrium with the gas phase reactants is a common assumption 

that constitutes the basis for an “ab-initio, atomistic thermodynamics” 

approach [180,181]. Formation energies Eform-D,q (see Eq. (2.25)) are computed 

in order to identify the lowest-energy atomic structure for a given condition of 

thermodynamic reservoirs, i.e. for certain chemical potentials μi of the 

surrounding gas phase. The chemical potentials depend on the experimental 

growth conditions and in principle they can be varied without bounds. 

However, since they are subjected to the equilibrium condition with bulk metal 

oxide MeO, they are constrained to precise range of values. The upper bounds 

for μO and μMe are half molecular oxygen total energy, tot

O
E

22

1
, and the bulk 

metal total energy, bulk

Me
E , at which the condensation of oxygen atoms and the 

metal precipitation start, respectively. In addition if we consider the following 

equation 

 

(2.33) 

 

where tot

MeO
E is the total energy of the bulk MeO unit, only one of the two 

chemical potentials is independent and in addition to Eq (2.33) we introduce 

lower bounds for the chemical potentials. The upper limit of μO will 

correspond to a lower limit of μMe (oxygen-rich/metal-poor conditions) and 

vice versa (oxygen-poor/metal-rich conditions): 

 

(2.34) 

 

The total energy of MeO, tot

MeO
E , can also be expressed in terms of the 

formation energy: 

 

(2.35) 

 

If we use the upper bounds as zero point of energy and relate the oxygen 

chemical potential to the total energy of the isolated O2 molecule, we obtain 
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(2.36) 

 

and the allowed range for μO is given by 

 

(2.37) 

 

However, this approximation is correct only in the assumption that other 

equilibria which involve the system are not established. In the case, for 

example, we want to investigate the doping with a metal Me, we have to 

consider also the possibility of precipitation of the metal Me and the 

formation of other oxides (e.g., MeO, Me2O) at varying oxygen concentration 

(see results for Cu-doped ZnO in Sec. 4.3.6). Therefore, in addition to Eq. 

(2.37), we have to consider the following system of disequations, 

 

 

(2.38) 

 

 

and solving them, we obtain the values for μMe  in different ranges of μO 

(see results for Cu-doped ZnO in Sec. 4.3.6).  

The total energies in Eq. (2.25) and provided by DFT calculations are 

however referred to a zero-temperature and zero-pressure state and in order to 

bridge the pressure gap [182] with the experimental conditions, we consider 

the chemical potentials μi of the gas molecules involved in the doping 

mechanism as a function of temperature and pressure. In an ideal-gas-phase 

reservoir [168], the oxygen chemical potential is defined as 

 

(2.39) 

   

where the standard oxygen chemical potential ),( pT
O

 is easily obtained 

from enthalpy and entropy changes taken from thermochemical tables at p° = 

1 atm [183]. This formalism enables one to compare the relative stabilities of 

impurities as a function of the gas-reservoir chemical potential and to 

construct a (T,p) diagram of stability regions of different defect species.  

Besides the analysis of formation energy in terms of chemical potentials, it 

is also possible to analyze the relative stability in terms of the Fermi level EF 

of the system. The Fermi level can be considered as the electron chemical 
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potential and can be varied from the top of the valence band to the bottom of 

the conduction band. Only the portion of the curves relative to the most stable 

charge state at a certain Fermi level will be considered. The slope of the curve 

identifies the charge state: positive slope corresponds to q = +1, no slope q = 0, 

and negative slope q = –1. The equilibrium concentration of defect D in charge 

state q is provided by the Boltzmann factor exp(−Eform-D,q/kBT).  

In conclusion, ab initio atomistic thermodynamics provides a connection 

between the microscopic and macroscopic regimes and allows one to predict 

the preferred structure of a material as a function of environmental conditions 

and the regions of enhanced catalytic activity. The most severe limitations 

come from the fact that only a limited number of structures can be considered 

and therefore a careful structural sampling is strictly required.  

 

2.1.5.3 Magnetic Properties 

Ferromagnetism. The theoretical description of magnetic systems based on 

DFT requires methods which go beyond the standard LDA or GGA 

approximations and must include some treatment of the self-interaction 

problem
 

(see Sec. 2.1.3).
 

This problem is very severe in the case of 

ferromagnetism in insulators or semiconductors induced by doping. In fact, 

there are basically two routes for the appearance of ferromagnetism in these 

systems. In the first case, an atom of lower valency (e.g. N) replaces an anion 

(i.e. O) in the compound, thus reducing the number of sp electrons in the 

valence band. This may result in a shift of EF to higher energies so that EF 

crosses the minority spin band, with the appearance of metallic character for 

one spin subsystem (the minority spin), while a forbidden band (band gap) is 

still present for the opposite spin subsystem (the majority spin) [184]. This is 

the physical picture that emerges when high dopant concentrations are 

considered; DFT calculations without inclusion of the self-interaction 

correction strongly favour this physical picture [45,184,185,186]. The second 

physical mechanism is that the impurity atom is basically isolated and 

introduces localized spin-polarized states above the top of the valence band. In 

this case is the short-range exchange interaction that can produce a 

ferromagnetic ordering. Not surprisingly, DFT studies performed by correcting 

for the self-interaction favour this second kind of situation, but then room-

temperature ferromagnetism is more difficult to establish [187,188]. It is only 

for relatively high defect concentrations that the localized states form an 
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extended band, and one converges to a magnetic half-metal. Some of the 

theoretical studies on induced magnetism in nonmagnetic oxides have 

considered large concentrations of defect centres, up to 25% [184,189]. Not all 

experimental approaches may be able to incorporate such a large amount of 

cation vacancies or of non-metal impurities without changing the structure or 

giving rise to phase segregation. On the other hand, in order to achieve a 

ferromagnetic ordering, the distance between the various magnetic centres 

cannot exceed a given value that has been estimated in approximately four 

nearest neighbours [45]. This implies a minimum concentration of about 5% 

of defects to establish magnetic percolation on a fcc lattice [45].  

However, these theoretical predictions largely depend on the level of theory 

used. In this respect, one of the most efficient ways to include the self-

interaction correction is to use hybrid functionals where a portion of exact 

Hartree‒Fock exchange is mixed in with the DFT exchange. This is the 

method adopted here. In this work, in particular, magnetic interactions have 

been considered by evaluating the total energy differences of ferromagnetic 

(FM) and antiferromagnetic (AFM) states for diluted defect concentration (E 

= E
AFM

–E
FM

). Different geometrical configurations and distances between 

magnetic defects have been investigated (see Cu-doped ZnO, Sec. 4.3.4).  

 

EPR Parameters. Electron Paramagnetic Resonance (EPR) spectroscopy is 

one of the most powerful tool for investigating paramagnetic species. It is 

based on the interaction of electromagnetic radiation with magnetic momenta 

arising from electrons. Two main interactions involve the unpaired electron 

and determine the features of the experimental spectra: (a) the hyperfine 

interaction and (b) the spin-orbit coupling. The former is the magnetic 

interaction of the electron with nuclei of nonzero nuclear spin which 

determines the multiline structure of the spectrum (hyperfine structure). The 

spin-orbit coupling is defined as the interaction of the electron spin S with the 

electron orbital angular momentum L, and it causes the dependence of the 

resonance on the orientation of the radical in the external magnetic field.  

EPR spectroscopy is intimately related to quantum chemistry, since it 

provides an experimental means to measure the wave function of the unpaired 

electron(s). Moreover it is sensitive to very small amounts of paramagnetic 

centres and this makes it preferred respect to less sensitive techniques such as 

X-ray photoemission spectroscopy (XPS) . For a complete characterization of 

the defect, however, a comparison with computed spin properties and 
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parameters such as the hyperfine coupling constants is necessary. In this 

context for the calculation of the EPR parameters the use of a hybrid 

functional is recommended by the fact that recent work has shown the 

tendency of standard DFT approaches (LDA and GGA) to delocalize electrons 

and holes resulting, sometimes, in an incorrect description of paramagnetic 

centres [61,190]. This problem, due to the self-interaction in standard DFT, is 

partly removed by the use of hybrid functionals where the exact Hartree-Fock 

(HF) exchange is mixed in with the DFT exchange (see Sec. 2.1.3). In the 

following, the computational approach to calculate EPR parameters is briefly 

reported.  

The hyperfine interactions of the unpaired electron spin S with the nonzero 

nuclear spin I have been calculated by the evaluation of the hyperfine matrix A 

in the hyperfine spin-Hamiltonian, IASH
hfc

  [191]. The components of A 

can be represented as 

 

 

(2.40) 

 

 

where U is the unit matrix. The isotropic part, aiso, of each coupling 

constant is related to the spin density at the nucleus (the Fermi contact term) 

while the Tn elements constitute the dipolar part of the hyperfine matrix A. 

For nuclear spins I > ½, most notably 
14

N and 
2
H, the nuclear transitions are 

also affected by the quadrupole interaction, which is the interaction between 

the quadrupole moment of the nucleus and the electric field gradient at that 

nucleus caused by all electrons. Analysis of the nuclear quadrupole coupling 

constants gives local information of the electric field gradient near the nuclear 

spin. The quadrupolar parameters for the paramagnetic species, e.g. nitrogen 

N, (see Sec. 5.3.2.3) have been calculated from the computed electric field 

gradient (EFG): the nuclear quadrupole coupling constant 
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from Ref. [192] in units of barns: 0.02044). 

The description of g values in terms of electronic structure parameters 

requires to account for various magnetic contributions and to work with 

sufficiently accurate eigenfunctions. Spin-orbit interaction can be either 

accounted for self-consistently or treated as a perturbation. In the latter case, 

the gij elements of the g tensor can be expressed in terms of deviation from the 

free electron ge value according to Eq. (2.41), 

 

(2.41) 

 

where δij is the Kronecker delta (δ = 0 for i  j and δ = 1 for i = j), Li and Lj are 

the components of the orbital angular momentum operator, 0 represents the 

ground state and n the different excited states and E0 and En are the energies of 

the ground state and the excited states, respectively [191]. Here we use the 

scheme proposed by Neese [193] and implemented in the code GAUSSIAN03 

[158] where the g tensor is evaluated as a mixed second derivative property 

with respect to the applied field and the electron magnetic moment. 

 

2.1.5.4 Vibrational frequencies       

Vibrational frequencies, referred to the  point and within harmonic 

approximation, were calculated on the optimized geometry by diagonalising 

the mass-weighed Hessian matrix Wij 

 

(2.42) 

 

where OG

ij
H  is the Hessian matrix of second derivatives of the electron-nuclear 

repulsion energy E evaluated at equilibrium, with respect to the displacement 

coordinates ui and uj of atom A in cell 0 and of atom B in cell G, respectively: 

 

(2.43) 

 

The Hessian matrix is obtained by numerical differentiation of analytical first 

derivatives 
jj

uEv  /  using a difference quotient or “two point” formula 

[70,153]: 
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(2.44) 

 

with a step ui = 0.001Å. 

The computed frequencies were analysed through the J-ICE program [194] 

and scaled for the factors obtained by the ratio between the experimental and 

the theoretical values for the molecule considered (see Sec. 6.4).  

Vibrational normal modes that involve H atoms, and in particular X–H 

stretching modes, can be largely affected by anharmonicity. The procedure 

adopted in this work to compute the anharmonicity of X–H stretching modes, 

reported and validated in several previous works [155,195,196], assumes that 

the X–H distance is treated as a pure normal coordinate decoupled with respect 

to all other modes. While this assumption is fully justified for an isolated OH 

vibration, e.g. in brucite [195], silica or zeolite [155], this is not allowed for 

molecules as NH3, CH4 or H2O with all the stretching modes coupled. For this 

reason NHx modes in Sec. 6.4 are scaled in respect to the free NH3 molecule 

while the stretching mode of the surface hydroxyl group OH coming from the 

partial dissociation of adsorbates is calculated including anharmonic 

contributions. A sixth order polynomial fit is used to interpolate the total 

energy values for a set of OH values around the equilibrium (–0.2/+0.3 Å). 

The one-dimensional nuclear Schrödinger equation is solved using the 

program ANHARM developed by P. Ugliengo [197] and provides the three 

lowest eigenvalues E0, E1 and E2 that are then used to compute the 

fundamental anharmonic frequency ω01 = E1 – E0, the first overtone ω02 = E2 – 

E0 and anharmonic constant ωexe = (2ω01 – ω02)/2. 

 

2.1.5.5 Binding Energies 

The binding energy, is defined as the total (electronic) energy difference, 

per unit cell and per adsorbate molecule, between surface+adsorbate (SA) and 

the clean surface (S) and free molecule (A): 

 

(2.45) 

 

where the subscripts indicate the optimized geometry used. Since we used a 

local basis set, the results are known to be affected by the basis set 

superposition error (BSSE) that was taken into account and corrected using the 

counterpoise correction method, CP

b
E [198]: 
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(2.46) 

 

with the interaction correction term )(
int

SAE
CP  and the isolated surface )(SE

CP

surf
 

and adsorbate correction terms )( AE
CP

ads
defined as: 

 

(2.47) 

 

 

where the superscripts indicate the basis set functions used.  

In order to get a more realistic comparison with the experimental adsorption 

enthalpy Hexp obtained from TDS experiments, we considered also the 

corrections to enthalpy to obtain the adsorption enthalpy Hcalc. The latter was 

obtained by adding the zero-point energy (ZPE) and the thermal energy (TE) 

contributions. The TE term for NH3 adsorption on ZnO (10 1 0) surface was 

calculated at T = 298 K that is close to the TDS peak at 280 K for the full-

monolayer desorption (see Sec. 6.4). It is defined as TE = Etrans(T) + Erot(T) + 

Evib(T) + RT for the molecule in the gas phase and as TE = Evib(T) for the solid 

(ZnO with and without the adsorbate) where Etrans(T), Erot(T), and Evib(T) are 

the translational, rotational, and vibrational contributions, respectively, and RT 

was added for the molecule to account for the PV term (assuming ideal gas 

approximation) [199].  

 

2.2 Experimental Methods 

2.2.1 CW and Pulsed EPR 

This Section is aimed at providing a short introduction to the experimental 

techniques of EPR spectroscopy employed in this work. For a detailed 

overview we refer the reader to some fundamental text-books [191,200,201] 

and review articles [202,203]. 

The classical continuous wave (CW) EPR spectroscopy is by far the most 

commonly used electron magnetic resonance technique. In a normal CWEPR 

experiment, the sample is irradiated with a fixed frequency and a given 

interval of magnetic field is swept to look for the condition of the magnetic 

resonance described by Eq. (2.48).  
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(2.48) 

 

where h is the Planck constant, ν the microwave frequency, μB the Bohr 

magneton, B the magnetic field, and g the effective g value. A CWEPR 

spectrum is therefore a diagram where microwave absorption (or more 

frequently its first derivative) is reported as a function of the magnetic field 

swept in the experiment.  

When anisotropies of the g tensor give rise to considerable complexity, as 

in the case of the radical anion N2
‒
 in bulk MgO (see Sec. 9.3), an excellent 

tool, commonly used, is the multifrequency approach. This approach is based 

on the fact that the magnetic field separation B between two lines due to 

anisotropy of the g tensor varies linearly with the microwave frequency 

according to Eq. (2.49) which is directly derived from Eq. (2.48).  

 

(2.49) 

 

The use of a high-frequency mode, for instance, instead of a classical X-

band mode, increases, for a given paramagnetic centre, the magnetic field 

separation of the various g components. Moreover, the hyperfine line 

separation, arising from the interaction between the nuclear spin and the 

unpaired electron, is not affected. Therefore, if X-band spectra (using a 

frequency of about 9.5 GHz) show very complex overlapping hyperfine 

structures, they can be better resolved by running a high-frequency spectrum. 

The most commonly used high-frequency bands are the Q-band at about 35 

GHz and the W band at about 94 GHz (see Sec. 9.3). 

An advanced EPR technique is the pulsed EPR spectroscopy that combines 

the sensitivity and the selectivity of EPR spectroscopy, with time resolution 

associated with pulsed methodology. In pulsed EPR, or Electron Spin Echo 

(ESE)-detected EPR, a π/2 pulse is applied, which turns the magnetization M 

from z into the xy plane (see Fig. 2.4b). After the pulse, M then starts to 

precess around the magnetic field direction. Since the field felt by each 

electron is slightly different, the electron spins on some centres precess 

quicker than others, and dephasing of the macroscopic magnetization occurs, 

known as „„free induction decay‟‟ (FID) (see Fig. 2.4c). Then, a second π 

pulse is applied at a time η after the first pulse by which all electron spins are 

rotated by π into the xy plane (see Fig. 2.4d). The effect is that the fast-
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precessing spins are now put back the slower-precessing spins and they have 

to catch up. The spins then continue to precess, and all spins are in phase again 

at a time η after the second pulse and the macroscopic magnetization that 

occurs can be detected and is called electron spin echo (ESE) (see Fig.2.4e). 

The most famous and common pulse sequence is π/2 – η – π – η – echo and is 

known as Hahn echo sequence [204]. The microwave frequency is fixed while 

the magnetic field is swept, and the amplitude of the echo signal is monitored. 

Only when the resonance condition of Eq. (2.48) is fulfilled an echo becomes 

visible.  

 

 
Figure 2.4. Most commonly used pulsed EPR techniques and relative pulse sequences. For the 

two-Pulse sequence it is reported also the evolution of the M vector in the xy plane [from a) to 

e)].
 
 

 

From ESE-detected EPR experiments, electronic g values can be obtained 

with high accuracy. However, if one wants to elucidate the nuclear hyperfine 

and quadrupole coupling constants, sometimes more complicated pulse 

sequences are needed. In particular, two powerful methods are the Spin Echo 

Envelope Modulation (ESEEM) spectroscopy and the hyperfine sublevel 

correlation spectroscopy (HYSCORE) that is the two-dimensional analogue of 

ESEEM (see Fig. 2.4). They are especially suited when the nuclear transition 

frequencies are close to 0 MHz. Above 5 MHz it is usually employed the 

electron nuclear double resonance (ENDOR) method [201] that is a hybrid 

NMR/EPR method in which both microwave and radiofrequency pulses are 

used to flip the electron and nuclear spins, respectively. The pulse sequences 

for ESEEM and HYSCORE experiments, instead, only involve microwave 

pulses and they are non-selective with respect to the nuclear spin state, that 
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means that the microwave pulses are able to flip the electron and the nuclear 

spin at the same time. A coherent superposition of nuclear spin states is 

created by the application of the microwave pulse and it evolves during the 

time intervals between successive pulses. The coherences are larger for the 

nearby nuclei whose nuclear magnetic moment has a large magnetic dipole–

dipole interaction with the unpaired electron. Because of these coherences, 

echo modulations will be visible when the time between the two pulses is 

increased stepwise and the ESE signal is monitored. The ESEEM spectrum is 

the frequency spectrum obtained from the Fourier transform of the 

modulations and it provides the nuclear-spin transition frequencies and allows 

one to interpret the hyperfine interactions. For nuclear spins I > ½, the nuclear 

transitions are also affected by the quadrupole interaction, and the analysis of 

the spectra allows elucidation of nuclear quadrupole coupling constants (see 

Sec. 5.3.1). The ESEEM technique was pioneered by Rowan et al. [205] and is 

commonly used with either a π/2 – η – π – η – echo sequence in which the time 

η is swept, or a π/2 – η – π/2 – T – π/2 – η – echo sequence in which the time T 

is swept (see Fig. 2.4). The four-pulse variant of ESEEM spectroscopy is 

called HYSCORE spectroscopy and it was pioneered by Höfer et al. [206]. It 

employs a π/2 – η – π/2 – t1 – π – t2 – π/2 – η – echo sequence in which both the 

time intervals t1 and t2 are swept, thus giving rise to a two-dimensional 

modulation pattern (see Fig. 2.4). A spectrum similar to a two-dimensional 

NMR spectrum is obtained after a double Fourier transformation, and it allows 

one to correlate and group together nuclear frequencies that stem from the 

same nucleus. For this reason, HYSCORE technique is very useful when many 

nuclei contribute to the ESEEM spectrum.  

Finally, a particularly efficient approach to enhance weak echo modulations 

till one order of magnitude is the use of matched or high-turning-angle (HTA) 

mw pulses for optimizing the generation and transfer of coherence. In Sec. 

5.3.1 Matched HYSCORE experiments were employed to increase the 

amplitudes of combination peaks and to get information on the relative signs 

of hyperfine coupling constants.   

 

Instruments. Continuous wave (CW) and pulse X band spectra [microwave 

(mw) frequency 9.76 GHz], reported in Chapters 5 and 9, have been recorded 

on a ELEXYS 580 Bruker spectrometer equipped with a liquid-helium 

cryostat from Oxford Inc (see Fig. 2.5). The magnetic field was measured with 

a Bruker ER035M NMR Gaussmeter.  

The W-band CW-EPR spectra, reported in Chapter 9, were recorded using a 
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Bruker E600 spectrometer equipped with the standard TeraFlex probe-head 

with a TE011 cavity. Experiments were carried out at 40 and 10 K, using a 

Oxford ITC503S temperature controller. 

The CW-EPR spectra were simulated using the EPRsim32 program [207]. 

The HYSCORE spectra were simulated using the ”saffron” routine built into 

the Easyspin package [208]. 

 

 
Figure 2.5. ELEXYS 580 Bruker spectrometer used in the group of Prof. Elio Giamello at the 

University of Turin. 

 

2.2.2 HREELS and TDS Apparatus 

2.2.2.1 HREELS 

High Resolution Electron Energy Loss Spectroscopy (HREELS) analyzes 

the energy distribution and sometimes also the angular distribution of 

electrons, with a well-defined energy (usually ≤ 10 eV), scattered from a 

target. Three main inelastic excitation mechanisms are involved in HREELS: 

dipole scattering, impact scattering and negative ion resonance (NIR). Since 

100 eV electron has a mean free path in a solid of about 1 nm that increases 

slowly with increasing energy, HREELS is a large surface sensitive technique, 

suitable to investigate vibrational and electronic surface excitations (plasmons, 

HOMO–LUMO excitations) of solids or adsorbed molecules on surface. It is 

usually employed to analyze chemical bonding and adsorption geometry of 

adsorbates, in order to prove the reaction mechanism by identifying the 
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intermediates. By comparison with infrared spectroscopy, the most common 

vibrational spectroscopy, HREELS has a relative poor energy resolution 

(usually 4 meV = 32 cm
-1

; the best one obtained is 0.6 meV = 5 cm
-1

 for CO 

on W(110)) [209] but it has a high detection sensitivity and a wider energy 

window of vibration (normally from 5 to 500 meV = 40–4000 cm
-1

 in 

comparison with 800–4000 cm
-1

 by IR).  

HREELS is a standard method for metals while for metal oxides it is 

severely affected by experimental difficulties such as charging problems. In 

fact, HREELS is based on the solution of Laplace equation for the potential 

and this is dramatically complicated by the presence of space charge 

0

2
)(

),,(



r

zr
 , which usually only occurs in dielectric media because in a 

conductive medium the charge tends to be rapidly neutralized or screened. To 

overcome these charging problems for insulating oxides, a special model 

system, namely ultrathin oxide films grown epitaxially on metal surfaces, has 

been introduced.  

In HREELS only vibrations with dynamic transition dipole moment are IR-

active. Moreover, because of the high electron mobility, metals have an 

additional selection rule in comparison with oxide systems: the metal-surface 

selection rule. The electrons in metals are able to screen centres of charge in 

electric fields and to respond fully to variations in their magnitude and 

positions, at least at the frequencies with which we are concerned (those of 

interatomic vibrations). For this reason only those vibrational modes with a 

component of dynamic dipole moment perpendicular to the surface can be 

observed (usually these modes belong to the totally symmetric representation 

of the system point group). 

Besides charging problems, the second major problem concerning metal 

oxides is the presence of intense optical Fuchs-Kliewer phonons [210]. 

Although the losses caused by the excitation of these phonons provide useful 

information about the stoichiometry and the structure of oxide surfaces, their 

intensity is so strong that they make the other energy losses extremely difficult 

to detect. Surface phonons are always present in each system since they are 

lattice vibrations but for metals they are less intense for two reasons: (i) 

monoelemental systems do not exhibit dipole transitions so that the intensity is 

lower because the selection rules are not respected; (ii) in metals or oxides 

with little band gap (e.g. RuO2) dipole vibrational transitions are compensated 

by electron transitions because of transition times (electron transition time η ~ 
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10
-15 

s << vibrational transition time ν ~ 10
-12 

s). To overcome the effect of 

surface phonons there are two solutions: 

1. Acquisition of spectra using high primary electron energies and off-

specular analysis in the impact scattering regime; 

2. Fourier deconvolution of combined losses [211].   

A recent new application of HREELS concerns the measure of small 

ionization energies of shallow donor defects [212]. The broadening of the 

quasi-elastic peak  (given by tot
2
 = app

2
 + 

2
, where app denotes the 

apparatus broadening, [212]) depends in fact on the density of free charge 

carriers nc and on the sample temperature: 
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ε the relative dielectric constant (e.g., 4.6 for ZnO, [213]), k the wave vector of 

the incident electron, a0 the Bohr radius, m* the effective mass of electrons 

(e.g., 0.19 me for ZnO, [214]), ε0 the vacuum dielectric constant, kB the 

Boltzmann constant, ωsp and ωp the surface and bulk plasmon frequencies, 

respectively and α the electron angle of incidence (55°). For a shallow defect, 

the charge carrier density nc depends on the temperature, e.g. copper 

interstitials act as shallow donors with small ionization energies in ZnO and 

therefore a low temperature increment is sufficient to promote electrons in the 

CB (see Cu-doped ZnO in Sec. 4.3.1). For a n-type semiconductor, the CB 

charge density nc can be calculated from Eq. (2.51) [215,216]: 

 

(2.51) 

 

where Nd is the density of donor atoms, Nc,0 defines the effective conduction 

band density of states and corresponds to 
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(2.50), and we plot 
2
 as a function of T, we can experimentally evaluate the 

donor state ionization energy εd by means of a nonlinear least squares 

regression analysis. This value can be then compared with the calculated 

thermodynamic transition level of the model defect (see Cu-doped ZnO in Sec. 
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4.3.1). 

 

2.2.2.2 TDS 

Thermal Desorption Spectroscopy (TDS) belongs to the wide class of 

Temperature Programmed Desorption (TPD) techniques and it is one of the 

most important methods for the determination of kinetic and thermodynamic 

parameters of desorption processes or decomposition reactions. TDS is 

generally used to detect the chemistry of adsorbed molecules on well-defined 

single crystal surfaces in UHV conditions. The surface is heated resistively by 

a generally linear heating rate dtdTt /)(  , and monitored by a 

thermocouple. An electron ionization quadrupole mass spectrometer (EI-MS) 

is used to detect the vaporized particles. The MS detector is covered by a 

shield, with a small aperture that is positioned close to the surface (~1mm) to 

avoid detecting gases not evolved by the surface. Since the slow heating rate 

induces thermal decomposition of large molecules before desorption, if TDS is 

used for identification of adsorbed molecules it is limited to small molecules.  

The main information derivable from TDS analysis is the evaluation of the 

kinetic parameters: the reaction order, n, the activation energy for desorption, 

Ed, and the pre-exponential factor, νn. These parameters are correlated with the 

desorption rate, rdes, by the Arrhenius-type equation, called Polanyi-Wigner 

equation: 

 

        (2.52) 

 

where Θ is the surface coverage, defined as the ratio between the number of 

adsorbed particles and the number of adsorption sites available at surface.  

A preliminary condition for the validity of the Polanyi-Wigner equation is 

that the desorption signal must be proportional to rdes. This requirement is 

achieved if re-adsorption of desorbed particles on the sample is avoided by the 

use of a constant and sufficiently high pumping speed in UHV conditions. 

Moreover, for the application of the Polanyi-Wigner equation it is necessary 

one rate-limiting step of the desorption process.  

Two analysis types are available: qualitative and quantitative analyses. 

Qualitative or shape analysis provides a rough evaluation of the number of 

stable adsorbed phases and the desorption order. The latter can be estimated by 

using different initial coverages, Θ0. Zeroth-order desorption (n = 0) is 
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spontaneous and generally shows a blue shift of desorption rate maximum 

temperature (Tmax) by increasing Θ0; first order desorption (n = 1) entails the 

desorption of intact species or their decomposition products and usually 

exhibits a constant Tmax and an asymmetric shape; second order desorption (n 

= 2) involves recombination followed by desorption and shows a red shift of 

Tmax and symmetric shape of desorption spectra with increasing coverages. 

However, if lateral interactions between adsorbate particles are present, the 

desorption parameters become coverage-dependent [Ed(Θ), νn(Θ)] and the 

interpretation becomes more difficult if not impossible. The lateral interactions 

involve adsorbed particles, adsorbate-induced changes in the surface and 

different types of adsorption sites. Other qualitative methods employ an index 

to evaluate the desorption order (e.g. shape index [217], skewness index 

[218]). 

Several quantitative methods exist for the evaluation of the kinetic 

parameters n, Ed and νn [219,220,221,222,223]. They may be divided in two 

groups: (a) integral methods which relate kinetic parameters with peak 

characteristics like half-width W1/2 and Tmax but they are valid just if 

parameters are not coverage-dependent; (b) differential techniques that plot rdes 

versus 1/T from different TPD spectra and evaluate Ed and νn from slope and 

intercept, respectively.  

The most important integral analyses are Redhead‟s peak maximum method 

[224] and Chan-Aris-Weinberg (CAW) approach [218].
 
 

The differential approach involves the construction of an Arrhenius plot 

based on Polanyi-Wigner equation in the form: 

 

        (2.53) 

 

If Ed and νn are coverage-independent they are estimated from the slope and 
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








n

des
r

ln versus 1/T, respectively.  

A reliable differential method for the evaluation of Ed(Θ0) and νn(Θ0) over 

the entire coverage range was also proposed [225,226].
 
It is based on the 

construction of an Arrhenius plot from several TDS experiments conducted at 

different Θ0 [225] and/or β [226] (the heating rate must vary over two orders of 

magnitude to achieve reasonable range of temperature and rate for the plot). 
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(UHV) apparatus (see Fig. 2.6) consisting of two chambers, separated by a 

valve. The upper chamber has a base pressure of 5×10
-11 

mbar and since it is 

used for the preparation of the sample, it is also called preparation chamber. It 

is equipped with an Argon ion sputter gun for cleaning sample surface, a low 

energy electron diffraction (LEED) optic and a mass spectrometer (Pfeiffer, 

Prisma) that is differentially pumped with an ion getter pump during thermal 

desorption spectroscopy (TDS) experiments. The lower chamber has a base 

vacuum of 2×10
-11 

mbar and it holds a high-resolution electron energy loss 

(HREEL) spectrometer (Delta 0.5, SPECS, Germany). HREEL spectrometer 

operates with a straight-through resolution close to 1 meV (8.065 cm
-1

) and 

with an incident angle of electron beam fixed at 55° with respect to the sample 

surface normal. Energy losses in either specular (reflective angle of 55°) or 

off-specular directions can be detected by a rotatable analyzer.   

 

 
Figure 2.6. HREELS apparatus used in the group of Dr. Yuemin Wang at the Ruhr 

Universität Bochum. Note: PS indicate power supply. Courteously reproduced from Ref. 

[227]. 

 

The UHV conditions are achieved thanks to a vacuum apparatus consisting of 

a turbomolecular pump with large pumping speed (300 l/s) and an oil-free fore 

vacuum system based on a small turbomolecular pump combined with a 

membrane pump. HREELS chamber is usually pumped only by an ion getter 

pump. Moreover, a titanium sublimation pump (TSP) is placed in both 

chambers.   

The single crystal sample (2 mm × 5 mm × 7 mm) is mounted on a Ta plate 

(thickness, 0.5 mm) by specifically designed thin Ta foils, with the 
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thermocouple contacting the sample on the lateral side. Gases are dosed by 

backfilling the chamber through different leak valves that connect the 

preparation chamber with gas bottles and exposures are given in units of 

Langmuir (1 L=1.33·10
-6

 mbar·s).  

 

2.2.3 UHV-FTIRS 

Fourier transform infrared spectroscopy (FTIRS) is one of the most 

powerful surface analytical techniques. Its main success is related to the study 

of vibrations of adsorbed species on metal surfaces. In particular, it has been 

successfully applied to obtain a number of informations about the chemical 

nature of adsorbate species, the coordination symmetry, the degree of 

unsaturated sites, the intermediate species formed via a certain reaction, the 

presence and the nature of Lewis and Brønsted acid sites [228,229,230,231, 

232]. Unfortunately, its application to metal oxide surfaces is instead severely 

affected by several experimental difficulties and IR investigations on well-

characterized surfaces of oxide single crystals are very scarce in literature. 

These limitations are especially related to the significantly smaller IR bands 

intensity of adsorbates on oxide single crystals than those observed for the 

same adsorbates on metal surfaces because of the absence of image dipoles. 

Kattner and Hoffmann [233] estimated a decrease of the signal-to-noise (S/N) 

ratio of the optical properties of oxides by one to two orders of magnitude 

relative to metals. Furthermore, there are severe problems in IR investigations 

of powder samples because of air contaminants in IR spectrometer and also on 

sample, resulting in the reaction of adsorbed molecules with pre-adsorbed 

species on powder surface, such as hydroxyl groups or carbon containing 

species. However, a new ultrahigh vacuum (UHV) infrared spectroscopy 

apparatus [234] (see Fig. 2.7), designed for the spectroscopic characterization 

of oxides, single crystals as well as powders, has allowed the group of Dr. Y. 

Wang (Ruhr University of Bochum) to partially overcome these limitations 

and to provide a deep understanding of a number of systems 

[235,236,237,238,239,240]. The innovative design of the apparatus (see Fig. 

2.7) allows carrying out both reflection-absorption IR spectroscopy 

experiments at grazing incidence on well-defined oxide single crystal surfaces 

and FTIR transmission measurements for powder particles. Furthermore high-

quality IR data with high sensitivity and stability are guaranteed by the 

presence of a completely evacuated optical path that avoids background 
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signals from gas phase H2O, CO2, and other species.  

 

Instruments. An innovative ultra-high vacuum–Fourier transform infrared 

spectroscopy (UHV-FTIRS) apparatus (see Fig. 2.7) that combines a state-of-

the-art vacuum IR spectrometer (Bruker, VERTEX 80v) with a novel UHV 

system (PREVAC) has been used to study ammonia adsorption on ZnO 

nanoparticles (see Chapter 6). The VERTEX 80v is a latest generation, high-

resolution vacuum FTIR spectrometer with an actively aligned UltraScan 

interferometer, providing a standard optical resolution of better than 0.2 cm
-1

. 

The detector chamber is equipped with two detectors: a liquid nitrogen cooled 

mercury-cadmium-telluride (MCT) detector and a room temperature DTGS 

detector, used to collect IR signals from reflection and transmission 

measurements, respectively. The UHV system (PREVAC) consists of four 

components: load-lock, distribution, measurement (FTIR), and magazine 

chambers with a base pressure of 1 x 10
-8

 mbar, 1 x 10
-10

 mbar, 2 x 10
-10

 mbar 

and 1 x 10
-10

 mbar, respectively. For additional details we refer the reader to 

Ref. [234]. 

 

  
Figure 2.7. The UHV-FTIRS apparatus, used in the group of Dr. Yuemin Wang at the Ruhr 

Universität Bochum, in (a) perspective view and (b) top view. The labelled components are: 1) 

load-lock, 2) distribution, 3) magazine, (4) measurement (FTIR) chambers, 5) sample 

manipulator, 6) vacuum FTIR spectrometer, 7) preparation chamber. I and II represent two 

slides, permitting to move the spectrometer to two different positions. Courteously reproduced 

from Ref. [241]. 



 

 

 



 

59 

 

PART II 

ZINC OXIDE 

Background 

Zinc oxide is a wide gap semiconductor (3.44 eV at 2 K
 
[174]) that has 

been attracting an increasing attention in the scientific community since the 

last decade because of its promising applications in optoelectronics and 

spintronics [242,243,244,245].  

Zinc oxide crystallizes in the hexagonal wurtzite-type structure with lattice 

parameters a = 3.24 Å and c = 5.21 Å and space group P63mc or C6v [246]. Zn 

atoms are tetrahedrally coordinated to four O atoms (and vice versa) and the 

Zn d-electrons hybridize with the O p-electrons (see Fig. II.1). In Figure I the 

projected density of states clearly shows that the bottom of the conduction 

band is formed essentially from the 4s states of Zn
2+

 and the top of the valence 

band from the 2p states of O2
‒
. The cubic zinc blende-type structure can be 

stabilized by epitaxial growth of ZnO on suitable cubic substrates while a 

transition to the rocksalt phase can be achieved at a pressure of 9 GPa 

[247,248].  

 

 
Figure II.1. (Left side) Wurtzite ZnO lattice structure where large dark red spheres and small 

light grey spheres represent O and Zn atoms, respectively. (Right side) Total and projected (on 

Zn and O atoms) B3LYP densities of states for bulk ZnO.    
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The wurtzite structure is the same as GaN to which ZnO provides therefore 

a close match for optoelectronic devices [249]. In particular, the availability of 

high-quality ZnO bulk single crystal and the amenability to wet chemical 

etching, that favor the device design and lower the fabrication costs, pointed 

ZnO as an alternative to GaN in optoelectronics. Furthermore, ZnO has a large 

exciton binding energy (60 meV, cf. 25 meV for GaN [174,250]) that 

allows intense near-band-edge excitonic emission at room and higher 

temperatures and makes ZnO a strong candidate for solid-state white lighting 

[251]. The possibility to grow epitaxial layers, quantum wells, nanorods and 

quantum dots has recently allowed the use of ZnO-based materials for 

blue/UV optoelectronic devices, like light emitting and laser diodes and as 

transparent conducting oxide (TCO) layers for transparent electrodes in flat 

panel displays and solar cells. 

The use of ZnO in almost all the above applications has been, however, 

severely hindered by the lack of control over its electrical conductivity. ZnO 

crystals show almost always a n-type conductivity after synthesis that has been 

widely debated in the scientific community [13,30,31,242,243,244,245]. For a 

long time the unintentional conductivity has been attributed to intrinsic 

defects, like oxygen vacancies or zinc interstitials but this hypothesis has been 

recently excluded by density functional calculations and optically detected 

electron paramagnetic resonance experiments [30]. The most plausible cause 

of the n-type conductivity is at the moment the incorporation of shallow donor 

impurities, specifically hydrogen, that is nearly ubiquitous in all processes of 

preparation [24,252,253]. Interstitial H, that commonly has an amphoteric 

behaviour in semiconductors, acts only as shallow donor in ZnO but because 

of its high mobility, it appears unlikely to be the responsible of the n-type 

conductivity. However, recently it has been demonstrated that H can be 

captured in an oxygen void where it behaves still as a shallow donor and can 

therefore explain the high stability of the n-type conductivity [252]. 

The major issue concerning ZnO-research is the achieving of a stable, 

reliable and reproducible p-type doping. In photocatalysis p-type doping of 

ZnO is necessary to reduce the wide band-gap exploiting the visible light (like 

for N-doped TiO2 [254]). In optoelectronic devices (TTFT, LED, OLED) p-

type doping is the key prerequisite for the production of p-n homojunctions 

(today only the more expensive n-ZnO/p-GaN and n-ZnO/p-SiC 

heterojunctions are available [255]). The p-type doping is severely hampered 
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by a series of limitations, first of all the tendency toward the n-type 

conductivity and the presence of compensating donor centres (e.g. oxygen 

vacancies and zinc interstitials). Furthermore, there are very few candidate 

shallow acceptors in ZnO and some of them, like alkali metals (i.e. Li, Na, K) 

behave also as shallow donors if they enter the lattice in an interstitial void 

[30,31]. Metals of IB-column (i.e. Cu, Ag, Au) are deep acceptors in the cation 

sites and the elements of V-column (i.e. P, As, Sb) are deep acceptor in the 

anion sites [30,31]. The most promising candidate as a shallow acceptor has 

been indicated to be nitrogen substitutional to oxygen, because of the similar 

ionic radius and electronegativity. Although some works [256,257] have 

claimed the achieving of stable p-type conductivity upon nitrogen doping, no 

reproducible homogeneous p-n junctions followed and a thorough 

understanding of the nitrogen defects in ZnO is still missing.       

Zinc oxide has been emerging also as a promising candidate for spintronics 

applications [13]. The introduction of spin carriers in ZnO by means of a dilute 

controlled doping is expected to open the way to new magnetic, electronic and 

optical functionalities of the material. In particular, the transition metal (TM) 

doped ZnO represents a valuable material for diluted magnetic semiconducting 

oxide (DMSO) to be used, for example, in electrically controlled magnetic 

sensors, spin light-emitting diodes (spin-LEDs) and spin field effect transistors 

(spin-FETs) [13,258]. Achievement of room temperature (RT) ferromagnetism 

by Mn and Cu doping, avoiding unwanted secondary ferromagnetic phases 

due to metal clustering, is the final goal of nowadays experimental efforts [13]. 

Few theoretical studies [51,52] have already inspired some experimental work, 

although initial expectations were not fulfilled by actual results [259,260,261]. 

In diluted magnetic semiconductors (DMSs), p-type doping with light 

elements has been also investigated to avoid the problems connected with 

precipitation of metal clusters in the case of TM dopants [262].  

Finally, zinc oxide finds several industrial applications as heterogeneous 

catalyst thanks to the chemical properties of its surfaces [244]. In particular, 

ZnO plays a crucial role in the production of methanol, the third most 

important chemical product of chemical industry. ZnO substrate has been 

observed to promote small Cu particles as active catalyst but the atomistic 

mechanism is still under investigation [263]. For this reason most of the works 

concerning adsorbates on ZnO surfaces is focused on molecules relevant for 

methanol production from synthesis gas (H2, CO, CO2), either as products, or 

intermediates (e.g., formiate) [244, 264,265,266].  

ZnO crystals are dominated by four low Miller index surfaces: the nonpolar 
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(10 1 0) and (11 2 0) surfaces and the polar zinc-terminated (0001) and oxygen-

terminated (000 1 ) surfaces (see Fig. II.2). 

   

 
Figure II.2. Schematic representation of wurtzite structure of ZnO with the low Miller index 

surfaces: the nonpolar mixed-terminated (10 1 0) surface and the polar zinc-terminated (0001) 

and oxygen-terminated (000 1 ) surfaces. Courteously reproduced from Ref. [267].  

 

The mixed-terminated (10 1 0) surface is the energetically most favourable 

one and the most abundant in polycrystalline ZnO samples. The absence of the 

electrostatic instability made this the surface of choice for a great number of 

theoretical works on this surface [268,269,270,271]. On the opposite, the 

electrostatic instability of the polar surfaces severely limited their theoretical 

characterization [272]. These surfaces belong to the class of the so-called 

Tasker-type3 surfaces [273] and are formed by alternating layers of oppositely 

charged ions (see Fig. II.2). The sequence of ions creates a dipole moment 

perpendicular to the surface which diverges with slab thickness and with 

sample size [274]. Therefore, in principle, polar surfaces of very small oxide 

particles could be stable, but, for macroscopic samples, the electrostatic 

instability becomes so large that either the electronic or geometric structure of 

the surface has to change [244,272]. However, these stabilization mechanisms 

differ for different oxides and for the various polar surfaces. For ZnO such 

mechanisms are still very controversial and highly debated in literature [244]. 
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CHAPTER  3 

Donor Defects
*
  

Abstract 

A hybrid density functional study based on a periodic approach with 

localized atomic orbital basis functions has been performed in order to 

compute the optical and thermodynamic transition levels between different 

charge states of defects impurities in bulk ZnO. The theoretical approach 

presented in Sec. 2.1.5.1 allows the accurate computation of transition levels 

starting from single particle Kohn-Sham eigenvalues. The results are 

compared to previous theoretical findings and with available experimental data 

for a variety of defects ranging from oxygen vacancies, zinc interstitials, and 

hydrogen impurities. We find that H and Zn impurities give rise to shallow 

levels and the oxygen vacancy is stable only in the neutral, VO
0
, and doubly 

charged, VO
2+

, variants. 

 

 

 

 

 

 

                                                 
*
 The results described in this Chapter have been reported in: F. Gallino, G. Pacchioni, C. Di 

Valentin, J. Chem. Phys., 2010, 133, 144512.  



3.1 Introduction 64 
 

64 

 

3.1 Introduction 

Both native and extrinsic defects have been deeply investigated as recently 

reviewed by Janotti et al. [30] and McCluskey et al. [31], with a particular 

focus on shallow acceptor species since they are expected to induce the desired 

but still not practicable p-type conductivity. Known acceptor impurities are Li, 

Cu, and Zn vacancies, which are, however, deep impurity states and do not 

contribute to p-type conductivity [242,275]. Shallow donor species such as 

interstitial hydrogen and zinc are suggested to be responsible of the n-type 

conductivity of as-prepared ZnO samples. DFT calculations have played an 

important role to gain insight into this fundamental and crucial issue 

[24,67,177,252,276,277], through the investigation of the electronic structure 

and energetics of a large number of possible defects. 

The computational characterization of both donor and acceptor defects 

requires the accurate description of the details of the band structure and the 

correct evaluation of charge states transition energy levels (see Sec. 2.1.5.1). It 

is common practice to discuss the energy levels introduced in the gap by 

defect centres using the single-particle Kohn-Sham eigenvalues. This 

approach, however, is not well justified if electronic transitions are involved, 

whereas transition levels between different charge states are a better 

approximation (see Sec. 2.1.5.1). As far as the band gap problem is concerned, 

hybrid exchange-correlation functionals represent a practical, although not 

perfect, solution, having positive effects on both the reliability of the 

computed defects energetics and spin localization (see Sec. 2.1.5.1). Various 

forms of hybrid functionals have been used in this context, going from the 

popular B3LYP [59,60]
 
approach [278] to the PBE0 [116,279] and to the more 

recent HSE06 functionals [118,119,120,121,122,280]. Considering the 

specific object of this work, bulk ZnO, a study of native defects and interstitial 

hydrogen has been performed at the HSE06 level of theory using the VASP 

code [177].   

 In the present study the B3LYP functional is used in combination with a 

localized atomic orbitals basis-set approach for periodic calculations, as 

implemented in the CRYSTAL06 code [71], to investigate defects in ZnO. We 

will show below that the B3LYP functional reproduces the experimental band 

gap of bulk ZnO which is an excellent starting point for determining the 

position of donors and acceptors levels in the band gap of the material. One of 

the major values of the work, however, is that we present an approach to 
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compute defect transition levels using the CRYSTAL code (see Sec. 2.1.5.1). 

This periodic code has played a major role in the community of solid state and 

surface chemistry in describing bonding at surfaces with the language of 

chemistry, the language of orbitals, and in showing the importance of hybrid 

functionals to treat a number of problems in solids [61]. However, a direct use 

of CRYSTAL to determine defects transition levels is not possible at the 

moment because of the problems connected to the meaning of the total energy 

for charged supercells. We have circumvented this problem by making use of 

the Janak‟s theorem which states that the total energy of two systems differing 

for their charge state can be deduced from the corresponding Kohn-Sham 

eigenvalues. This new approach is applied and validated for the case of ZnO 

for which other periodic pseudopotential-planewave calculations and 

experimental data exist. ZnO is thus an excellent benchmark system to check 

the validity of the present approach opening the possibility to study charge 

transition levels of defects in solids using the CRYSTAL code and classical 

hybrid functionals.  

We have analyzed the following defects: hydrogen interstitial and 

substitutional (to O), zinc interstitial and oxygen vacancy. 

 

3.2 Computational Details 

All-electron spin-polarized calculations were performed within the linear 

combination of atomic orbitals (LCAO) approach, as implemented in 

CRYSTAL06 package [71]. The hybrid B3LYP functional [59,60] has been 

used and the all-electron Gaussian-type basis sets adopted are an 8-411(d1) 

[281] for oxygen, 8-64111(d411) [282] for zinc, 7-311(d1) [283] for nitrogen 

and 311(p1) [284] for hydrogen.  

108- and 192-atom supercells, obtained by expansion matrices 3 x 3 x 3 and 

4 x 4 x 3, have been used for simulating the bulk ZnO (wurtzite, space group 

P63mc). The bulk lattice parameters have been optimized for stoichiometric 

ZnO: a = 3.278 Å, c = 5.287 Å. The supercell size effect was checked for one 

case (interstitial H) with a 400-atom model (5 x 5 x 4). For this latter 

calculation we used the massive-parallel version of the CRYSTAL06 code.  

The reciprocal space is sampled according to a regular sublattice with a 

shrinking factor (input IS) equal to 2 (for both supercells) corresponding to 4-8 

k-points in the sampling of the irreducible Brillouin zone [71]. 

The densities of states (DOS) have been computed with a 3 x 3 x 3 k-point 
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mesh (6 or 14 k-points according to k-point symmetry). The zero point of 

orbital energy is set to the top of VB. The Kohn-Sham eigenvalues were 

computed on each k-point of the mesh but only those at  are discussed 

because of the direct band gap of ZnO. For additional details about the 

computational parameters used in this work we refer the reader to Sec. 2.1.4.1. 

Estimates of the positions of the transition levels for the various defects 

considered in the work have been obtained using the approach described in 

Sec. 2.1.5.1. 
 

 

3.3 Results and Discussion 

We have considered two intrinsic (interstitial zinc, Zni, and oxygen 

vacancy, VO) and two extrinsic defects (interstitial hydrogen, Hi, and 

substitutional hydrogen to O, HO), see Fig. 3.1. We first present the shallow 

donor species (Hi, HO and Zni), then the deep donor species (VO).  

 

 

 
Figure 3.1. Structural models of (a) stoichiometric bulk ZnO, (b) interstitial hydrogen, H i, (c) 

substitutional hydrogen to O, HO, (d) interstitial Zn in an octahedral void, Zni, (e) oxygen 

vacancy, VO. Zn, O and H are represented by grey, red and green spheres, respectively.  

 

The optical, ε
opt

(q/q), and thermodynamic, ε
therm

(q/q), transition levels for all 

defect centres considered in this work are reported in Table 3.1. 
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Table 3.1. Transition levels for all defect centres considered in this work (in eV). 

Defect Supercell 
Transition 

(q/q) 
opt

(q/q) therm
(q/q) Erel

a 

Hi 400 (+1/0) 3.28 3.33 0.05 

HO 192 (+1/0) 3.36 3.39 0.03 

Zni 192 (+1/0) 2.78 3.22 0.44 

(+2/+1) 2.92 3.29 0.37 

(+2/0) 2.85 3.26 / 

VO 108 (+1/0) 0.86 1.81 0.95 

(+2/+1) 1.61 2.69 1.08 

(+2/0) 1.24 2.25 / 
a
 Relaxation energy of the defect centre in the charged state in absolute value as defined in 

Eq. (2.31). 

 

3.3.1 Hydrogen Impurities 

The shallow donor character of H impurities in ZnO is well established and 

supported by unambiguous experimental evidences [212,253]. The ionization 

energy associated with these donor levels is about 25 meV by EELS 

temperature dependence experiments [212], 35 meV by EPR studies [285], 

and 51 meV by electrical conductivity measurements [286]. Accurate DFT 

studies, based on periodic pseudopotential planewave calculations, have 

recently shown that H impurities are indeed shallow donors [177]. Therefore, 

this system represents an excellent test case to validate our computational 

approach (see Sec. 2.1.5.1).  

We have placed one H atom in the supercell in both interstitial (Hi, bound 

to a lattice O atom) and substitutional to O (HO) sites. The supercell size effect 

on the shallow donor character of the defect states has been evaluated in the 

case of Hi by performing calculations with 108-, 192- and 400-atom supercells. 

The H atom binds to an O ion of the lattice (distance of 0.981–0.968 Å), 

locating itself along the crystallographic c-axis, thus in an intermediate 

position between the O and the axial Zn ions. The charge density associated to 

the unpaired electron introduced by the additional H atom is spread over 

various sites, but the largest component is on the O and Zn ions, where H was 

inserted. The electronic state introduced by the H-impurity is commonly 

described as a perturbed host state (PHS) [67], whose  nature is clearly evident 

when comparing the band structure of bulk stoichiometric ZnO with H-doped 
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ZnO as in Figure 3.2.  

 

 
Figure 3.2. Band structure of Hi and HO defects in ZnO (192-atom supercell). On the left, the 

band structure of the pure bulk ZnO is reported as reference. 

 

The original state associated to the bottom of the CB becomes occupied in 

the Hi-doped system and is only slightly deformed and slightly lower in 

energy. The larger the supercell used, the smaller the perturbation of this state, 

which indicates that in the infinitely diluted limit this state is really very 

weakly perturbed and, therefore, can be described as a very shallow donor.  

To provide a quantitative support to these considerations, the optical 

transition level opt
(+1/0) has been computed for the various supercell sizes: 

the value goes from 0.38 eV below the bottom of the CB for the 108-atom 

model to 0.21 eV for the 192-atom model to 0.10 eV for the 400-atom model. 

This transition level corresponds to the vertical ionization energy of the donor 

state. The trend clearly indicates that by increasing the size of the supercell, 

the shallow nature of the donor state becomes more pronounced.  

The thermodynamic transition level, therm
(+1/0), is 0.06 eV below the 

bottom of the CB for 400-atom supercell. This transition level corresponds to 

the energy required to thermally excite the electron from the shallow donor 

state to the conduction band.     

For the 192-atom supercell we have also considered the possibility of H 

going substitutional to O (HO), since recent calculations indicate this as a 

potential model species [287]. Our calculations confirm the shallow donor 

character of this defect with therm
(+1/0) at the CB minimum. 

Only a qualitative comparison with previous reports is possible. A LDA+U 
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plane-wave study reported that the thermodynamic transition level falls above 

the bottom of the CB making the Hi
0
 centre always higher in energy than Hi

+
; 

this means that Hi
0
 is a donor state at any Fermi level position. However, these 

results are affected by the band gap correction which, for LDA+U method, is 

rather severe [252]. A hybrid functional plane-wave DFT study states that the 

thermodynamic transition level therm
(+1/0) of Hi is located at the CB 

minimum, which can be translated in a negligible energy value which is not 

reported explicitly [177]. It is relevant to stress that while we are discussing 

the results which include spin-polarization, the other mentioned results have 

been obtained at a non-spin-polarized level. In principle, spin-polarization 

could favour localized states and this could be the origin of the small 

discrepancy in the transition levels values. However, all methods indicate that 

the H impurity in ZnO is a shallow donor species in perfect agreement with the 

experimental findings. 

 

3.3.2 Interstitial Zn: Zni 

The interstitial zinc species, extensively investigated, is an intrinsic donor 

defect in ZnO [30,31]. There is an experimental indication based on electron 

irradiation that shallow donor states at 30 meV below CB minimum could be 

associated to Zn interstitials [288]. In principle, the sublattices of oxygen and 

zinc ions offer two different voids for interstitial atoms: a tetrahedral and an 

octahedral cavity where the first nearest neighbors are three ions not belonging 

to the sublattice (i.e., three oxygen ions in the case of the zinc sublattice). It 

has been reported that, given the large size of zinc, the octahedral interstice is 

0.9 eV more stable than the tetrahedral one [252]; therefore, we have only 

considered the octahedral Zni in the zinc sublattice. The lattice relaxations are 

very small, leading to Zni–O bond lengths of 2.07 Å for neutral Zni (2.02 Å for 

Zni
+
 and 2.00 Å for Zni

2+
). The distances between Zni and the six nearest Zn 

ions are 2.44–2.59 Å and increase by ~1% by removing one or two electrons.  

Zni is reported to be a shallow donor, with its 3d states well below the O 2p 

VB and the occupied 4s state highly mixed with the CB [177]. The size of the 

supercell and the consequent concentration of defects may have a stronger 

effect on the evaluation of the transition levels than in the case of the H 

impurity. As it is appreciable from the band structure in Figure 3.3 and from 

the electron density plot (not reported), the impurity state is rather localized 

for Zni
0
 and for Zni

+
 (α-state). The transition levels are: ε

therm
(+2/+1) = 0.23 eV 
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and ε
therm

(+1/0) = 0.36 eV with respect to the bottom of the CB (108-atom 

model). These values are larger than for a typical shallow donor. Increasing 

the supercell size to 192 atoms, ε
therm

(+2/+1) decreases to 0.09 eV and 

ε
therm

(+1/0) becomes 0.16 eV, again with respect to the CB minimum. Thus, 

the supercell size does affect the results suggesting that even larger supercell 

would be required to obtain a higher accuracy. The double charge transition 

has been evaluated to be ε
therm

(+2/0) = 0.13 from CB minimum for the larger 

model. Previous LDA+U studies reported the thermodynamic transition levels 

of Zni above the CB minimum for (+2/+1) and (+1/0) transitions [252]. Hybrid 

functional methods with plane-wave basis set report a tiny transition level 

about 0.1 eV below the bottom of the CB [177]
 
in perfect agreement with our 

results.  

 

 
Figure 3.3. Band structure of Zni defect in ZnO in various charge states (192-atom supercell). 

 

3.3.3 Oxygen Vacancy: VO 

The oxygen vacancy is probably the most studied and the most 

controversial native defect in ZnO [67,30,31]. For a long time it has been 

considered responsible for the unintentional n-type conductivity in the material 

and classified as a shallow donor species, always ionized and identified by the 

EPR feature with gav1.96 [289,290,291,292]. This assignment was proven to 

be incorrect. Experiments and calculations showed that the signal at g1.96 is 
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typical of a conduction band electron, coulombically attracted by the ionized 

donor centre in a “hydrogenic effective mass state” [24,253] and also observed 

for H-, Al-, Ga-, In- doped ZnO [285,293]. The paramagnetic Vo
+
 species was 

identified for the first time by Smith and Vehse [294]
 
by EPR for a high 

energy electron irradiated single crystal with an axial g-tensor of g||=1.9948 

and g=1.9963. Quantum mechanical calculations [67,177,276,295]
 

have 

shown that the oxygen vacancy creates well localized electronic levels in the 

band gap, behaves like a deep donor with negative U character so that the VO
+
 

species is thermodynamically unstable and can only be observed under 

irradiation (photoexcitation). These findings have been taken as the proof that 

the oxygen vacancies cannot be responsible for the unintentional n-type 

conductivity of ZnO. 

 

 
Figure 3.4. Band structure of VO defect in ZnO in various charge states (108-atom supercell). 

In the bottom scheme the Kohn–Sham eigenvalues at  point are reported. 

 

Our results are consistent with this model. The neutral VO induces a 

moderate lattice relaxation with a displacement of the four nearest Zn ions 

toward the vacancy with a Zn–O bond elongation of about 7.5%. The singlet 

configuration is 2.9 eV more stable than the triplet one and creates a full 

occupied and a well localized electronic state 0.6 eV above the top of the VB 

(Fig. 3.4). The electron density plot clearly shows that this defect level has a 

strong Zn character (not reported). The ionization of VO to give VO
+
 and VO

2+
 

induces a large outward relaxation of the zinc ions by about 5.5% and 21.5% 
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for VO
+
 and VO

2+
, respectively. As observed by Janotti and Van de Walle 

[276], the large lattice relaxation for the double charged vacancy significantly 

reduces its formation energy, favoring the negative-U character of VO. In fact, 

on the basis of the computed thermodynamic transition levels, ε
therm

(+1/0) = 

1.81 eV and ε
therm

(+2/+1) = 2.69 eV, we find that the VO
+
 state is always 

thermodynamically unstable for any value of the Fermi level. Below a Fermi 

level of 1.81 eV the most stable species is VO
2+

, above a Fermi level of 2.69 

eV the most stable species is VO
0
. The transition level ε

therm
(+2/0) is computed 

to be 2.25, in excellent agreement with the values obtained by plane-wave 

calculations [67,177,276] in the range of 1.9–2.4 eV.
  
     

Another open issue concerns the oxygen vacancy formation energy. Janotti 

and Van de Walle [252] and Lee et al. [295] reported a very high formation 

energy (H4 eV) for VO at O-poor/Zn-rich conditions and consequently they 

excluded the presence of VO in the material. In contrast, Lany and Zunger 

[277]
 
and Oba et al. [177] predicted a very low formation energy (H1 eV) 

that would favor high concentrations of the defect in bulk ZnO. We have 

determined the formation energy of VO in ZnO with respect to ½ O2 as 3.5 eV. 

For low oxygen chemical potentials the formation energy decreases 

considerably and in the limit of oxygen poor conditions it becomes even 

slightly negative, –0.3 eV. However, one should notice that such a low oxygen 

chemical potential corresponds to an O2 partial pressure of about 10
-27

 atm, 

which has no physical meaning. 

Finally, the green luminescence of ZnO (2.45 eV) has been reported as an 

evidence of the presence of VO in bulk ZnO. We are able to evaluate the 

excitation and emission energy in the photoluminescence process (see 

computational approach in Sec. 2.1.5.1). The excitation energy (exp. 3.1 eV) is 

estimated as Eg – ε
opt

(+1/0) = 2.53 eV (VO →VO
+
 + e

-
CB). The emission is the 

consequence of the excited electron recombination with the hole at the defect 

level (PL2, see Figs. 2.3d and 3.5), for (+1/0) = 0.80 eV and for (+2/+1) = 0.20 

eV or at the top of the valence band (PL1, see Figs. 2.3b and 3.5), ε
opt

(+1/0) = 

0.86 eV, ε
opt

(+2/+1) = 1.61 eV, and ε
opt

(+2/0) = 1.24 eV. On the basis of these 

computed energy values for possible emissions involving the oxygen vacancy 

defect centre, we tentatively assign the observed photoluminescence (2.45 

eV)  to the (+1/+2) transition VO
+
→VO

2+
 + e


VB [i.e. ε

opt
(+2/+1) = 1.61 eV] 

which presents the best agreement,  in line with previous works [276]. 
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Figure 3.5. Thermodynamic and optical transition levels (eV) in the band gap of ZnO for 

various dopants and defects centres. Solid orange line = ε
therm

, hollow red line = ε
opt

, dotted 

line PL2 transitions (see also Figs. 2.2 and 2.3). Results for 192-atom supercell, except for Hi 

and VO centres which have been obtained with a 400-atom and 108-atom supercell, 

respectively. Values smaller than 0.15 eV are not reported. 

 

3.4 Conclusions 

In this work we have calculated the optical opt
 and thermodynamic therm

 

transition levels of defects in different charge states in ZnO. So far this has 

been possible only within plane-wave DFT approaches. Here we used a 

periodic DFT approach with an atomic orbital basis set and a hybrid exchange-

correlation functional (in particular the popular B3LYP functional). For the 

calculations we used the CRYSTAL06 code. The problem with this code is the 

calculation of the total energy of charged supercells, an aspect which is 

essential in order to go beyond the single-particle Kohn–Sham eigenvalues for 

the evaluation of the charge trapping ability of a given defect. The problem has 

been overcome by making use of the Janak‟s theorem, which shows that the 
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total energy difference between two charge states of a given defect can be 

obtained from the Kohn–Sham eigenvalues of the system with N and N+1 

electrons. Using this approach and other corrections, we have been able to 

calculate the optical and thermodynamic transition levels of the following 

defects: hydrogen interstitial and substitutional to O positions, interstitial Zn 

and oxygen vacancy.  

Hydrogen is confirmed to produce very shallow states in the gap of ZnO. 

At the highest level of calculation, using a supercell of 400 atoms, we find that 

the thermodynamic transition level therm
(+1/0) is 100 meV below the bottom 

of the conduction band (with a computed band gap of 3.38 eV to be compared 

with the experimental value of 3.44 eV). Experimentally, the transition level of 

the H-impurity is between 25 and 51 meV below the conduction band. The 

agreement, given the size of the band gap and the intrinsic accuracy of the 

computational method, can be considered as very satisfactory. This, together 

with the results for other defects, fully validates the procedure  followed for 

the calculation of the transition levels.  

Finally, in Figure 3.5 and Table 3.1, we summarize all the transition levels, 

optical and thermodynamic, for the defects considered. This corresponds to the 

outcome of the calculations of the spectroscopic transitions described 

schematically in Fig. 2.2. This could be useful for the interpretation of past 

and future experimental measurements on these systems.   
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CHAPTER  4 

Copper Doping
†
  

Abstract 

A combined experimental and first principles study of Cu defects in bulk ZnO 

is presented. Cu particles are epitaxially deposited on the polar O–ZnO(000 1 ) 

surface at RT. Upon heating, a broadening of the quasi-elastic peak in high 

resolution electron energy loss spectra is observed, corresponding to an 

electronic doping effect of Cu atoms in bulk ZnO with an ionization energy of 

88 meV. Cu impurities in ZnO, although commonly acting as acceptors, are 

presently observed to induce shallow donor states. We assign these to 

interstitial Cu species on the basis of a hybrid density functional study. In our 

calculations we also analyze copper substitutional to zinc, Cus, in terms of 

transition energy levels and hyperfine coupling constants with reference to 

available spectroscopic data. We investigate the potential magnetic interaction 

between copper species, their interaction with oxygen vacancies and the 

possibility of copper clustering. The relative stability of the various copper 

impurities considered in this study is finally compared on the basis of their 

formation energy at different oxygen chemical potentials and Fermi level 

values. 

 

                                                 
†
 The results described in this Chapter have been reported in: H. Qiu, F. Gallino, C. Di 

Valentin, Y. Wang, Phys. Rev. Lett., 2011, 106, 066401; F. Gallino, C. Di Valentin, J. Chem. 

Phys., 2011, 134, 144506.  
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4.1 Introduction 

The perspective of preparing a ZnO-based material combining both 

magnetic and semiconducting properties has prompted an intense research 

activity aimed at identifying a valuable and reliable transition metal dopant, in 

a so-called diluted magnetic semiconducting oxide with room temperature 

(RT) ferromagnetic properties [13,51,258,296,297,298]. Elements like Mn and 

Cu, that do not present secondary ferromagnetic phases due to partial 

clustering, are highly preferred. In addition, the Cu/ZnO system has been 

largely used as an excellent catalyst for the industrial methanol synthesis. 

However, key questions on the microscopic mechanism of the reaction are still 

open and the incorporation of Cu atoms into ZnO may play a role in 

determining the catalytic activity of Cu/ZnO [264,299]. 

Cu doping of ZnO has been previously achieved by either pulsed-laser 

ablation or high temperature diffusion (T > 1000 °C), resulting in Cu ions 

substituting lattice Zn ions [261,300]. Several studies based on 

photoluminescence experiments [301,302], electrical measurements [303,304] 

and on GGA+U calculations [305] have reported a deep acceptor state with the 

transition energy level (0/–1) high in the band gap. In this Chapter we present 

a comprehensive overview investigation of copper doping in ZnO and we 

address several specific issues which are still under debate in the literature. 

First of all we perform a combined experimental and theoretical study on a 

Cu-ZnO system prepared by Cu deposition on ZnO single crystal surfaces. 

The HREELS data reveal that Cu can diffuse into bulk ZnO by a mild thermal 

treatment yielding an unusual donor state in ZnO. Theoretical modelling 

suggests that the shallow donor state results from the formation of interstitial 

Cu
+
 ions in ZnO. Copper impurities are also investigated as well-established 

electron acceptors [31] and acceptor and donor properties are discussed in 

terms of thermodynamic and optical transition levels. Then the controversial 

relative stability of ferromagnetic (FM) and antiferromagnetic (AFM) phases 

[306,307,308,309,310,311] for substitutional Cu to lattice Zn atoms is 

analyzed. Finally, the possibility of interaction with oxygen vacancies 

[308,309] and of copper clustering [307,309,310] in bulk ZnO matrix is 

explored. The stability of all these diverse species has been compared on the 

basis of their formation energy, as a function of the Fermi level and of the 

oxygen chemical potential, which determines whether the system is in an 

oxidizing or reducing environment (see Sec. 2.1.5.2).  
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4.2 Experimental and Computational Details 

4.2.1 Experimental Section 

All experiments were carried out in a HREELS system, as described in Sec. 

2.2.2. In short, the O–ZnO(000 1 ) sample was prepared by repeated cycles of 

Ar ion sputtering and subsequent annealing at 850 K for 10 min. The Cu 

evaporator used in this work is a home-made setup with an electronic beam 

heating. The film thickness is measured by a quartz crystal with an 

experimental error of about 10%. The broadening (Δ) of the quasi-elastic peak 

in HREELS is derived according to the formula by tot
2
 = app

2
 + 

2
, where 

app denotes the apparatus broadening [212]. 

 

4.2.2 Computational Methods 

The calculations have been performed within spin-polarized DFT, using the 

hybrid B3LYP functional [59,60]. The Kohn–Sham orbitals were expanded in 

Gaussian type orbitals, as implemented in CRYSTAL06 package [71] (the all-

electron basis sets are O 8-411(d1) [281], Zn 8-64111(d411) [282] and Cu 8-

6411(d41) [312]). In some cases results have been refined by performing 

single point calculations with a larger basis set 8-64111(d41) [313] for copper. 

The bulk wurtzite ZnO has been modeled by a 192-atom supercell [4 x 4 x 3] 

with optimized bulk lattice parameters: a = 3.278 Å, c = 5.287 Å. The copper 

impurity has been inserted: i) substitutional (s) to Zn atoms: Zn1-xCuxO (Cus, 

CusCus) and Zn1-xCuxZnyO (CusZni); ii) interstitial (i): ZnCuyO (Cui); iii) in the 

presence of oxygen vacancies (VO): Zn1-xCuxO1-x (CusVO); and iv) both 

interstitial and substitutional to Zn atoms: Zn1-xCux+yO (CusCui, Cus2Cui). The 

copper atomic concentration has been varied in the range x+y = 0.0104 ÷ 

0.0312 for the various defects considered [x = 0.0104 (Cus, CusVO, CusCui, 

Cus2Cui), x = 0.0208 (CusCus), y = 0.0104 (Cui, CusZni, CusCui), y = 0.0208 

(Cus2Cui)].  

The reciprocal space was sampled in a 2 x 2 x 2 k-point mesh 

corresponding to 4  8 k-points of the irreducible Brillouin zone [71]. The 

densities of states (DOS) were computed with a 3 x 3 x 3 k-point mesh. The 

Kohn-Sham eigenvalues were computed on each k-point but only those at  

are discussed because of the direct band gap of ZnO. The zero point of orbital 
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energy was set to the top of VB. Additional details about the computational 

parameters used in this work can be found in Sec. 2.1.4.1. 

 We refer to Secs. 2.1.5.1, 2.1.5.2 and 2.1.5.3 for the detailed description of 

the theoretical approach to compute transition energy levels (ε), formation 

energies (Eform) and hyperfine coupling constants for the interaction of the 

unpaired electron spin with the nuclear spin of the 
63

Cu nuclide, respectively. 

Thermodynamic transition levels (ε
therm

) of defects in bulk materials can be 

directly compared to donor levels ionization energies, as determined with the 

experimental approach of this and previous work [212]. 

 

4.3 Results and Discussion 

4.3.1 Shallow Donor Sates Induced by In-Diffused Cu in ZnO 

Experiments. The polar O–ZnO(000 1 ) surface is electrostatically unstable 

because of uncompensated surface charges and exhibits a complex surface 

structure [244]. The HREEL spectrum of the clean O–ZnO surface is 

characterized by intense Fuchs-Kliewer phonons at 68, 135 and 201 meV (see 

Fig. 4.1) [314].  

 

 
Figure 4.1. HREEL spectra obtained after 20 ML Cu deposition on the clean O-ZnO(000 1 ) 

surface at 300 K and then annealing to the indicated temperatures. The inset shows the FWHM 

value of the quasi-elastic peak as a function of annealing temperature Ta. All spectra were 

recorded at room temperature in specular geometry with the primary electron energy of 10 eV 

and incident angle of 55º with respect to the surface normal. 
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After deposition of Cu up to 20 ML at RT, the surface phonons are fully 

screened by Cu layer. They reappear and increase in intensity with annealing 

the sample to higher temperatures. Upon heating to 825 K, the spectrum of 

Cu/O–ZnO becomes comparable with that of the clean O–ZnO (see Fig. 4.1). 

We can first rule out the possibility of Cu desorption from the surface, as 

confirmed by the corresponding thermal desorption spectroscopy data (not 

reported). The present HREELS results could be attributed to the aggregation 

of Cu particles on ZnO(000 1 ) and/or diffusion into bulk ZnO. Importantly, 

the reappearance of the Fuchs-Kliewer phonons is accompanied by a dramatic 

increase of the full width at half maximum (FWHM) value of the quasi-elastic 

peak in HREELS (see inset of Fig. 4.1). Obviously, this significant peak 

broadening cannot be explained by the aggregation of Cu clusters on O–ZnO, 

but, according to similar observations on H/O-ZnO [212], it originates from 

the excitation of low-energy plasmons, which is related to an electronic doping 

effect of Cu defects formed via diffusion into bulk ZnO. This assignment is 

further evidenced by additional experiments discussed below. 

For doped semiconductors, the broadening (Δ) of the quasi-elastic signal in 

HREELS depends on the density of free charge carriers and the sample 

temperature [315]. For comparison, we carried out temperature-dependent 

experiments on differently treated Cu/O-ZnO samples. Figure 4.2 presents the 

results of Δ (Δ
2
) as a function of temperature below 300 K.  

 

 
Figure 4.2. (a) The broadening (FWHM, Δ) of the quasi-elastic peak in HREELS as a 

function of the measurement temperature Tm for the clean O-ZnO(000 1 ) surface deposited 

with 20 ML of Cu at 120 K without further heating treatment. (b) The value of Δ
2
 as a 

function of the measurement temperature Tm for the Cu/O-ZnO sample prepared by 20 ML Cu 

deposition at RT followed by annealing to 825 K and then cooling down to 120 K. The solid 

curve in (b) is the result of a non-linear least squares fit, which gives an ionization energy of 

88 meV. 
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For the sample freshly prepared by deposition of 20 ML Cu at 120 K without 

additional heating treatment, the FWHM is nearly constant with a slight 

deviation within the experimental error, indicating no formation of shallow 

donor states, thus confirming that Cu atoms do not diffuse into bulk ZnO 

below RT. In contrast, for the Cu/O–ZnO sample obtained after first annealing 

to 825 K and then cooling down to low temperatures, the value of Δ
2
 exhibits a 

continuous increase with raising the measurement temperature Tm (see Fig 

4.2b). This finding provides another experimental evidence for the electronic 

doping effect of Cu species incorporated in bulk ZnO. 

On the basis of the formula for temperature-dependent conduction band 

(CB) charge density n and the broadening Δ as described in Eqs. (2.50 and 

2.51), we can further estimate the corresponding ionization energy. The solid 

curve in Figure 4.2b presents the result of Δ
2
 as a function of temperature 

calculated by a nonlinear least square fit, yielding an ionization energy of 88 

meV. This rather small value corresponds to the formation of shallow donor 

states created by the incorporation of Cu atoms in bulk ZnO, which is not 

simple to rationalize since all Cu related species in ZnO have been reported in 

the literature as deep acceptors with ionization energies always larger than 2 

eV [301,302,303,304]. Note that a deep acceptor state would not lead to an 

apparent quasi-elastic peak broadening in HREELS. In order to understand the 

origin of the low ionization state, we have carried out a DFT investigation by 

means of the hybrid density functional B3LYP, which reproduces with 

excellent accuracy the bulk ZnO band gap (exp. 3.44 eV [174] vs theo. 3.38 

eV). 

 

Theory. Copper doping of ZnO is commonly viewed as Cu substitution of 

one lattice Zn
2+

 ion (Cus) and it has been largely studied in literature. From an 

experimental point of view, copper doping of zinc oxide single crystal has 

been easily achieved by pulsed laser techniques [260,261], ion implantation 

[302,316], flux methods [304,317] and high temperature treatments [300,318]. 

In particular, in a recent work based on the emission channeling technique 

[316] it has been demonstrated that 70% of Cu atoms are substitutional to 

zinc with rms displacements of 0.16–0.17 Å from the original lattice site. 

Copper is in a 2+ formal oxidation state, Cus
2+

,
 
replacing a Zn

2+
 lattice ion and 

the overall system is thus charge neutral. The presence of a hole in the Cus
2+

 

3d shell (see Fig. 4.3a) causes a Jahn-Teller distortion of the tetrahedral 
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coordination sphere with a shortened axial Cu–O distance from 2.00 to 1.90 Å. 

The unpaired electron is highly localized on a Cu 2
z

d -orbital pointing toward 

the closest oxygen (see Fig. 4.3a). All the Cu 3d states are localized inside the 

VB, except for the unoccupied beta spin component, 2.7 eV above the VB top 

(see Fig. 4.3a).  

 

 
Figure 4.3. Upper panel: spin density plot and schematic structure of the (a) Cus species in 

bulk ZnO. Ball and stick and schematic representations of the (b) CusZni and (c) Cui species in 

bulk ZnO. Zn, O and Cu are represented by grey, red and yellow spheres, respectively. Lower 

panel: band structures for the various models together with a schematic representation of the 

Cu d states in the band gap of the material (from Kohn-Sham eigenvalues in Γ). The red arrow 

represents the unpaired electron delocalized in the CB for CusZni and Cui. 

 

The Cus
2+

 species has been previously studied and identified as a deep 

acceptor [305,307,319]. The addition of an extra electron fills up the Cu 3d 

shell (Cus
+
) and induces a considerable outward relaxation of the nearest O 

atoms by 4%  9% restoring the original zinc tetrahedral coordination. The 

corresponding relaxation energy, Erel, is 0.58 eV and the Cu 3d states are lifted 

up in the band gap and splitted by the crystal field in e and t2 components. 

Further addition of a second extra electron does not cause significant distortion 

of the system but only a tiny distortion of the bottom of CB in a commonly 

described perturbed host state (PHS) [67], where the electron is delocalized. 
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The corresponding (0/–1) and (–1/–2) transition energy levels computed with 

the present computational setup (0.91 and 0.12 eV below the CB bottom, 

respectively) are consistent with the experimental data and a recent GGA+U 

study [305]. While Cus
2+

 is a good acceptor that can easily capture electrons 

from any shallow donors present in the bulk [(0/–1) charge transition], Cus
+
 is 

a very poor acceptor [(–1/–2) charge transition]. Concluding, a stoichiometric 

excess of donors with respect to Cus
2+ 

acceptor species can result in a residual 

n-type conductivity. 

The question is the following: which type of donors could be present? A 

generally recognized double electron shallow donor is interstitial zinc (Zni) in 

ZnO. Since Cus is a single electron compensating acceptor, if one Cu atom 

kicks out one Zn atom from its lattice position, forming a Cus and a Zni 

species, we expect an extra electron stabilized at the CB bottom which could 

be responsible of a n-type conductivity. Thus, we investigated the co-presence 

of these defects (CusZni) in a nearby (2.4 Å) or far apart (10.0 Å) 

configuration. The Cus and Zni species prefer to be in close contact (by 1.5 eV) 

as a consequence of a significant lattice rearrangement. Cu and Zn atoms share 

the same lattice site in a so-called split-interstitial configuration (see Fig. 

4.3b). The electronic structure of the system is very similar to that observed 

for Cus
+
. This indicates that only the first electron from the Zn impurity has 

been transferred to the Cus while the second lies in a PHS. The system is a 

shallow donor with thermodynamic transition level ε
therm

(+1/0) computed to be 

113 meV from the CB minimum (see Fig. 4.4). 

Cu atoms may also occupy interstitial voids in ZnO (Cui). Since for Zni the 

octahedral cavity was found to be 0.9 eV more stable [252], we assume a 

similar situation for Cui (see Fig. 4.3c). Similar structural relaxations are 

observed for Cui and Zni, with almost identical distances to O [2.07 Å (see 

Sec. 3.3.2)] and to the nearest Zn ions [2.44–2.59 Å (see Sec. 3.3.2), 2.42–2.50 

Å respectively]. Differently from Zni, a double electron shallow donor, Cui is 

expected to behave as a single electron shallow donor, which is confirmed by 

the present calculations. The thermodynamic transition level ε
therm

(+1/0) for 

Cui defect centre is computed to be 126 meV from CB minimum which is, as 

for the case of CusZni (113 meV), in rather good agreement with the 

experimentally determined 88 meV (see Fig. 4.4).  

We have identified one deep acceptor (Cus) and two shallow donor species 

(CusZni and Cui) with computed donor ionization energies in good agreement 

with the experimental value. The stability of these species is now compared at 

the oxygen-poor limit (further details are in Sec. 2.1.5.2 and 4.3.6). Formation 
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energies are reported as a function of the Fermi level (EF) ranging from the top 

of the VB to the bottom of the CB. While absolute values of formation 

energies are dependent on the choice of reference compounds, relative values 

are not. We observe that the CusZni species is always less stable than the Cui 

species by 0.75 eV. The most stable species at low Fermi level values (EF < 

1.80 eV) is Cui
 
(in particular Cui

+
), while at high Fermi level values (EF > 1.80 

eV) it is Cus. These results mean that Cui is always a better donor species than 

CusZni and is the predominant defect for a broad range of EF. Only for an 

electron rich system, which is not the present case, an acceptor species such as 

Cus becomes favored. 

 

 
Figure 4.4. Left panel: thermodynamic transition levels (eV) in the band gap of ZnO for Cu 

acceptor () and donor () species in bulk ZnO. Right panel: formation energy of Cu defects 

as a function of the Fermi level at the oxygen poor limit. The slope corresponds to the charge 

state of the defect considered. Tick marks unit on y axis is 0.5 eV.  

 

In conclusion, based on the very good agreement of the experimental 

ionization energy of 88 meV with the computed ε
therm

(+1/0) value of 126 meV 

and the thermodynamic analysis, reported in Figure 4.4, we propose the 

shallow donor species to be Cui in bulk ZnO. 

 

4.3.2 Comparison with Spectroscopic Data 

Photoluminescence. Cus
2+

 is reported to be an acceptor species, responsible 

of the typical green luminescence in ZnO with a zero-phonon doublet at 2.86 

eV, analyzed by the pioneering work of R. Dingle [301]. This emission was 
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attributed to the transition from an excited Cus
+
 3d

10
4s

0 
state [A

–
] to the Cus

2+
 

3d
9
4s

0 
state [A

0
] and its corresponding acceptor transition level (0/–1), in the 

semiconductor terminology, was estimated at 0.17 eV [304] and 0.19 eV [303] 

below the conduction band (CB) by electrical measurements [31]. The 

discrepancy in the position of the state as obtained by luminescence and 

electrical measurements is a consequence of a large Stoke shift in the former 

case. 

The transition levels (0/–1) for Cus
2+

 computed in the present work with the 

hybrid functional B3LYP are consistent with the experimental data (see Table 

4.1), and a recent work by Lany and Zunger [305] using a GGA+U method 

and applying a hole-state correction for the Zn and Cu d states. The green 

luminescence centred at 2.86 eV corresponds to the PL2 transition (see Sec. 

2.1.5.1 and Figs. 2.2 and 2.3 for details) where the excited electron decays 

from the defect A
–
 (Cus

+
) to the valence band according to the Franck–Condon 

principle. Depending on the residence time of the electron at the Cus
+
 defect, 

the emission peak should range from [therm
(0/–1) – Erel] to opt

(0/–1) [320], 

computed from 1.96 eV to 3.06 eV respectively, in good agreement with the 

experimental peak at 2.86 eV. Previous theoretical works based on LDA and 

GGA calculations reported transition levels closer to the VB (0.7 [319] and 

0.98 [307] eV, respectively) that were erroneously interpreted as the origin of 

the green luminescence according to a PL1 type transition with the excited 

electron recombining at the defect level (see Sec. 2.1.5.1 and Figs. 2.2 and 2.3 

for details). These calculations are severely affected by the band-gap error and 

the self-interaction problem, two well-known shortcomings of standard DFT 

methods.  

 
Table 4.1. Optical and thermodynamic transition levels for some selected Cu defects 

considered in this work (in eV). 

Defect Transition ε(q/q')
therm

  ε(q/q')
opt

  Erel 

Cus (0/–1) 2.48 3.06 0.58 

Cui (+1/0) 3.26 3.20 0.06 

CusZni (+1/0) 3.27 3.13 0.14 

Cus2Cui (+1/0) 3.30 3.27 0.03 

CusVO (+1/0) 2.27 1.12 1.15 

 

EPR Properties. Being substitutional copper to zinc a paramagnetic species 

in ZnO (Cus
2+

 3d
9
4s

0
), it has been investigated by several groups with the EPR 



85 4. Copper Doping 
 

85 

 

spectroscopy. The continuous wave (CW) EPR spectrum of Cus
2+

 in a single 

crystal ZnO was first reported by Dietz et al. [317] and consists of a S = ½ 

species with axial symmetry, interacting with a single Cu nucleus resulting in 

a well-resolved hyperfine pattern due to the two copper isotopes (
63

Cu, I = 3/2, 

69.2% abundant and 
65

Cu, I = 3/2, 30.8% abundant). The interpretation of the 

large g shifts and hyperfine coupling constants, (see Table 4.2), much debated 

in literature [317,321,322,323,324,325,326], is still an open question. In 

particular two main currents of thought can be identified. From one side Dietz 

et al. [317] proposed a model of interpretation of g-shifts involving a 

considerable covalency with the 3d hole spending 40% of its time on 

neighboring oxygens. The major criticism to this theory is related to the 

anomalously large overlap integral between the 3d and oxygen orbitals [322], 

in contrast with the experimentally estimated 90% ionic character of ZnO 

[327]. From the other side, Bates [323] drew the attention to the possible 

hybridization of the 3d
9
 ground state with the 3d

8
4p

1
 excited state. According 

to this hypothesis, the hole is estimated to spend 67.5% and 7.5% of its time in 

the 3d and 4p orbitals, respectively, which would also explain the large 

hyperfine coupling constants.  

Here, we present for the first time the ab initio computation of hyperfine 

coupling constants for the model of substitutional copper in ZnO (see Fig. 

4.1a).  

 
Table 4.2. Spin Hamiltonian parameters for 

63
Cus

2+
. All values are in MHz.  

 A1 A2 A3 aiso T1 T2 T3 spin 

Exp. [317]
(a) ± 584.60  692.52  692.52  266.81 ±851.41  425.71  425.71 / 

Exp. [321]
 ± 593.59  683.53  683.53  257.82 ±851.41  425.71  425.71 / 

(b) +449.60 -359.17 -359.17 -89.58 +539.18 -269.59 -269.59 0.74 

(c) 
+333.1

5 
-485.92 -485.92 -212.90 +546.05 -273.02 -273.02 0.74 

a We propose a different decomposition of the A tensor into the aiso and T components than what reported 

in the experimental Ref. [317] in agreement with the interpretation of Bates [323] and Zheng et al. [324].  
b Cu basis set from Ref. [313]. 
c Fully decontracted Cu basis set from Ref. [313]. 

 

In the most stable electronic configuration, described in Figure 4.1a, the 

unpaired electron lies mostly in a 2
z

d  state, as a consequence of the trigonal 

distortion along the c-axis with a shorter Cu–O bond. The spin density on the 

Cu atom is 0.74 while 0.15 is on the axial O, according to a Mulliken analysis. 

The hyperfine coupling constants have been obtained after complete 
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decontraction of the Cu basis-set to increase the flexibility of the core s-

functions (see Table 4.2). The isotropic component is in rather good agreement 

with the experimental value. The negative value of the aiso indicates that the 

unpaired spin density is of the minority spin character (beta) since gN for Cu is 

positive. This can be explained by an exchange interaction of the spin density 

more distant from the nucleus, leaving the minority spin density in the region 

near the nucleus. The dipolar tensor T is axial, as experimentally observed. 

The quantitative agreement is in this case less satisfactory. The discrepancy is 

most probably due to the spin–orbit contribution which has not been included 

in the present calculations. This is found to be essential for the quantitative 

reproduction of experimental values in the case of transition metal compounds 

and in particular for Cu
2+

 complexes [328,329]. Although largely 

underestimated, the computed dipolar components make up the major part of 

the hyperfine coupling constants, in line with the fact that the unpaired 

electron lies mostly in a d orbital. 

 

4.3.3 Magnetic Properties: CusCus 

The magnetic properties resulting from Cu-doping of ZnO have been 

intensively investigated [306,307,308,309,310,311] with the final goal of 

achieving a suitable ferromagnetic material for spintronic applications. The 

experimental evidences are controversial and ferromagnetism has been so far 

reported for both conductive p-type [260,261] or n-type [330] and insulating 

[331,332] samples. An accurate description of the direct exchange coupling of 

Cu ions is important to clarify Cu-doped ZnO magnetic properties, and 

eventually to predict potentially interesting combinations with co-dopant 

elements for RT-ferromagnetism. Hybrid exchange-correlation functionals are 

precious tools since LDA and GGA approaches often fail to describe, even 

qualitatively, strongly localized unpaired charge carriers, due to the spurious 

delocalization deriving from the incorrect description of the self-interaction 

[53,333,334]. This problem can be overcome by adding a percentage of exact 

Hartree–Fock exchange, as in hybrid functionals, or using an on-site potential 

and requiring the linear dependence of total energy on the electron occupation, 

also known as generalized Koopmans‟ condition [305]. In this work we use 

the hybrid B3LYP functional, as implemented in the CRYSTAL06 code, that 

has been successfully used to describe the magnetic properties of a wide 

variety of solids [333,335,336,337].  
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We have considered only first and third next-neighbours Cus since the 

magnetic interactions are reported to decrease as r
–t

, with r the distance 

between the Cu ions and t varying between 11 and 15 [338]. Two 

configurations are examined, with the Cu ions lying in the xy-plane 

(perpendicular to the c-axis) or along the z-axis (equivalent to the c-axis, see 

Fig. 4.5) and with Cu–Cu distance of 3.34 Å (next-neighbours) and 5.27 Å 

(the third next-neighbours), respectively. The atomic positions are fully 

relaxed for each configurations and then they are kept fixed for the calculation 

of ferromagnetic (FM) and antiferromagnetic (AFM) states. The energy 

differences, E = E
AFM

–E
FM

, accounting only for the different magnetic 

interactions, are negligible, +3 meV and +1 meV for xy-plane and z-axis 

configurations, respectively. The unpaired electrons in both structural 

configurations and in both magnetic states are largely localized in a d state of 

the Cu ions with a small delocalization on one next-neighbouring O ion (see 

Fig. 4.5).  

 

 
Figure 4.5. Upper panel: spin density plots and schematic structures of the CusCus species in 

bulk ZnO for the FM states in the a) xy-plane configuration and b) z-axis configuration. Zn, O 

and Cu are represented by grey, red and yellow spheres, respectively. Lower panel: band 

structures for the two models in the FM state together with a schematic representation of the 

electronic structure (from Kohn–Sham eigenvalues in ).  
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In the lower panels of Figure 4.5 a schematic representation of the electronic 

structure is reported showing that the Cu d states in the FM state of both 

structural configurations are localized in the proximity of the VB top with the 

two unoccupied beta spin components (one for each Cus) lying high in the 

band gap of ZnO. The atomic spin density from the Mulliken analysis on the 

two Cu species is 0.74 e, indicating a high spin localization. Comparison of 

total energies of z-axis and xy-plane configurations in the FM magnetic states 

(FM) shows that the most stable species is the z-axis one by 8 meV. 

 
Table 4.3. Total energy difference E = E

AFM
–E

FM  
(in meV) for xy-plane (next-neighbours) 

and z-axis (the third next-neighbours) configurations with different functionals and supercell-

size models, as reported in literature.   

 DFT method N° atoms 

E 

xy-plane z-axis 

This work
 

B3LYP 192 +3 +1 

Ref. [339]
 

LDA 32 +90 +10 

Ref. [339] LDA+U 32 +25 0 

Ref. [307] GGA 72 +130 +10 

Ref. [308] GGA 32 +129 / 

48 +120 / 

72 +130 / 

108 +160 / 

Ref. [308] GGA+U 72 +30 / 

Ref. [310] B3LYP 32 –669 +13 

 

In Table 4.3 total energy differences from previous works for comparison 

with the present hybrid functional results are reported. It is evident that for the 

z-axis configuration, where the two Cu ions are further apart, the FM and 

AFM solutions are basically degenerate or very close in energy for all 

methods. For the xy-plane configuration with two next neighbouring Cu ions, 

apart from a small supercell B3LYP calculation which is totally off with 

respect to the other values, it is possible to observe that LDA and GGA 

functionals overestimate the relative stability of the FM solution, while 

LDA+U [339], GGA+U [308] and present B3LYP calculations are in closer 

agreement with a tiny or negligible energy difference. Note that the supercell 

models used for these three calculations are rather different which may 
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account for the slight differences in energy (LDA+U:32 vs GGA+U:72 vs 

B3LYP:192 atoms). This short overview of the data is fully consistent with the 

LDA and GGA poor performances when describing localized unpaired 

electrons as discussed above. The larger and spurious delocalization intrinsic 

of LDA and GGA methods is the probable reason for the overestimated 

magnetic interaction between the two Cu centres occupying the next-

neighbouring sites (FM vs AFM for xy-plane, see Table 4.3). 

Concluding, the B3LYP results from this work indicate that Cus impurities 

in ZnO do not present any direct magnetic interaction and would be 

magnetically disordered at room temperature. The observed RT-

ferromagnetism [260,261,330,331,332] of Cu-doped ZnO might be induced by 

Cus interaction with other magnetically active impurities [332,340]. However, 

this analysis goes beyond the purpose of the present study and will be the 

object of future work.        

 

4.3.4 Copper Clustering: CusCui, Cus2Cui 

CusCui. Larger concentrations of Cu species in bulk ZnO may lead to more 

complex systems where both substititutional and interstitial copper species are 

present. These systems may present some interesting or unexpected electronic 

properties. For example, a substitutional and nearby interstitial copper pair 

(CusCui), after full structural relaxation, are found to actually share an original 

Zn lattice position. Thus the two copper species are perfectly equivalent and 

cannot be distinguished into a substitutional and interstitial copper anymore 

(see Fig. 4.6a). This final configuration is obtained starting from a copper 

atom both in a tetrahedral or an octahedral void. Both species hold a Cu
+
 

formal oxidation state since the original shallow donor Cui species donates the 

high lying electron to the original deep acceptor Cus species. This results in a 

close shell configuration as represented schematically in the lower panel of 

Figure 4.6a. The nearby CusCui pair is largely favoured (1.1 eV) with respect 

to the non-interacting Cus and Cui species, far apart in the supercell model, 

even though the compensating electron transfer is analogously observed.  

 

Cus2Cui. A second interstitial copper species in the presence of a CusCui 

pair (Cus2Cui, see Fig. 4.6b) re-establishes a donor character of the overall 

system [ε
therm

(+1/0) = 0.08 eV from CB minimum], with a single unpaired 

electron in a perturbed host state (see the schematic representation of the 
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electronic structure in Fig. 4.6b). The second Cui is almost unperturbed in the 

original interstitial position both if close to or far apart from the CusCui 

fragment. The former configuration is favored by 0.5 eV indicating a tendency 

of Cu species to cluster, as we will discuss below (see Sec. 4.3.6). 

 

 
Figure 4.6. Upper panel: ball and stick and schematic structures of the a) CusCui and b) 

Cus2Cui species in bulk ZnO. Spin density plot and schematic structure of the c) CusVO 

species in bulk ZnO. Zn, O and Cu are represented by grey, red and yellow spheres, 

respectively. Lower panel: band structures together with a schematic representation of the 

electronic structure (from Kohn-Sham eigenvalues in ). Red and blue arrows represent the 

unpaired electron delocalized in the CB for b) and the unpaired electron localized in the VO for 

c), respectively. 
 

4.3.5 Interaction with Oxygen Vacancies: CusVO 

Some recent theoretical works [308,309,339,341] analyzed the potential 

interaction between transition metal dopants and oxygen vacancies, VO, in 

ZnO. Oxygen-poor conditions favor oxygen vacancies formation which are 

double donor defects [342] (see Sec. 3.3.3). We have investigated the interplay 

of a single neutral VO with a nearby (in both axial and equatorial positions) or 

a distant substitutional copper species (Cus). The situation with copper 

substituting one of the nearest zinc atoms around the vacancy is about 0.4 eV 
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more stable (see Fig. 4.6c). 

Partial charge transfer from the vacancy to the metal is observed when the 

two impurities are in direct contact, with the unpaired electron still partially 

localized in a Cu 3 2
z

d  state (0.3 e from the Mulliken spin population analysis), 

as shown by the spin density plot in Figure 4.6c. The partial spin localization 

on Cu is true for the vacancy in both axial (reported in the figure) and 

equatorial positions with respect to the Cu ion. The VO state is commonly a 

doubly occupied state [30], however, in the presence of an axial neighboring 

Cu ion, it is mixed with the Cu 2
z

d  state, as proved by the projected density of 

states (not reported)
 
and, most importantly, it becomes singly occupied (see 

the schematic representation of the electronic structure in the bottom panel of 

Fig. 4.6c). This system (CusVO), with an unpaired electron in VO, is still a 

rather deep donor with ε
therm

(+1/0) = 2.27 eV from VB (see Table 4.1). We 

wish to note that these calculations could not be performed in the presence of 

ghost functions on the vacancy site because of technical problems related to 

the vicinity of the Cu ion. The absence of ghost functions may induce an 

enhanced and spurious  mixing of the VO state with the Cu d states.  

When the two impurities are far apart in the supercell model (about 10 Å) 

there is no electron transfer from the vacancy to the copper ion (0.74 e on Cu 

from Mulliken spin population analysis). 

 

4.3.6 Relative Stability of Cu Species 

Finally, the energetics for the various copper defects which have been 

investigated in this study and presented in the previous sections is compared. 

The relative stability is discussed in terms of formation energy, Eform, and 

analyzed as a function of (a) the Fermi level of the system, EF, (see Fig. 4.7) 

and (b) the oxygen chemical potential, μO (see Fig. 4.8). We take O = ½ (O2) 

+ '
O with '

O ranging from –3.78 to 0 eV where the value of '
O = 0 

corresponds to the oxygen rich limit at which oxygen condensation will occur, 

whereas '
O = –3.78 is the calculated formation energy of wurtzite ZnO (to 

be compared with the experimental heat of formation of –3.63 eV [343]). We 

refer the reader to Sec. 2.1.5.2 for exhaustive details. 

(a) We first focus the attention on the dependence of the relative stability of 

the various defect species with the Fermi level of the system and fix the 

oxygen chemical potential at the oxygen poor [O = ½ (O2) – 3.78 eV, Fig. 
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4.7 left panel] and at the oxygen rich [O = ½ (O2) , Fig. 4.7 right panel] 

limits. The range of Fermi level considered goes from the top of the valence 

band to the bottom of the conduction band. Only the portion of the curves 

relative to the most stable charge state at a certain Fermi level is reported.  

At oxygen poor conditions (Fig. 4.7 left panel), Cui is predominant for a 

wide range of Fermi level values, confirming the facility to obtain n-type 

conductivity in ZnO. Interstitial copper species are even more stable by few 

tenths of an eV when a donor-acceptor copper pair (Cus2Cui) is present in the 

neighbourhood, indicating a tendency of copper defects to cluster in bulk ZnO. 

Cu-doping is therefore experimentally expected to produce inhomogeneously 

doped regions as reported by Sudakar et al. [344] and calculated by Huang et 

al. [307]. Going towards higher Fermi levels (EF > 2.18 eV), i.e. for electron 

rich systems, the Cus becomes thermodynamically the most stable species. At 

oxygen rich conditions, the situation changes drastically with Cus becoming 

the most stable copper defect at any Fermi level (Fig. 4.7 right panel). 

 

 
Figure 4.7. Formation energy of Cu defects as a function of the Fermi level (left panel) at the 

oxygen poor limit ('O = –3.78, 'Zn = 0, 'Cu = 0) and (right panel) at the oxygen rich 

limit ('O = 0, 'Zn = –3.78, 'Cu = –1.70). The slope corresponds to the charge state of the 

defect considered.  

 

(b) The dependence of the formation energy for the most stable charge 

states at the zero Fermi level (EF = 0) of all the Cu-doped models considered 

in this work is now analyzed. In Figure 4.8 we report the formation energies as 

a function of '
O. In order to take into account the equilibria with the copper 
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oxides (Cu2O and CuO) and zinc oxide (ZnO) formation for increasing oxygen 

concentration or for less negative ’
O, we consider the following system of 

equations (see Sec. 2.1.5.2 for more details): 

 

 

 

(4.1) 

 

 

where formation energies 
OCu

form
E 2 and CuO

form
E  of the oxides have been computed 

with the same computational setup as for all the other calculations and are in 

good agreement with the experimental heats of formation [178]. Solving the 

system of disequations above, we obtained the following values for ’
Cu  in 

different ranges of ’
O: 

'
Cu =  0 in the range –3.78 ≤ '

O  ≤ –2.08                     (4.2) 

'
Cu = (–2.08 – '

O )/2 in the range –2.08 ≤ '
O  ≤ –1.32     (4.3) 

'
Cu = (–1.70 – '

O ) in the range –1.32 ≤ '
O ≤ 0       (4.4) 

and  '
Zn = (–3.78 – '

O) for all the range of '
O       (4.5) 

   

 
Figure 4.8. Formation energy of Cu defects as a function of delta oxygen chemical potential 

'O at the zero Fermi level (EF = 0). Note that there are three regions in function of the 

predominant equilibrium, i.e. Cu metal, Cu2O and CuO, see text for details.  
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From the graph in Figure 4.8 we observe that the clustering of copper 

species is energetically favored for a large range of oxygen chemical potential, 

especially at oxygen poor conditions. Interstitial copper is also preferred at 

oxygen poor conditions although it may compete with substitutional copper in 

the presence of oxygen vacancies. This was not obvious and has the meaning 

that forcing an interstitial additional copper atom in the lattice costs 

approximately as substituting a zinc atom and removing an oxygen atom 

altogether. We also learn that interstitial copper (Cui) is thermodynamically 

preferred to interstitial zinc (CusZni), i.e. a copper atom cannot push a zinc 

atom from its lattice position into an interstitial site. Finally, the substitutional 

copper species becomes favoured at oxygen rich conditions, as expected. 

 

4.4 Conclusions 

The purpose of this work was to provide an overview on copper doped bulk 

ZnO based on hybrid exchange-correlation functional calculations. Copper has 

been investigated in a variety of sites and concentrations, also in the presence 

of intrinsic defects such as oxygen vacancies. Computed properties have been 

compared to experimental data. In particular, the present HREELS data 

demonstrates that Cu particles deposited on the O–ZnO(000 1 ) surface can 

diffuse into bulk ZnO by thermal treatment at temperature higher than RT. Cu, 

commonly reported as an acceptor species in bulk ZnO, is presently found to 

induce a shallow donor state, leading to a dramatic quasi-elastic peak 

broadening in the HREEL spectra. A temperature-dependent analysis of the 

broadening gives an ionization energy of 88 meV. Based on the very good 

agreement of this value with the computed thermodynamic transition energy 

levels, we propose the shallow donor species to be interstitial Cu in bulk ZnO. 

Substitutional copper is confirmed to be a deep acceptor species and the 

hyperfine coupling constants with 
63

Cu nucleus are computed for the first time 

and prove a negative Fermi contact term of the isotropic component and large 

values for the dipolar component. Ferromagnetic and antiferromagnetic spin 

configurations have been compared in different structural configurations for 

substitutional (to Zn) copper species and with previously reported data in 

literature. Although the ferromagnetic is found to be the true ground state 

within our computational setup, the energy difference with respect to the 
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antiferromagnetic state is so tiny that magnetic order for this type of system 

can be excluded. The presence of a higher concentration of copper impurities 

is found to favour copper clustering. Intrinsic defects such as oxygen 

vacancies may spontaneously transfer one electron to substitutional copper 

species. The thermodynamic analysis of the relative stability of the various 

copper impurities considered in this work indicates that interstitial copper is 

favoured for a large range of oxygen chemical potentials. Substitutional 

copper is preferred at oxygen rich conditions. For higher concentration of 

copper in ZnO copper clustering is preferred and reduces the cost of doping.    
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CHAPTER  5 

Nitrogen Doping
‡
  

Abstract 

Nitrogen doping is investigated by a combined computational and 

experimental study on polycrystalline and single crystal ZnO. Electron 

paramagnetic resonance (EPR) experiments, in conjunction with density 

functional theory (DFT) calculations, provide a detailed description of 

defective centres produced upon nitrogen doping of polycrystalline ZnO. Two 

distinct paramagnetic species are formed upon annealing of ZnO nanoparticles 

in ammonia atmosphere, which are characterized by the interaction of the 

unpaired electron with one and two N nuclei. The monomeric defect, on the 

basis of quantum chemical calculations, is assigned to a nitrogen ion 

substituting a lattice oxygen ion. Nitrogen doping is achieved on ZnO (10 1 0) 

surface upon ammonia sputtering. The crucial role of the subsequent oxidation 

treatment to get rid of residual hydrogen impurities is investigated through 

thermal desorption spectroscopy (TDS). HREELS experiments provide the 

optical transition energies of nitrogen defects. Finally, the computation of 

transition energy levels proves that nitrogen acts as deep acceptor species in 

ZnO disappointing the hopes to achieve p-type conductivity through nitrogen-

doping. 

                                                 
‡
 The results described in this Chapter have been reported in: F. Gallino, C. Di Valentin, G. 

Pacchioni, M. Chiesa, E. Giamello, J. Mater. Chem., 2010, 20, 689; F. Gallino, L. Jin, H. 

Noei, C. Di Valentin, Y. Wang, in preparation; F. Gallino, G. Pacchioni, C. Di Valentin, J. 

Chem. Phys., 2011, 133, 144512.  
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5.1 Introduction 

Nitrogen is emerging as an important doping element in different 

semiconducting oxides. In the case of TiO2, it is one of the most promising 

candidates in the development of effective photocatalysts capable of operating 

efficiently under solar energy irradiation [254,345,346]. In the case of ZnO, 

the incorporation of N atoms in the oxide lattice has been regarded as the most 

promising way to achieve p-type doping of this material, which is fundamental 

for opto-electronic as well as photochemical applications [31,257,347,348]. 

Different groups have observed shallow acceptor levels with hole-binding 

energies of only 100-200 meV after N-doping of ZnO thin films and bulk 

crystals [31,242,348,349,350]. However N-doping is still a controversial 

matter and it remains an open issue until an atomistic description of nitrogen 

incorporation and of its bulk species is achieved. Just a multidisciplinary 

approach may provide a full understanding of the doping mechanism. On the 

theoretical side, earlier calculations for nitrogen impurities substituting for 

oxygen (Ns) based on standard density functional theory (DFT) methods (LDA 

and GGA) yielded a value of 0.4 eV for the acceptor ionization energy 

[351,352]. However, the local density or generalized approximations to DFT 

are severely affected by underestimation of band gaps and by an incorrect 

delocalization of defect levels resulting in the tendency of overestimating 

shallow acceptor states [190,305,353]. In this work we use a hybrid exchange-

correlation functional, in particular the popular B3LYP [59,60], that well 

reproduces the experimental gap and partially improves the spin localization.   

So far, N impurities in ZnO have been obtained by direct synthesis with 

chemical vapour deposition (CVD) methods in N2O or NH3 atmospheres 

[354], by mechanochemical methods [355,356] or by post-synthesis treatments 

with NH3 at high temperature [357]. The first nitrogen EPR signal in ZnO was 

reported by Carlos et al. [358] and assigned to a substitutional N atom 

replacing an oxygen anion in the ZnO lattice. Detailed single crystal studies 

have followed, e.g. by the group of Halliburton, and paramagnetic species 

associated to N
–
 and N2

–
 impurity states have been proposed [359,360]. 

Complex centres containing N and Zn interstitials have also been reported by 

optically detected magnetic resonance [361]. In the case of polycrystalline 

samples, however, even though some reports are available in the literature 

[355,362], there are scant details about the EPR characteristics of N dopants 

incorporated in ZnO powders. Polycrystalline materials offer the advantage of 
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being easy to produce and provide the opportunity to tune the optical and 

electronic properties by confinement of the electronic wave function over 

nanometer sized particles [363].  

In the first part of this Chapter, we report a CW and pulsed EPR study in 

conjunction with DFT calculations aimed to characterize nitrogen defective 

centres produced upon annealing in NH3 atmosphere of polycrystalline ZnO. 

We observe two distinct paramagnetic species that are characterized by the 

interaction of the unpaired electron with one and two N nuclei and we focus 

our attention on the nature and properties of the monomeric N species. 

Electron spin echo (ESE) detected EPR and HYSCORE experiments allow us 

to access a detailed characterization of the hyperfine and quadrupolar tensors 

of the defect. Irradiation experiments carried out at 4 K at 450 nm wavelength 

show that the EPR intensity of the monomeric species increases under 

irradiation in accordance with the data reported by Halliburton and co-workers 

[359,360] for N acceptors in single crystals of ZnO. Periodic hybrid DFT 

calculations provide a detailed investigations of all the possible models of 

nitrogen insertion, their corresponding electronic structures and relative 

thermodynamic stabilities. On the basis of these calculations, in good 

agreement with the EPR data, the main nitrogen species is assigned to a N 

atom replacing a lattice oxygen.  

So far, however, an atomistic overview of the doping process of nitrogen 

insertion is still missing. In order to achieve a full insight of this mechanism, 

in the second part of this Chapter we afford a “surface science” approach 

[364]. In particular, we investigate a model system, the ZnO (10 1 0) surface 

under ultrahigh vacuum (UHV) conditions, which makes it possible to address 

specific problems that are unapproachable on polycrystalline samples. At first 

we provide a detailed thermal desorption spectroscopy (TDS) study that shows 

the effectiveness of nitrogen doping achieved upon NH3 sputtering and the 

fundamental role of post-treatment oxidation. Nitrogen bulk species are then 

investigated through high-resolution electron energy loss spectroscopy 

(HREELS) measurements with a 66 eV electron primary energy. This 

technique describes the optical transitions induced by the defective states 

within the material gap that are directly comparable with the transition energy 

levels calculated through the computational method presented in Sec. 2.1.5.1. 

By means of the comparison between experimental and computed data and 

referring to other recent hybrid functional studies [365,366], it is demonstrated 

that nitrogen acts as a deep acceptor species in ZnO disappointing the hopes to 
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achieve p-type conductivity through nitrogen-doping. 

 

5.2 Experimental and Computational Details 

5.2.1 Powder Sample Preparation and EPR Techniques 

Nitrogen doped ZnO powders were synthesized starting from commercial 

ZnO nanosized powders (Sigma-Aldrich nanopowder, < 100 nm particle size, 

surface area 15–25 m
2
g

–1
). The powder was heated in 

14
NH3 or 

15
NH3 gas 

following the procedure proposed by Pfisterer et al. [362] with a final 

oxidation at 500 °C for 1 h in an oxygen atmosphere (pressure 40 mbar). 

CW and pulsed EPR experiments were performed at 5 K with a repetition 

rate of 1 kHz. Electron-spin-echo (ESE) detected EPR experiments were 

carried out with the pulse sequence: π/2 ‒ η ‒ π ‒ η ‒ echo, with mw pulse 

lengths tπ/2 = 16 ns and tπ = 32 ns and a η value of 200 ns. Hyperfine sublevel 

correlation (HYSCORE) experiments [206] were carried out with the pulse 

sequence π/2 ‒ η ‒ π/2 ‒ t1 ‒ π ‒ t2 ‒ π/2 ‒ η ‒ echo with mw pulse lengths tπ/2 = 

16 ns and tπ = 32 ns. The time intervals t1 and t2 were varied in steps of 8 ns 

starting from 96 ns to 3288 ns. Three different η values were chosen (η = 132 

ns, 228 ns and 252 ns). An eight-step phase cycle was used to eliminate 

unwanted echoes. Matched HYSCORE experiments [367] were carried out 

with the sequence π/2 ‒ η ‒ (HTA) ‒ t1 ‒ π ‒ t2 ‒ (HTA) ‒ η ‒ echo. The 

amplitude of the microwave field of the matching pulses was 31.2 MHz. The 

optimal length of the high turning angle (HTA) pulse was experimentally 

determined with a 2D three-pulse experiment where the pulse length of the 

second and third pulses were increased in steps of 8 ns starting from 8 ns. The 

optimal HTA pulse length was found to be 104 ns. The time traces of the 

HYSCORE spectra were baseline corrected with a third-order polynomial, 

apodized with a Hamming window and zero filled. After two-dimensional 

Fourier transformation, the absolute value spectra were calculated. The spectra 

were added for the different η values in order to eliminate blind-spot effects.  

For more details on CW and pulsed EPR experiments we remind the reader 

to Sec. 2.2.1. 

 

5.2.2 Single Crystal Sample Preparation, TDS and HREELS Techniques 

High resolution electron energy loss spectroscopy (HREELS), thermal 
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desorption spectroscopy (TDS), and low energy electron diffraction (LEED) 

experiments were carried out in an UHV apparatus consisting of two chambers 

separated by a valve and described in Sec. 2.2.2. In all experiments the ZnO 

(10 1 0) sample was cleaned by repeated cycles of sputtering (1keV Ar
+
, 30 

min) and annealing in O2 (1 x 10
-6

 mbar, 850 K, 2 min) and in UHV (850 K, 5 

min). Typically, about two sputtering cycles with annealing in UHV were 

followed by one cycle with annealing in O2 [239,240] (for more details see 

Sec. 2.2.2). The surface cleanness was checked by LEED and HREELS. The 

exposures are given in units of Langmuir (L) (1L = 1.33 × 10
6
 mbar×s). 

Since the UHV apparatus could not allow the drastic conditions of the 

doping procedure proposed by Pfisterer et al. [362], we achieved nitrogen 

doping by sputtering the sample in ammonia atmosphere (beam voltage: 2keV; 

ammonia dosing: 4500L) at 650 K. The sputtering gases were 
14

NH3 and 
15

ND3 and a subsequent oxidation treatment (4500L) followed at different 

temperatures. The doping effectiveness was then checked through TDS with a 

heating rate of 1.5 K∙s
-1

. HREELS experiments were performed with 

impinging electrons with a primary energy of 66 eV. 

 

5.2.3 Computational Details 

Spin-polarized calculations were performed using the hybrid B3LYP 

[59,60] as implemented in the CRYSTAL06 code [71]. The all-electron basis-

sets were: O 8-411(d1) [281], Zn 8-64111(d411) [282], N 7-311(d1) [283]. 

We considered a supercell of 108 atoms, obtained by an expansion matrix 3 x 

3 x 3. The bulk lattice parameters have been optimized for bulk stoichiometric 

ZnO: a = 3.2781 Å, c = 5.2876 Å. A 2 x 2 x 2 k-point mesh was used for the 

structural optimizations (6 or 8 k-points according to k-point symmetry) and a 

3 x 3 x 3 k-point mesh (10 or 14 k-points according to k-point symmetry)  was 

used to calculate the densities of states (DOS). The Kohn–Sham eigenvalues 

were computed on each k-point but only those at  are discussed in the text 

because of the direct band gap. For additional details about the computational 

parameters used in this work we refer the reader to Sec. 2.1.4.1. 

A detailed description of the computational method to calculate hyperfine 

and quadrupolar parameters can be found in Sec. 2.1.5.3. Details on the 

computation of transition energy levels and formation energies are provided in 

Secs. 2.1.5.1 and 2.1.5.2, respectively. The supercell size effect was checked 

with a 192-atom supercell model (4 x 4 x 3). 
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5.3 ZnO Powder  

5.3.1 EPR Results 

The as received ZnO powders display an EPR spectrum characterized by a 

slightly asymmetric line with gav = 1.959 (see Fig. 5.1a). This signal, widely 

reported in the literature [368], is always present in native ZnO and is 

attributed to shallow donor impurities. No sign of any hyperfine interaction is 

detectable for this signal. 

 

 
Figure 5.1. CW EPR spectra of a) ZnO starting material, spectrum recorded at 77 K; b) N-

doped ZnO, spectrum recorded at 77 K; c) N-doped ZnO, spectrum recorded at 20 K; d) N-

doped ZnO, spectrum recorded at 4 K.  

 

After treating with ammonia, the sample develops a pale yellow color and  

a new spectrum is observed at 77 K, Figure 5.1b. In the high field region of the 

spectrum a new signal emerges at g = 1.963, while the characteristic signal at 

g = 1.959 of the as prepared material is no longer detected. In the low field 

portion of the spectrum, centred at about the free electron g value a complex 

and unresolved multiline signal is also observed. By cooling the sample to 20 

K (see Fig. 5.1c) the linewidth of this signal sharpens considerably and a well 

resolved powder pattern is observed, which can be interpreted as arising from 

an S = 1/2 centre interacting with two equivalent N nuclei (I = 1). A similar 
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signal was observed in “red” ZnO containing large amounts of nitrogen [369] 

and its features correspond to the molecular nitrogen acceptor centres (“N2
–”

) 

reported by Halliburton and co-workers [360]. The spin-Hamiltonian 

parameters for this centre are reported in Table 5.1. By further cooling the 

sample to 4 K the complex multiline pattern, due to the molecular nitrogen 

acceptors, decreases in intensity, while the EPR signal in the high field region 

changes considerably and a set of well resolved lines appears.  

 

 
Figure 5.2. ESE detected EPR spectra of 

14
N (top) and 

15
N (bottom). Both spectra were 

recorded at 4 K with the following pulse sequence: /2 –  –  – echo, with a mw /2 length tp 

= 80 ns and pulse interval  = 300 ns.  

 

In order to better characterize the new EPR spectrum, electron spin echo 

(ESE) detected EPR experiments have been performed. No spin echo signals 

are observed above 9 K, while a pronounced echo is detected at 4 K. Figure 

5.2 shows two-pulse echo detected EPR spectra of 
14

N and 
15

N doped ZnO. 

The advantage of the echo detected EPR technique in this case is that 

overlapping species can be separated owing to the difference in their 

relaxation times. In particular, no trace of the complex multiline spectrum 

observed at g = 2.00 in the CW spectrum is detected in the field swept echo 

experiment, which indicates that this species is characterized by very fast 

relaxation times which, even at 4 K, exceed the dead time of the instrument 
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(about 100 ns). This fact may be attributed to fast kinetic effects, which are 

presently under investigation in the laboratory of the group of Prof. E. 

Giamello (University of Turin) by means of specific high field EPR 

experiments. The nature of this signal has been discussed by Garces et al. 

[360] in the case of N–doped ZnO single crystals and attributed to molecular 

nitrogen acceptors. The CW EPR spectrum observed at 20 K (see Fig. 5.1c) 

does not, at present, allow us to provide any better characterization for this 

centre. In the following section we will thus concentrate on the monomeric N 

impurity.   

The spectrum in Figure 5.2 (top) corresponds to the absorption powder 

pattern of the CW experiment and shows the typical powder absorption pattern 

expected for an S = 1/2 species with axial symmetry interacting with a single 
14

N (I = 1) nucleus. The simulation was carried out assuming the following 

spin Hamiltonian 

 

       (5.1) 

 

with virtually axial g and A tensors (gz = 1.9947, gx,y = 1.9630; Az = 81.3 

MHz, Ax,y = 8.6 MHz). This assignment is further confirmed by isotopic 

substitution using 
15

N (I = 1/2). The simulation of the 
15

N spectrum was 

obtained using the same set of spin-Hamiltonian parameters deduced from the 

simulation of the 
14

N spectrum [see Fig. 5.2 (top)], accounting for the different 

nuclear spin, and scaling the hyperfine coupling constants according to the 

ratio of the nuclear magnetic moments of the two isotopes (
14

N/
15

N = 

0.26099/0.14325 = 1.82). The spin-Hamiltonian parameters deduced from the 

simulation are reported in Table 5.1. 

 
Table 5.1. Spin-Hamiltonian parameters for the experimentally observed N species. 

Species g g|| Ax/MHz Ay/MHz Az/MHz |e
2
qQ/h|/MHz  

N 1.9630 1.9947 ±8.6(±0.3) ±8.6(±0.3)  81.3(±0.8) 5.30.2 0.20.05 

N–N 1.9935 2.0037 |20.08| |20.08| |10.10|  

 

Analysis of the powder spectral pattern reveals that the intense feature at 

high field is due to an off-axis turning point, as revealed by the spectral road 

maps, and not to a second species. It should be noted that in the ESE spectra 

shown in Figure 5.2 the intense feature due to shallow donors at g = 1.959 

does not show up due to the fast relaxation times of these defects. 


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It is important to note that the echo signal reported in Figure 5.2 shows a 

marked increase in intensity under irradiation with  > 400 nm. This effect is 

similar to that observed in the case of N doped TiO2 [345]
 
and can be 

understood assuming the presence of diamagnetic precursors, which become 

paramagnetic upon radiation-induced excitation. 

In order to further characterize the N centre, HYSCORE experiments were 

carried out (see Sec. 2.2.1). HYSCORE is a two-dimensional experiment 

where correlation of nuclear frequencies in one electron spin (mS) manifold to 

nuclear frequencies in the other manifold is created by means of a mixing  

pulse. The HYSCORE spectrum of a S = 1/2, I = 1 disordered system  is 

usually dominated by the cross peaks between the double quantum (dq) 

frequencies  

 

                    (5.2) 

 

where a is the hyperfine coupling at a given observer position while K = 

e
2
qQ/4I(2I–1)h is the quadrupolar coupling constant and  the so called 

asymmetry parameter. K and  are related to the principal values Qx, Qy and 

Qz of the traceless Q tensor by the following relations: Qx = –K(1 – ), Qy = –

K(1 + ) and Qz = 2K. 

The standard HYSCORE spectrum (not reported) recorded at observer 

position B0 = 353.2 mT (corresponding to the g position) shows a pair of 

elongated ridges running along the antidiagonal and two intense correlation 

peaks in the (– , +) quadrant at (–11.4, +7.5) and (–7.5, +11.4) MHz. The two 

peaks are separated by approximately 4N (where N is the nitrogen Zeeman 

frequency) and, based on Eq. (5.2), they can be associated with the dq 

transitions of a strongly coupled nitrogen nucleus (i.e. A/2 > N). From the 

first order equation for the dq nuclear frequencies, a value of about 9 MHz can 

be estimated for the hyperfine coupling at this observer position, which 

corresponds to the value found from the simulation of the ESE spectrum.  

A far better spectral resolution is obtained by the use of matched 

HYSCORE as shown in Figure 5.3a. The dq transitions at (–11.4, +7.5) and (–

7.5, +11.4) MHz are still the dominating features, however a number of 

correlation ridges are now visible in the spectrum. Moving the observer 

position toward lower field resulted in an a dramatic decrease of the intensity 

of the spectrum and no signal could be observed with either standard or 

matched variants of HYSCORE close to the g|| position. This is consistent with 
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a coupling constant of the order of 80 MHz, which falls out of the detection 

window.   

 

 
Figure 3 a) An experimental matched HYSCORE spectrum of N-doped ZnO (HTA = 104 ns). 

Three  values ( = 132 ns, 228 ns and 252 ns) are added together; b) computer simulation of 

the spectrum. 

 

Computer simulation of the spectrum was performed using the values 

deduced from the simulation of the ESE spectrum as starting parameters and 

taking into account the quadrupole coupling. The effect of a sizeable 

quadrupole coupling is to distort the lineshape of single quantum (–mI, mI) 

transitions due to second order effects, while it determines the first order 

correlation patterns of all other transitions. The best fit was obtained with a 

nuclear-quadrupole coupling constant e
2
qQ/h = 5.3 MHz and an asymmetry 

parameter  = 0.2. It is interesting to compare the quadrupole coupling 

constant obtained from the simulation with parameters determined for 

ammonium and nitrate salts in the solid state. In particular, large variations for 

the quadrupole coupling have been reported for the NH4
+
 ion in the range 0 

(NH4Cl) to 1.2 (ethylendiamine dihydrochloride) MHz, while e
2
qQ/h values 
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ranging between 0.5 and 0.75 MHz have been reported for nitrates [370]. An 

analysis of the quadrupolar interaction can be helpful in determining the 

charge state of the defect and will be addressed in light of the results coming 

from the DFT calculations. 

The relative orientation of the hyperfine and nuclear quadrupole interaction 

was tested with the simulation and the two tensors were found to be 

coincident. 

The simulation of the matched HYSCORE spectrum allows us to refine the 

spin-Hamiltonian parameters deduced from the simulation of the ESE 

spectrum and, more importantly, to obtain the quadrupolar tensor for N 

defects. Moreover, the HYSCORE spectrum, even though it does not lead to 

the absolute signs of the hyperfine tensor elements, allows the establishment 

of their relative signs, as reported in Table 5.1.  

The experimental 
N
A can be decomposed in the usual way into the isotropic 

Fermi contact term 
N
aiso and the anisotropic traceless dipolar term

 N
T = (–T,–T, 

2T):
  

 

                                              (5.3) 

 

with   

                    

               (5.4) 

 

and 

 

                     (5.5) 

 

The isotropic pseudo-contact interaction P<g> and dipolar through space 

term could be neglected here as they are insignificant. Further analysis of 

hyperfine structure is possible only if the signs of the 
N
A tensor components 

are known. For this we use the results from the HYSCORE simulation. Since 

the nuclear magnetic moment of 
14

N is positive (gN > 0), the sign of the dipolar 

hyperfine constants was taken to be positive leading to a positive aiso (this 

choice is in agreement with DFT calculations, vide infra), thus the 

decomposed
 N

A tensor assumes the form: 

 

     (5.6) 
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The extracted 
N
aiso and 

N
T components may be compared with the 

corresponding atomic values for assessment of the spin density repartition on 

the N 2s and 2p orbitals. Introducing the appropriate numerical values [371] 

yields 
N2s = 

N
aiso /

 N
A

o
iso = 21.4 MHz/1540 MHz = 0.014 and 

N2p = 
K
T/

K
T

o
 = 

30 MHz/46.26 MHz = 0.65; from this qualitative analysis one can deduce that 

in total, the unpaired electron spin density 
Ntotal = 

N2s + 
N2p = 0.66 is 

consistent with the unpaired electron being localized in a p orbital of the N 

atom, whereby some degree of s-p hybridization is indicated by positive spin 

density in the N 2s orbital. 

In summary our experimental results show that: 

1) Nitrogen atoms are incorporated in the host ZnO crystal as a 

consequence of annealing treatment in a NH3 atmosphere, leading to two 

distinct paramagnetic centres. 

2) The paramagnetic centres are constituted by a dimeric species 

characterized by exceedingly fast relaxation times (not discussed in this work) 

and a monomeric species, whose EPR spectrum becomes resolved at T < 6 K. 

The species is photoactive and the EPR spectral intensity increases under 

irradiation with  > 400 nm. 

3) ESE spectra, in conjunction with matched HYSCORE experiments, 

allow us to determine the spin-Hamiltonian parameters for this species, which 

clearly indicate that the unpaired electron is localized in the nitrogen 2p 

orbitals. Based on the reports by Carlos [358] and Halliburton [359] this 

species may be described in terms of a N
2-

 ion with electronic configuration 

2s
2
p

5
. Such a configuration corresponds to the localization of a positive hole 

on a nitride (N
3-

) ion. We should remark however that the observed g factor 

(g < g|| < ge) is somewhat unexpected for a trapped hole centre, even though 

in the case of ZnO a broad range of values have been reported for these 

defects. Positive g shifts (i.e. g > ge) have been reported in the case of acceptor 

centres in ZnO [372] or P and As impurity centres in ZnSe [373]. On the other 

hand Hausmann and Schallenberger [374] reported two defects in ZnO 

characterized by negative g shift, which were attributed to O
–
 ions in different 

interstitial sites. The negative experimental g shift would fit with an electron 

donor centre. Considering that the unpaired electron is shown by the hyperfine 

coupling to be unambiguously localized on the N atom, an electron donor 

centre would result in a 2s
2 

2p
1
 electronic configuration, corresponding to a 

N
2+

 ion, which seems rather unrealistic from the chemical point of view. In an 
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effort to clarify the nature of the N impurity we have performed DFT 

calculations on different atomistic models considering three possibilities for 

the nitrogen insertion, namely substitutional for the oxygen, interstitial and 

substitutional for the Zn. The results are reported in the following sections.  

 

5.3.2 Theoretical Results 

5.3.2.1 Models and Electronic Structure 

Several possible modes of insertion of N in the bulk of ZnO have been 

considered in this work: a) substitutional to O, b) interstitial, and c) 

substitutional to Zn. One N atom has been inserted in the 108-atom supercell, 

leading to a concentration of ca. 1%, consistent with the experimentally 

estimated value.  

We start from the substitutional to O species (Ns). Two possible isomers 

have been identified which differ for the orientation of the singly occupied p-

state: parallel or perpendicular to the crystal c-axis. Since a parallel orientation 

of the spin to the c-axis was established for the N doping species in a single 

crystal ZnO sample [358,359], we have restricted the discussion to the 

corresponding isomer which is also the most stable (by 0.05 eV). 

There is only a very tiny structural rearrangement after doping, which 

results in slightly elongated N–Zn bonds with respect to the O–Zn bonds in 

pure ZnO. The impurity states associated to the substitutional nitrogen are 

basically N 2p states very close to the top of the valence band with some small 

contribution from lattice oxygens, as evident from the projection of the density 

of states (PDOS) of the N atom, Figure 5.4. Correspondingly, the band 

structure presents rather flat N defect states (see Fig. 5.5) and the spin density 

plot looks like a N 2p function along the c-axis (see Fig. 5.4). We note that the 

three highest states are highly localized 2p orbitals on nitrogen. The energy 

difference between the highest N impurity state and the top of the O 2p 

valence band is 0.30 for the α (up) component and 0.40 eV for the β (down) 

component.  

Nitrogen may enter the ZnO lattice in an interstitial position by two 

possible paths, either through the octahedral (NiOct) or the tetrahedral (NiTet) 

void, which leads to two interstitial species, the octahedral one being more 

favoured by 0.61 eV; the two interstitials present very similar electronic 

structural features. For this reason we will limit the discussion to the NiOct 

results. The interstitial N species are lattice species since the N atom is 
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inserted in between a lattice O and two adjacent Zn ions, resulting in a twisted 

(Zn)2N–O(Zn)2 fragment as shown in Figure 5.4. The N–O distance is 1.38–

1.39 Å. The defects states associated with this N species are more detached 

from the O 2p valence band. There are two *-type states located at 0.97 eV, 

0.52 eV (spin up component) and one *-type state at 1.27 eV (spin down 

component) above the top of the valence band (see Fig. 5.5). The spin density 

plot (see Fig. 5.4) indicates an asymmetric distribution on the N–O atoms 

which can be quantitatively evaluated from the Mulliken spin population 

analysis with a 0.88 e on N and a 0.12 e on O. 

 

 
Figure 5.4. Total and projected (on N ion) B3LYP densities of states for the Ns (left panel) 

and NiOct (right panel) species. The zero energy value is set at the top of the O 2p band. The 

dotted line indicates the Fermi energy. Insets: spin density plots and schematic structure of the 

defect centre. Zn, O and N are represented by grey, red and yellow spheres, respectively. 

 

The substitution of a lattice Zn ion (NZn) with N has not been successful. 

The insertion of N in the Zn vacancy causes a reorganization of the lattice 

resulting in the formation of a neutral NO species (with the oxygen atom 

coming from the lattice) weakly bound to the lattice ions and inserted in the 

void left by the missing ZnO unit; the N–O bond length is 1.22 Å. This 

process would eventually be energetically very costly. The electronic structure 

of these species is essentially that of a neutral NO molecule with a singly 

occupied molecular * state and the second orthogonal * state empty. 
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Figure 5.5. B3LYP electronic band structures together with a schematic representation of the 

electronic structure (from Kohn–Sham eigenvalues in ) for the Ns (left panel), NiOct (centre 

panel) and Ns
-
 (right panel) species.  

 

5.3.2.2 Thermodynamics 

The relative stabilities of the various models considered have been 

compared by analyzing the formation energy of the defects as a function of the 

oxygen chemical potential, µO, a parameter characterizing the oxygen 

environment during synthesis (see Sec. 2.1.5.2).  

 

 
Figure 5.6. The stability diagram for the various species as a function of oxygen chemical 

potential or O2 partial pressure. 
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In Figure 5.6 the formation energies, Eform, are plotted as a function of 
'
O, 

according to Eq. (2.25) and in order to translate the range of oxygen chemical 

potential considered into a more usual measure of oxygen concentration, we 

converted 
'
O into oxygen pressure at a fixed temperature of 1000 K (top x-

axis) [see Sec. 2.1.5.2 and Eq. (2.39)], the typical annealing temperature used 

for N-doped ZnO. It must be noted that values of oxygen chemical potential 

below 2 eV correspond to oxygen partial pressures which cannot be reached 

experimentally. For nitrogen, we used a fixed value of the chemical potential 

μN, and we took the value at which the formation energy of N2 is zero: μN = ½ 

μ (N2). 

From the diagram in Figure 5.6, it is evident that the substitutional Ns 

species is more stable in a wide range of oxygen chemical potentials from very 

oxygen-poor conditions to rather high oxygen partial pressures. 

 

5.3.2.3 Computed EPR Properties 

The comparison of experimental and computed EPR properties, hyperfine 

coupling constants and quadrupole interaction terms, provides deeper insight 

into the proposed model species and allows a clear assignment of the 

experimental features (see Table 5.2). 

The computed hyperfine coupling constants (aiso and dipolar tensor T) of 

the Ns species fit the experimental data extremely well: 19.6 MHz against 21.4 

MHz for the aiso and 62.0, –31.0, –31.0 MHz against 59.9, –30.0, –30.0 MHz 

for the dipolar tensor, Table 5.2. For the interstitial species (NiOct and NiTet) the 

agreement is poorer both for the aiso and the dipolar tensor (T), see Table 5.2 

(notice that in general the dipolar part is reproduced with high accuracy at this 

level of theory). The hyperfine coupling constants computed for the NZn 

species, which actually leads to isolated NO species in ZnO are rather far from 

the experimental data.  

The Mulliken spin density on the N atom is found to range from 0.75 for Ns 

to 0.88 for NiOct. The value for Ns is in good agreement with the experimentally 

estimated value of 0.66 reported above. Important insights are derived from 

computed quadrupole coupling constants. Analysis of Table 5.2 shows that 

e
2
qQ/h is rather close for the different species and in line with the 

experimental value, with the exception of the NZn species. This provides 

further evidence that this species is unrealistic. On the other hand, the 



5.3 ZnO Powder 112 
 

112 

 

asymmetry parameter  appears to be very sensitive to the local coordination 

of the N atom as already observed in the case of molecular systems [375]. We 

found, in fact, that the two interstitial species are characterized by rather large 

 values, which are incompatible with the experimental HYSCORE spectrum. 

The Ns substitutional species is found to be perfectly axial ( = 0), as expected 

from the symmetry of the defect. This is in line with the small  value (0.2) 

extracted from the simulation of the HYSCORE spectrum. The discrepancy 

between the calculated and experimental values can be explained by local 

distortions in the polycrystalline systems, which can affect the electric field 

gradient of the defect.  

 

Table 5.2. Spin-Hamiltonian parameters for the monoatomic N species in ZnO (in MHz).  

 Azz Ayy Axx aiso Tzz Txx Tyy 
h

qQe
2

 
 

Exp.
a 

  81.3   8.6   8.6 21.4 59.9 –30.0 –30.0  |5.3| 0.2 

Ns   82.1 11.4 11.4 19.6 62.0 –31.0 –31.0 +6.1 0.00 

NiOct 104.2   7.0   4.7 30.8 73.4 –37.9 –35.5 –6.1 0.58 

NiTet   98.1 10.6   8.6 26.3 71.8 –36.9 –34.9 –6.0 0.55 

NZn 107.1 21.2 14.8 23.7 83.4 –44.9 –38.5 –3.3 0.80 
a
 The experimental values are derived from the data reported in Table 5.1. 

 

The comparison of theoretical with experimental EPR parameters together 

with the thermodynamic analysis reported in the previous paragraph indicate 

that among the considered species only the N substitutional to oxygen can 

account for the experimental EPR spectrum.  

 

5.3.2.4 Interaction with Shallow Donors 

Since pristine ZnO samples are characterized by the presence of shallow 

donors, as discussed above, we have analyzed the possibility that these donors 

interact with the monomeric N-species. In order to model this situation we 

have introduced a H atom in the supercell (H-interstitials are considered to be 

one of the most common shallow donors, see [212] and Sec. 3.3.1) together 

with a N atom in substitutional position to O (Ns). After full structural 

relaxation we observed that the extra electron introduced by the H atom has 

dissociated from the proton and was transferred to the N species which 
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behaves as a good electron trap: (Ns

, Hi

+
). As a consequence, the N–Zn 

distances shrink by about 0.4–1.1 Å. This electron transfer quenches the 

paramagnetic N-centre which transforms into a diamagnetic Ns

 species. A 

similar process occurs in N doped TiO2: the N impurities interact with oxygen 

vacancies and act as trapping centres for electrons in shallow donor states 

[345,376]. A Ns

 species can also be obtained by simply adding an extra 

electron to the supercell model (charged supercell calculation balanced by the 

introduction of a background of charge). This second model does not require 

the presence of any impurity and is representative of the presence of free extra 

electrons in the sample. The resulting electronic structure (see Fig. 5.5) is 

essentially identical to that obtained for the Ns, H co-doped system: 

 

(5.7)
 

 

The doubly occupied nitrogen impurity states are shifted upward with 

respect to those of the paramagnetic Ns species by about 0.7–0.8 eV, due to the 

increased Coulombic repulsion (see Fig. 5.5). The resulting diamagnetic 

species is clearly invisible to EPR spectroscopy. Consistent with the 

experimental finding that upon irradiation ( > 400 nm) at 4 K the EPR 

intensity of the monomeric Ns species increases, we propose that excitation of 

one electron from the Ns

 diamagnetic precursor leads to formation of the Ns


 

species: 

 

(5.8)
 

 

Again, this behaviour of the doping centres is very similar to what was 

observed for the N-doped TiO2 samples upon visible light irradiation, where 

the intensity of the EPR signal is found to reversely oscillate between two 

given values when switching the irradiation lamp on and off [345]. 

The stability of the Ns

 species has been theoretically investigated by 

comparing the formation energy of the (Ns

; Hi

+
) pair as a function of the 

oxygen chemical potential to the curves discussed in the previous paragraph 

for the paramagnetic monoatomic species Ns and Ni (see Fig. 5.6). The 

stability of this pair is essentially identical to that computed for the Ns species 

resulting in the superposition of the two curves. In other words, the energy 

associated to the processes of formation of the two species is of the same 

entity (values at 
'
O = 0) as well as the dependence with respect to the 
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oxygen chemical potential (slope of the curve). 

 

5.4 ZnO Single Crystal  

5.4.1 TDS Results 

The nitrogen doping process has then been investigated on the non-polar 

ZnO (10 1 0) surface. Since the drastic experimental conditions used to achieve 

nitrogen doping on the polycrystalline sample cannot be reached in our UHV-

apparatus (see Sec. 2.2.2), a milder doping process was adopted. In particular, 

the single crystal was sputtered with NH3 gas (beam voltage: 2 keV; ammonia 

dosing: 4500 L) at 650 K.  

The effectiveness of nitrogen doping has been evaluated by means of 

thermal desorption spectroscopy (TDS). Since the molecular ion NH3
+
 has the 

same ratio mass to charge m/e (17) of the OH
+
 ion, coming from the cracking 

pattern of water and with an intensity of 20% with respect to the molecular ion 

H2O
+
, we used 

15
ND3 as nitrogen source to avoid any overlap.

 
The obtained 

TDS spectra for deuterium molecule, water, nitrogen molecule and ammonia 

are reported in Figure 5.7.  

After 
15

ND3 sputtering new features appear at high temperatures respect to 
15

ND3 exposed surface (see Fig. 5.7). A broad and complex desorption band 

for 
15

ND3 is observed in the range 450-1000 K, with a maximum peak around 

650 K (see Fig. 5.7d). Two TDS features for water desorption are visible at 

650 K and 850 K (see Fig. 5.7b) and an intense D2 desorption peak appears 

above 700 K (see Fig. 5.7a).  

Since NH3 adsorbed on the clean and sputtered ZnO (10 1 0) surface has 

been proved to completely desorb at 400 K and 600 K, respectively, (see 

Chapter 6) the feature observed in the range 450-1000 K is due to bulk 

ammonia. Two hypotheses of mechanism may be proposed to explain this 

broad desorption band. First of all, we have to consider the presence of 

different available sites for incorporation of 
15

ND3 in bulk sample (tetrahedral 

or octahedral voids, O or Zn lattice vacancies). 
15

ND3 has different energy 

barriers to diffusion, stabilities and bond strengths according to its bulk site: it 

can behave as molecular species and be easily desorbed or it can be strongly 

incorporated in the lattice and hardly removable. Therefore, according to the 

kind of bulk species, 
15

ND3 diffusion to the surface or 
15

ND3 decomposition 

with subsequent diffusion of atomic D and atomic 
15

N to the surface (maybe 
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with different energy barriers) can be the rate determining step in the thermal 

desorption process. Moreover, while the water desorption already observed in 

the range 300-650 K for the 
15

ND3 exposure of the surface is due to 

molecularly adsorbed water and OH species desorption, the two peaks at 650 

K and 850 K are strictly correlated with ammonia decomposition/diffusion to 

the surface. If 
15

ND3 is totally or partially decomposed in D and 
15

N or 
15

NDx 

species, the hydrogen diffuses to the surface and in part it desorbs like D2 and 

partially it comes in contact with 3-fold coordinated O atoms (Ocus), triggering 

water desorption. On the other hand, if 
15

ND3 diffuses to the surface, there it 

may desorb or be oxidized by Ocus and subsequently it may desorb like 
15

N2 or 
15

NO. In both these hypotheses water desorption is expected and since we 

observed two peaks (see Fig. 5.7b), we may suppose they have different 

nature.  

 

 
Figure 5.7. Comparison of TDS spectra for 

15
ND3 exposure, 

15
ND3 sputtering and sputtering 

followed by oxidation (700 K for 10 min) on the stoichiometric ZnO (101 0) surface. The data 

are for the following species: (a) D2 (m/e 4), (b) D2O (m/e 20) overlapped with 
15

ND2H, (c) 
15

N2 (m/e 30) and (d) 
15

ND3 (m/e 21). The heating rate was 1.5 K∙s
-1

. 
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The analysis of 
15

N2 and D2 desorption features (see Fig. 5.7 a,c) may shed 

a light on the two models proposed, decomposition and diffusion. Both these 

spectra show two features, one at 650 K and the other above 750 K but the 

intensity ratio is opposite: for 
15

N2 the 650 K feature is the predominant one 

(see Fig. 5.7c); for the D2 the 650 K peak is almost negligible with respect to 

the signal above 750 K (see Fig. 5.7a). For the decomposition model we 

expect the evolution of a large amount of D2 and water (D2O) and almost 

absence of 
15

ND3 desorption. Instead, for the diffusion model we expect 

desorption peaks for 
15

ND3 and for the species formed by the oxidation 

process, D2O, 
15

N2 and 
15

NO. Actually the two desorption processes observed 

at 650 K and above 750 K show different species distribution. At 650 K the 

main species is water but it is less intense with respect to the feature above 750 

K and two maxima are observed for 
15

ND3 and 
15

N2 desorption. Above 750 K 

D2 is the most abundant species followed by water, while 
15

ND3 and 
15

N2 have 

very low intensity. According to these observations the 650 K desorption 

spectra fit better with the diffusion model, while the desorption above 750 K is 

better described by the decomposition model. 

We can summarize that upon ammonia sputtering of ZnO (10 1 0) surface 

we have obtained the insertion of 
15

NDx species in bulk ZnO, with different 

thermodynamic stabilities according to their positions in the lattice. At 650 K 

and above 750 K we observe two water desorption features of different nature 

and we have tentatively assigned them to a diffusion-decomposition two steps 

mechanism and to subsequent steps in thermal decomposition of bulk 
15

ND3, 

respectively.   

An additional observation is noteworthy. If the decomposition of 
15

ND3 is 

complete, at so high temperature (~950 K) all 
15

N atoms are expected to 

diffuse to the surface and then to be desorbed especially as 
15

N2. However only 

a very little amount of 
15

N2 is observed in TDS spectra after sputtering. 

Therefore we oxidized the sample at 700 K for 10 minutes and we observed a 

dramatically increase of the 
15

N2 desorption peak (see Fig. 5.7c). In literature, 

oxidation post-treatment process is described to be fundamental and to trigger 

the activation of bulk nitrogen species to atomic nitrogen, substitutional to an 

oxygen lattice [377].
 
The larger amount of total nitrogen desorbed after 

oxidation can be explained only supposing that, in the sputtered sample, the 

heating is not able to completely decompose bulk 
15

NDx to atomic nitrogen. 

Oxygen acts as catalyst, diffuses in the lattice and decreases the energy barrier 
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for the N‒D bond breaking reaction. As reported by Jokela et al. [378] N–H 

complexes are stable up to ~950 K and this may imply that 700 K is not 

sufficient to decompose 
15

NDx bulk species. The energy cost for a complete 

decomposition of 
15

ND3 is too high for this temperature range, unless O2 is 

used as oxidizing catalyst.  

According to this model, upon oxidation we suppose to decompose all 
15

NDx species in the bulk and consequently to remove the hydrogen, D2, 

whose desorption takes place at lower temperature than oxidation temperature 

(700 K). However, the second water feature above 750 K is still present and 

with the same intensity with respect to the sputtered sample (see Fig. 5.7b). 

Also D2 desorption is observed even if less intense (see Fig. 5.7a). This 

observation may be explained considering the sample depth and the O2 

diffusion. Oxygen molecules may be unable to diffuse in all the sample, 

shallow layers and deep layers, at that oxidation conditions (temperature and 

time). In the deepest layers some 
15

NDx may be still present and by heating the 

sample they are partially decomposed with diffusion of D atoms on the surface 

and consequently desorption of D2 and water. This hypothesis takes also into 

account the lower D2 signal but to provide a clear proof to our hypothesis, 

more experimental evidences are needed.  

In this context, we have investigated in deeper details the oxidation process. 

In Figure 5.8 the TDS spectra obtained for different oxidation time are 

reported. We used NH3 as sputtering gas instead of 
15

ND3 since we are 

interested only in the desorption features for hydrogen and nitrogen molecules 

(see Fig. 5.8). The H2 feature almost disappears after 30 minutes while the 

water desorption decreases but it is observable even after 60 minutes. The N2 

desorption peak starts to decrease after 60 minutes. These evidences confirm 

the fundamental role played by oxidation in getting rid of the excess of 

hydrogen that is achieved already for 30 minutes of oxidation at 700 K. A 

residual amount of hydrogen however is still present in these conditions and 

recombines with surface oxygen and desorbs as water. Longer time of 

oxidation, e.g. 60 minutes, causes partial removal of nitrogen itself. Even in 

this case, therefore, the diffusion of oxygen molecules in the deep layers of the 

crystal breaking all the residual N‒H bonds, favoured by longer times of 

oxidation, must be balanced with the over-oxidation of NHx species in the 

shallow layers. In this context we can assess that 30 minutes of oxidation at 

700 K is the best operative compromise. 
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Figure 5.8. TDS spectra for NH3 sputtering followed by oxidation (700 K) for different time: 

10, 30 and 60 min. The data are for the following species: (left top) H2 (m/e 2), (right top) H2O 

(m/e 18), (bottom) N2 (m/e 14). The heating rate was 1.5 K∙s
-1

. 

 

Finally, in order to corroborate our hypotheses we repeated TDS 

experiments with NH3 (see Fig. 5.9). The spectra are very similar to those 

observed for 
15

ND3 experiments. To avoid NH3-x desorption at low 

temperature the samples were flashed at 750 K before TDS experiments and 

this pre-treatment induces some differences especially for the sputtered 

sample. The hydrogen desorption is reduced at high temperature and new N2 

and N features are observed (see Fig. 5.9 a,c,d). However, spectral evidences 

are consistent with our model. Oxidation confirms its fundamental role in the 

activation of bulk nitrogen by catalyzing the decomposition of NH3. The 

oxidation conditions are not sufficient to get rid of the water desorption feature 

above 750 K. Flashing the sample at 750 K improves the thermal 

decomposition of NH3 for sputtered sample, as we can appreciate by the 

increasing of N2 desorption (see Fig. 5.9c) but it improves also the oxidation 

of NH3 since the water feature is significantly less intense than that for 

sputtered sample. Moreover it is appreciable a 30 K shift to high temperature 

in water desorption for oxidized sample (see Fig. 5.9b). This evidence may be 
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explained by thinking that, since the oxidation of bulk NHx species in the 

shallow layers is complete for oxidized sample, higher temperatures are 

needed to decompose NHx species in deep layers. For the sputtered sample the 

water desorption starts at lower temperature because of the decomposition of 

NHx species in the shallow layers.  

 

 
Figure 5.9. Comparison of TDS spectra for NH3 exposure at room temperature, NH3 

sputtering and sputtering followed by oxidation (700 K for 10 min) on the stoichiometric ZnO 

(101 0) surface. The sputtered sample and the sputtered and oxidized sample were flashed at 

750 K before TDS experiments. The data are for the following species: (a) H2 (m/e 2), (b) H2O 

(m/e 18), (c) N2 (m/e 28), (d) N (m/e 14). The heating rate was 1.5 K∙s
-1

. 

 

5.4.2 HREELS Results 

In order to investigate the defect states of the nitrogen species inserted in 

the bulk single crystal, we perform HREELS measurements.  
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The commonly used 10 eV electron incident energy in HREELS 

experiments does not allow to investigate bulk species since it monitors only 

the 0-500 meV loss energy peaks region, typical of adsorbate species. To get 

informations on electronic transitions of nitrogen impurities, we used an 

electron incident energy of 66 eV and the recorded spectra are reported in 

Figure 5.10. 

 

 
Figure 5.10. HREEL spectra recorded for the stoichiometric clean ZnO (101 0) surface and 

after sputtering followed by oxidation at 700 K for 10, 30 and 60 minutes. Before HREELS 

measurement the sample was flashed at 650 K to remove eventually adsorbed species after 

treatment. All spectra were recorded at RT in specular geometry with an incidence angle of 

55° with respect to the surface normal and with a primary energy of 66 eV. 

 

First of all, we observe for all the spectra a well-reproduced band gap of 3.4 

eV as expected for ZnO. In the intra-band-gap region where no peaks are 

expected for the pure sample, a broad loss signal is however present for the 

clean surface, centred at 1.8 eV. After sputtering two new features appear at 

0.8 and 2.7 eV that are therefore related to the insertion of NHx species in ZnO 

bulk (see Fig. 5.10). In order to get more insights, we oxidized the sample for 

different time (10, 30 and 60 minutes). While the 0.8 eV loss peak is almost 

unaffected by the oxidation, the 2.7 eV loss peak decreases in intensity for 



121 5. Nitrogen Doping 
 

121 

 

increasing oxidation time. On the basis of these evidences and of the above 

TDS results about the effects of oxidation on nitrogen species, we tentatively 

assign the 0.8 eV signal to an isolated nitrogen species and the 2.7 eV peak to 

a NHx species that is gradually decomposed at increasing the oxidation time. 

The electron energy loss peaks can be directly compared to the calculated 

optical transition levels and therefore ab-initio DFT models can provide an 

atomistic evidence to corroborate these assignments.    

 

5.4.3 Transition Energy Levels 

So far, in Sec. 5.3.2.1 nitrogen species are shown to be rather deep 

acceptors but the analysis has been limited to the single-particle Kohn-Sham 

eigenvalues. A better description of their electronic properties is provided by 

the calculation of the transition energy levels that describe the energy cost for 

the transitions between different defect charge states (see Sec. 2.1.5.1). As 

mentioned in Sec. 2.1.3, the use of a hybrid exchange-correlation functional 

allows to partially overcome the well-known limitations of LDA and GGA 

functionals in describing localized defect states (see Sec. 2.1.3). Another 

method, recently proposed by S. Lany and A. Zunger [305], to get rid of 

standard DFT functionals shortcomings is the use of a Hubbard U term and of 

an onsite hole-state potential, Vhs.   

Using the method reported in Sec. 2.1.5.1, we calculated the transition 

energy levels for the substitutional nitrogen to lattice oxygen, Ns, identified in 

polycrystalline ZnO sample in Sec. 5.3. In particular, we considered two 

transitions, as reported in Eq. (5.9): from the charged state to the neutral one 

(forward direction) and from the neutral state to the charged one (backward 

direction). 

 

 


s
N   


 e

0

s
N  (5.9) 

 

where the electron e
‒
 can be in the valence band or in the conduction band (see 

figure in Table 5.3). In Eq. (2.28) the transition level ε(q/q) describes, by 

definition, a transition from the q charge state to the q charge state where q = 

q + 1e
‒
. In Figures 2.2 and 2.3 the thermodynamic and optical transition levels 

ε(0/‒1) represent the excitation of an electron from the valence band to the 

unoccupied acceptor state of A
0
, forming the negatively charged defect A

‒
 (A

0 

+ eVB
‒ 
 A

‒
). In particular, the optical transition ε

opt
(0/‒1) is computed at the 
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fixed atomic positions of the relaxed neutral defect A
0
 (vertical transitions). 

The opposite excitation (A
‒ 
 A

0 
+ eCB

‒
) that corresponds to the forward 

direction in Eq. (5.9) was not considered in Sec. 2.1.5.1. Only the emission 

transition (A
‒ 
 A

0 
+ eVB

‒
) was taken into account (see PL2 in Figs. 2.2 and 

2.3). In Table 5.3 we report also the optical excitation from A
‒
 to A

0
 that 

conventionally we called ε
opt

(‒1/0) and we calculated at the fixed atomic 

positions of the relaxed negatively charged defect A
‒
. We stress that this is not 

an acceptor but a donor transition. The computed transition levels are reported 

in Table 5.3 and compared with the values from two recent studies [365,366] 

using the hybrid HSE functional [118,119,120,121,122] and the onsite hole-

state potential, Vhs, together with a GGA+U approach [305].  

 
Table 5.3. Transition levels for nitrogen substitutional to oxygen, Ns, in bulk ZnO (in eV). 

Ref. 
DFT 

Method 

N°  

Atoms 
opt

(-1/0) opt
(0/-1) therm

(0/-1) Erel
a 

 

this 

work 
B3LYP 192 2.46 2.16 1.47 0.69 

[366] 
HSE 

(=0.25) 
72 - 2.28 1.44 0.84 

[365] 
HSE 

(=0.36) 
72 2.4 1.7 1.3 0.3 

[366] 
HSE 

(=0.38) 
72 - - 2.10 - 

[366] 
GGA+U 

+Vhs 
72 2.59 2.47 1.62 0.85 

a
 Relaxation energy of the defect centre in the charged state in 

absolute value as defined in Eq. (2.31). 

 

Hollow red line = ε
opt

(0/‒1), hollow violet line =  ε
opt

(‒1/0)  

(see text for details and also Figs. 2.2 and 2.3). 

 

First of all, we observe a good agreement of our data with the values 

obtained with the HSE functional using the standard α = 0.25 and with the 

GGA+U calculation employing the additional onsite potential Vhs [305]. The 

modest discrepancies may be assigned to the different evaluation of the 

relaxation energy (Erel) with different supercells. The comparison with the 

HSE functional, where the α value is optimized to better fit the experimental 

gap (α = 0.36 [365] and α = 0.38 [366]) is less satisfactory. Note that the set of 
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results are not even consistent between the two almost identical approaches. 

Furthermore, the value of Erel0.3 as reported in Ref. [365] appears 

unrealistically too low.  

Thus, on the basis of our and previously reported data, we conclude that Ns 

in ZnO is a deep acceptor species. The acceptor transition level opt
(0/‒1) is 

well-detached from the valence band and the original hopes of achieving p-

type conductivity upon nitrogen-doping are completely disregarded.  

However, the computed values are actually in rather bad agreement with 

the data presented in the HREELS measurements on N-doped ZnO (10 1 0) 

surface. This discrepancy is currently under investigation in our research 

groups and new theoretical models are tested in order to understand the 

electron energy loss peaks reported in Figure 5.10.   

 

5.5 Conclusions 

Nitrogen doping has been investigated through a combined and 

multidisciplinary study on both polycrystalline and single crystal samples. 

Nitrogen impurities have been introduced in polycrystalline ZnO upon 

annealing under ammonia atmosphere. The resulting material shows a pale 

yellow colour and exhibits a series of distinct EPR spectra, two of which are 

due to nitrogen-containing paramagnetic defects, namely a monomeric and a 

dimeric species. In this work we concentrated on the nature of the monomeric 

species. HYSCORE experiments allowed the obtainment of both the hyperfine 

and quadrupole coupling tensors, which clearly indicate that the unpaired 

electron is localized in the 2p orbitals of a nitrogen atom. Different modes of 

insertion of nitrogen in the bulk of ZnO have been tested by means of quantum 

mechanical calculations in order to achieve a quantitative understanding of the 

electronic defect structure and a detailed microscopic structure model for this 

defect. Interstitial, substitutional to O and substitutional to Zn nitrogen species 

have been considered. The relative stabilities of the various models have been 

compared by analyzing the formation energy of the defects as a function of the 

oxygen chemical potential, resulting in a larger thermodynamic stability for 

the substitutional species to oxygen. Computed EPR properties for this species 

are in good agreement with the experimental data indicating that the 

experimental EPR spectrum is consistent with a nitrogen ion substituting a 

lattice oxygen ion.  
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Nitrogen doping is also investigated on the ZnO (10 1 0) surface where the 

insertion of nitrogen impurities upon ammonia sputtering has been proved 

through TDS spectra. A post-sputtering oxidation treatment has been 

demonstrated to be crucial in breaking residual nitrogen-hydrogen bonds in the 

deep sample layers. The optimal operative conditions for oxidation have been 

shown to be 30 minutes at 700 K. The optical transition levels of nitrogen 

species have been then investigated through HREEL spectroscopy. Two main 

electron energy losses have been observed at 0.8 eV and 2.7 eV and they have 

been attributed to an isolated nitrogen species and to a NHx species on the 

basis of their behaviour for increasing oxidation time. These levels are 

compared with the calculated optical transition energy levels for the Ns 

species. Even though the very deep acceptor levels computed for Ns allow us 

to exclude nitrogen-doping as a viable route to achieve p-type conductivity in 

ZnO, their bad agreement with the HREELS data leaves some open issues. In 

particular, the HREELS peak observed at 0.8 eV is still unexplained together 

with the unexpected negative g shift for the nitrogen monomeric species 

identified in the polycrystalline sample.  

In view of these limitations the assignment of nitrogen impurities to 

nitrogen ions substituting lattice oxygen ions in ZnO should be considered as 

tentative. Other theoretical models are currently under investigation in order to 

shed a light on these still open issues.  
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CHAPTER  6 

Ammonia Adsorption on ZnO (10 1 0) Surface
§
 

Abstract 

The reactivity of ZnO surfaces towards ammonia has been investigated in a 

combined experimental and computational study. Different coverages and 

samples (i.e. powder and single crystal) have been addressed. While at low 

coverage ammonia adsorbs molecularly, for the full monolayer coverage it is 

found to form an ordered adlayer with (2 x 1) periodicity presenting 

alternating molecular NH3 and singly deprotonated NH2 moieties adsorbed on 

cationic sites. The adsorption enthalpy has been observed to decrease with the 

coverage and this proves that the repulsive interactions between adsorbates are 

higher than attractive electrostatic interactions (i.e., hydrogen bonds). 

Therefore repulsive interactions are probably the driving force for partial NH3 

dissociation at full coverage.  

 

 

 

 

 

                                                 
§
 The results described in this Chapter have been reported in: H. Noei, F. Gallino, L. Jin, C. Di 

Valentin, Y. Wang, J. Am. Chem. Soc., submitted.  
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6.1 Introduction 

The interaction of ammonia with metal oxide surfaces is of great 

importance from the viewpoint of industrial chemistry. NH3 is used as a probe 

molecule to differentiate Lewis acid sites from Brønsted acid sites on catalysts 

such as alumina, silica, MgO, ZnO, and TiO2 [379,380,381,382].
 
In a generally 

accepted model for ammonia adsorption on the metal-oxide surfaces, an 

ammonia molecule acts as a strong Lewis base and adsorbs preferentially at 

Lewis acid sites, i.e. metal-ion sites, through the ζ-type interaction between 

the N-localized 3a1 molecular orbital (MO) and the unoccupied orbitals of the 

metal ions [383,384,385].
 
However, adsorption of NH-containing molecules is 

a particularly challenging case with regard to the structures and geometries 

formed after adsorption. 

The recent progress in surface science is the result of an increasingly 

consolidated combination of advanced experimental techniques and state-of-

art ab initio computational methods [244]. Two of the most powerful surface 

analytical instruments are the Fourier transform infrared spectroscopy (FTIRS) 

and the high-resolution electron energy loss spectroscopy (HREELS). These 

techniques have been successfully applied on metal surfaces to obtain a series 

of information about the chemical nature of adsorbate species, the 

coordination symmetry, the degree of unsaturated sites, the intermediate 

species formed via a certain reaction, the presence and the nature of Lewis and 

Brønsted acid sites [228,229,235,236,237,238].
 

However, HREELS 

investigations on metal oxide single crystals are very scarce, because of the 

intense optical Fuchs–Kliewer phonons [210,314]
 
together with the charging 

problems commonly encountered for insulating substrates, which severely 

limited the application of HREELS for single crystal studies [386,387,388]. 

Also, IR investigations of powder samples present serious problems because 

of air contaminants in the IR spectrometer and in contact with the sample, 

resulting in the reaction of adsorbed molecules with pre-adsorbed species on 

the powder surface, such as hydroxyl groups or carbon containing species.  

These strong limitations have been overcome in the group of Y. Wang 

(Ruhr Univerity of Bochum, Germany) by designing an ultrahigh vacuum 

(UHV) FTIRS apparatus (see Sec. 2.2.3) in combination with a standard 

HREEL spectrometer, which allows to obtain high-quality IR data for 

molecular species adsorbed on oxide surfaces (both single crystals and powder 

particles). With this approach it was recently gained a deep understanding of a 
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number of systems [235,236,237,238,239,240].
 
In particular, water [238,389, 

390] and methanol [237] adsorbed on the nonpolar ZnO (10 1 0) surface have 

been investigated. The ZnO (10 1 0) surface is the main cleavage plane of ZnO 

and one of the better-understood oxide surfaces [267], being a good candidate 

for fundamental studies of the adsorption of small molecules. In these studies, 

high quality vibrational data were obtained by HREELS which allows direct 

identification also of adsorbate species formed on ZnO powder surfaces by 

comparison with IR data. The water and methanol adsorptions at low 

temperature and high coverage have been observed to result in a monolayer of 

adsorbates with a (2 x 1) periodicity which consists of an equal fraction of 

undissociated and singly deprotonated molecules (hydroxyl and methoxy 

species, respectively). While the dissociation of water is expected and 

observed for most oxides [238,391], it is really surprising to observe a similar 

geometrical arrangement of adsorbates for the more complex case of 

methanol. In fact, although the phase is similar, it has been demonstrated that 

the driving force for the formation of the (2 x 1) periodicity is different: 

hydrogen-bonding mediated attractive interaction in the case of adsorbed 

water molecules and steric repulsion of the methanol/methoxy species in the 

case of methanol molecules [237].  

Ammonia is a stronger Brønsted acid than water and methanol (pKa
NH3

: 9.3, 

pKa
H2O

: 14.0, pKa
CH3OH

: 15.5, [178]), therefore we may expect a similar 

dissociative adsorption, possibly even at low coverage. However, even though 

partially decomposed ammonia has been reported on Zn-terminated (0001) 

surface [392,393], Ozawa et al. [394,395] observed that ammonia adsorbs only 

molecularly, up to saturation coverage on mixed-terminated (10 1 0) surface at 

room temperature (RT). That study was based on photoelectron spectroscopy 

(PES), near-edge X-ray absorption fine structure spectroscopy (NEXAFS), X-

ray photoelectron spectroscopy (XPS) and ultraviolet photoelectron 

spectroscopy (UPS). Partial dissociation was reported to start at the anneal 

temperature of 350 K in competition with the desorption reaction that is 

complete at 625-650 K. This experimental evidence has been confirmed by a 

number of theoretical works [385,396,397,398] that predicted only 

molecularly adsorbed ammonia stable on ZnO (10 1 0) surface. These 

computational studies considered only isolated NH3 molecules and, thus, a 

systematic investigation of ammonia adsorption at different coverages is still 

lacking.  

In this Chapter, we present a combined experimental and computational 



6.1 Introduction 128 
 

128 

 

work on the NH3 adsorption on ZnO surfaces. Different coverages and 

different temperature ranges for both a ZnO (10 1 0) single crystal and ZnO 

powder surfaces have been considered. The vibrational frequencies of 

adsorbates were determined by means of HREELS and UHV-FTIR 

spectroscopy. Through thermal desorption spectroscopy (TDS) we have been 

able to estimate the adsorption enthalpy for multilayer, monolayer and 

submonolayer situations. The periodic density functional study has been 

performed with the hybrid B3LYP functional [59,60] and has investigated 

three different coverage regimes.  

The motivation of this study is two-fold. On one side, the chemical 

reactivity of the well-known ZnO (10 1 0) surface is investigated for oxygen-

free molecules and can be related to the recent findings for water and methanol 

adsorption in order to provide a predictive tool for the adsorption of small 

molecules based on their chemical properties and their steric hindrance. On the 

other side, a comprehensive and atomistic picture of NH3 adsorption on ZnO 

may be fundamental to improve the design of ZnO-based ammonia gas sensors 

[399,400] and to shed a light on the N-doping process of ZnO. So far, nitrogen 

impurities in ZnO have been obtained by post-synthesis treatments at high 

temperature only in NH3 atmosphere [357] (see Chapter 5). A detailed 

description of NH3 adsorption on the surface would provide in this sense a 

better understanding of the activation process for nitrogen bulk diffusion and 

doping. 

 

6.2 Experimental and Computational Details 

6.2.1 Experimental Section 

The polycrystalline sample used in this study was NanoTek ZnO (provided 

by Nanophase Technologies; purity: >99%). It was prepared by physical vapor 

synthesis based on the oxidation of vaporized metallic Zn, followed by 

condensation of ZnO. After heating at 723 K for 4 h, its specific surface area, 

determined by BET analysis of N2 physisorption, amounted to 14 m
2
/g. Ultra 

high vacuum–Fourier transform infrared spectroscopy (UHV-FTIRS) 

experiments on the ZnO nanoparticles were performed in an UHV apparatus 

described in Sec. 2.2.3. The ZnO powder sample was first pressed into a 

stainless steel grid and then mounted on a sample holder, which was 

specifically designed for the FTIR transmission measurements under UHV 
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conditions. The base pressure in the measurement chamber was 2 × 10
-10

 

mbar. The optical path inside the IR spectrometer and the space between the 

spectrometer and the UHV chamber were also evacuated to avoid atmospheric 

moisture adsorption, thus resulting in a high sensitivity and long-term stability. 

The ZnO nanoparticles were cleaned in the UHV chamber by heating to 850 K 

to remove all adsorbed species such as carbon-containing contaminants and 

hydroxyl groups. Prior to each exposure, a spectrum of the clean ZnO 

nanoparticles was recorded to be used as a background reference. We exposed 

the sample to NH3 by backfilling the measurement chamber through a leak 

valve. The exposures are given in units of Langmuir (L) (1L = 1.33 × 10
6
 

mbar×s). All UHV-FTIR spectra were collected with 1024 scans at a 

resolution of 4 cm
-1

 in transmission mode [234,238]. 

High resolution electron energy loss spectroscopy (HREELS), thermal 

desorption spectroscopy (TDS), and low energy electron diffraction (LEED) 

experiments were carried out in an UHV apparatus consisting of two chambers 

separated by a valve and described in Sec. 2.2.2. In all experiments the ZnO 

(10 1 0) sample was cleaned by repeated cycles of sputtering (1keV Ar
+
, 30 

min) and annealing in O2 (1 x 10
-6

 mbar, 850 K, 2 min) and in UHV (850 K, 5 

min). Typically, about two sputtering cycles with annealing in UHV were 

followed by one cycle with annealing in O2 [239,240]. The surface cleanness 

was checked by LEED and HREELS (for more details see Sec. 2.2.2). 

 

6.2.2 Computational Methods 

Periodic density functional theory (DFT) calculations were carried out with 

the CRYSTAL09 package [69,70]. The exchange-correlation contributions to 

the total energy were treated using the hybrid B3LYP functional [59,60] with 

20% of exact Hartree-Fock exchange that has shown a better agreement with 

experiments in calculated geometries and vibration frequencies than other 

functionals (e.g. LDA and GGA [155, 401]) (see Sec. 2.1.5.4). In particular, 

B3LYP does not provide the overestimated H bond strength in OH groups and 

the related red shift of the OH stretching affecting most of the other 

functionals [402,403].   

The all-electron Gaussian-type basis sets adopted were 8-411(d1) [281] for 

oxygen, 8-64111(d41) [404] for zinc, 7-311(d1) [283] for nitrogen and 311(p1) 

[284] for hydrogen. The condition for SCF convergence was set to 10
-6

 and 10
-

10
 hartree during geometry optimization and frequency calculation, 
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respectively. The reciprocal space was sampled by a 2 x 2 x 2 k-point mesh 

corresponding to 4 k-points of the irreducible Brillouin zone [70]. Additional 

details about the computational parameters used in this work can be found in 

Sec. 2.1.4.1. 

The mixed-terminated ZnO (10 1 0) surface is non-polar and consists of 

ZnO dimers rows separated by trenches along the crystallographic [1 2 10]-

direction. It has been modelled by slab with 2D periodic boundary conditions 

and a (4 x 2) surface unit cell. A noteworthy advantage of CRYSTAL09 

package is the absence of repetition of the slab along the z-direction that 

avoids artificial electrostatic interactions across the vacuum region affecting 

other codes. The theoretical optimized bulk lattice parameters of a = 3.278 Å, 

c = 5.288 Å, and u = 0.3796 used for the lateral extension of the slab are in 

good agreement with the experimental values of a = 3.250 Å, c = 5.207 Å, and 

u = 0.3825 [405,406]. The atoms of the upper half of the supercell together 

with the adsorbed molecules were fully relaxed by minimizing the atomic 

forces, whereas the atoms in the bottom half were kept frozen. The slab 

thickness was set to eight instead of six ZnO layers to include additional 

relaxation energy.  

We refer to Secs. 2.1.5.4, 2.1.5.5 for the detailed description of the 

theoretical approach to compute the vibrational frequencies and the binding 

energy of the adsorbed molecules. For NHx species only harmonic frequencies 

referred to the  point were calculated on the optimized geometry without 

correction for anharmonicity for the reasons discussed in Sec. 2.1.5.4. They 

are scaled for the following factors obtained by the ratio between the 

experimental and the theoretical values for NH3 molecule: 0.957 for 

symmetric deformation or wagging mode (δs), 0.981 for asymmetric 

deformation or scissoring mode (δa), 0.968 symmetric stretching (νs) and 0.962 

for asymmetric stretching (νa). On the opposite, the stretching mode of the 

surface hydroxyl group OH coming from the partial dissociation of adsorbates 

is calculated including anharmonic contributions (see Sec. 2.1.5.4). Finally, 

the binding energy was corrected for vibrational contributions to get a value of 

adsorption energy Hcalc comparable with what is obtained from TDS data 

(see Sec. 2.1.5.5).  
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6.3 Results  

6.3.1 Interaction of NH3 with Clean ZnO Nanoparticles 

Figure 6.1 presents UHV-FTIR spectra recorded after NH3 adsorption on 

the clean ZnO nanoparticles at 100 K and after the sample was heated to 

higher temperatures.  Prior to the exposure to NH3, the sample was heated to 

850 K and then cooled to 100 K in a UHV chamber, in which the readsorption 

of CO2 or other species from the residual gas in the course of experiments is 

negligible. As a result, no IR bands are observed in the corresponding 

spectrum (see Fig. 6.1A), revealing the presence of the clean, adsorbate-free 

ZnO surfaces.  
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Figure 6.1. UHV-FTIR spectra obtained after exposing the clean ZnO nanoparticles to 1 x 

10
-4

 mbar NH3 at 100 K in an UHV chamber and further heating to the indicated temperatures; 

(A) clean surface, (B) exposure to NH3: (1 x 10
-4

 mbar), (C) storing in UHV at 100 K for 30 

min., heated to: (D) 140 K, (F) 160 K, (F) 200 K, (G) 280 K. 

 

Exposing the clean ZnO samples to NH3 leads to the appearance of a 

number of IR bands, shown in different ranges at around 3650-2800 cm
-1

, 

1700-1500 cm
-1 

and 1300-1000 cm
-1

. When a pressure of 1 x 10
-4

 mbar of NH3 
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is achieved, eight IR bands appear in the range of 3650-2800 cm
-1

 at around 

3607, 3415, 3384, 3315, 3350, 3287, 3164, and 2996 cm
-1 

(see Fig. 6.1a-B). In 

the range of 1700-1500 cm
-1

, the IR spectrum shows four intense bands 

located at 1645, 1621, 1572, and 1540 cm
-1 

(see Fig. 6.1b-B). Finally, at low 

frequency range of 1300-1000 cm
-1

, two main IR bands appeared at 1158 and 

1057 cm
-1

 in company with two shoulders at 1183 and 1070 cm
-1

, respectively 

(see Fig. 6.1c-B). After the NH3-treated sample in the UHV chamber (1 x 10
-10

 

mbar) was stored at 100 K, nearly no change has been observed in IR 

spectrum (see Fig. 6.1C,a-c).  

In order to get more insight into the interaction of NH3 with the ZnO 

particles, IR spectra were recorded after the sample was heated to higher 

temperatures. The corresponding data are displayed in Figure 6.1 D-G. We 

focus separately on different frequency regime containing the fingerprint IR 

bands for chemisorbed species resulting from NH3 adsorption and dissociation 

on ZnO powders. (1) IR regime 3650-2800 cm
-1 

(see Fig. 6.1a, D-G):  with 

increasing temperatures, the main bands at 3607, 3384, 3315, and 3287 cm
-1 

decrease in intensity. The band at 3384 disappears completely at 160 K, while 

the bands at 3287, 3607, and 3315 cm
-1

 are still observable at 280 K. 

Simultaneously, the relatively weak band (shoulder) at 3415 cm
-1

 increases 

and reaches its highest intensity at 280 K. Furthermore, by heating to 160 K 

(see Fig. 6.1a-E) a new band appears in the hydroxyl region at 3630 cm
-1

 and 

slightly increases in intensity during the heating of the ZnO sample to 280 K, 

while the frequency remains nearly unchanged. Finally, the broad band at 

2996 cm
-1

 shifts to 2920 cm
-1

 at higher temperatures. (2) IR regime 1700-1500 

cm
-1 

(see Fig. 6.1b): with increasing temperatures, the main bands at 1645 and 

1540 cm
-1 

decrease in intensity until they disappear completely at 160 K (see 

Fig. 6.1b-E); simultaneously, two new bands appear at 1636 and 1609 cm
-1

 

and increase in intensity at higher temperatures. The IR band at 1621 cm
-1

 

disappears at 250 K. The IR feature at 1572 cm
-1

 first remains unchanged upon 

heating to 200 K but disappears at high temperature as 280 K. (3) IR regime 

1300-1000 cm
-1 

(see Fig. 6.1c): the IR spectra change dramatically in this 

region with increasing temperatures. The main bands at 1158, 1057 cm
-1 

together with the shoulder at 1070 cm
-1

 decrease significantly in intensity. The 

band at 1057 cm
-1

 with the shoulder at 1070 cm
-1

 disappears completely at 160 

K (see Fig. 6.1c-E), while the shoulder at 1183 cm
-1

 grows in intensity. The 

band at 1158 cm
-1

 disappears at 280 K and, simultaneously, a new band 

appears at 1208 cm
-1

. 

Considering Figure 6.1 it is evident that there is a large difference in IR 
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bands at 100 K and 160 K. Hence, to support clearly the assignment of the 

observed IR bands to NH3-related adsorbate species at elevated temperatures, 

the ZnO sample was further exposed to NH3 at 150 K and subsequently heated 

to the indicated temperatures. The corresponding UHV-FTIR spectra are 

reported in Figure 6.2 in three frequency ranges: 3650-3100 cm
-1

, 1700-1500 

cm
-1

 and 1300-1000 cm
-1

.
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Figure 6.2. UHV-FTIR spectra obtained after exposing the clean ZnO nanoparticles to 1 x 

10
-4

 mbar NH3 at 150 K in an UHV chamber and further heating to the indicated temperatures; 

(A) clean surface, (B) exposure to NH3 (1 x 10
-4

 mbar), heated to: (C) 160 K, (D) 170 K, (F) 

200 K, (F) 250 K, (G) 300 K, (H) 350 K, (I) 400 K, (J) 500 K, (K) 600 K. 

 

The maximum intensity of the IR bands are recorded at the pressure 1 x 10
-

4
 mbar of NH3 (see Fig. 6.2a-c;B). (1) In the IR regime 3650-3100 cm

-1 
a 

series of bands appears at 3607, 3415, 3384, 3315, and 3287 cm
-1 

(see Fig. 

6.2B;a). After annealing the sample to the indicated temperatures, the band at 

3384 cm
-1

 disappears at 160 K, while the bands at 3607, 3315, and 3287 cm
-1 

decrease
 
in intensity at higher temperatures and are totally removed at 350 K. 

Simultaneously, a relatively weak band (shoulder) appears at 3621 cm
-1

, which 

increases in intensity with heating and reaches to its maximum at 500 K. At 
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last, the band at 3415 cm
-1

 disappears at 400 K. (2) In the IR regime 1700-

1500 cm
-1 

(see Fig. 6.2b-B) five bands are detected at 1645, 1615 (previously 

observed at 1621 at 100 K), 1572, and 1540 cm
-1

. With annealing to higher 

temperatures the IR band at 1645 cm
-1

 disappears at 160 K and a new band 

arises at 1636 cm
-1

, which is stable up to 400 K. The other two bands at 1615 

and 1572 cm
-1 

decrease in intensity until they disappear completely at around 

250 K (see Fig. 6.2b-G) and a new band appears at 1609 cm
-1

, in
 
agreement 

with Figure 6.1. This band disappears together with the band at 1540 cm
-1

 at 

400 K (see Fig. 6.2b-I). (3) The IR spectrum in the regime of 1300-1000 cm
-1 

(see Fig. 6.2c-B) shows two main bands at 1183 and 1158 cm
-1 

at 150 K. The 

band at 1158 cm
-1

 decreases significantly in intensity during heating and 

disappears at around 350 K, while the band at 1183 cm
-1 

remains
 
stable until 

400 K. Also, a new shoulder emerges at 250 K around 1208 cm
-1

 and 

disappears at 400 K (see Fig. 6.2c-I). 

To get more insight into different coverage of NH3 on ZnO nanoparticles, 

the clean sample was further exposed to NH3 at 300 K. Figure 6.3 shows NH3 

on clean ZnO sample at 300 K with a significant decrease in the number of IR 

bands. The corresponding UHV-FTIR spectra show several IR bands at 3621, 

3600 (3607 cm
-1

 at 100 and 150 K), 3422 (3415 cm
-1

 at 100 and 150 K), 3399, 

3309 (3315 cm
-1

 at 100 and 150 K), 3287, 1632 (1636 cm
-1

 at 100 and 150 K), 

1609, 1540, 1208 and 1183 cm
-1 

(see Fig. 6.3B in a-c). The lower intensity and 

large shifts of IR bands at room temperature compared with those bands 

observed at low temperature are due to the coverage difference of NH3 at 

different temperatures. Interestingly, IR spectra of the NH3 adsorbed on ZnO 

change after evacuation at 300 K. The bands at 3309, 3287, 1540, and 1183 

cm
-1

 diminish significantly in intensity (see Fig. 6.3C,a-c). The bands at 3309, 

3287, and 1540 cm
-1 

disappear
 
at 350 K (see Fig. 6.3 a and b; C), while the 

band at 1183 cm
-1

 remains stable until 450 K together with the band at 1208 

cm
-1 

(see Fig. 6.3c-C).  With increasing temperature, the bands at 3600, 3422, 

and 3399 cm
-1 

decrease largely in intensity and disappear at 400 K (see Fig. 

6.3a-F); simultaneously, the band at 3621 cm
-1

 increases in intensity and 

remains stable till 800 K (see Fig. 6.3a). With increasing temperatures, the 

main bands at 1632 and 1609 cm
-1 

decrease in intensity until they disappear 

completely at 430 K (see Fig. 6.3b). 

 



135 6. Ammonia Adsorption on ZnO (10 1 0) Surface 
 

135 

 

3600 3400 3200

3309

3287

3600

a

3422

0.02

3399

3621
K

B

C

D

E

F

G

H

I

J

A

 

A
b

s
o

rb
a

n
c
e

Wavenumber (cm
-1
)    

1700 1600 1500

1540

1609

0.01

1632

K

B

C

D

E

F

G

H

I

J

A

 

 

A
b

s
o

rb
a

n
c
e

Wavenumber (cm
-1
)

b

 

1300 1200 1100

1200

0.02

1183

1208

K

B

C

D

E

F

G

H

I

J

A

 

 

A
b

s
o

rb
a

n
c
e

Wavenumber (cm
-1
)

c

 
Figure 6.3. UHV-FTIR spectra obtained after exposing the clean ZnO nanoparticles to 5 x 10

-

4
 mbar NH3 at 300 K in an UHV chamber and further heating to the indicated temperatures; 

(A) clean surface, (B) exposure to NH3 (1 x 10
-4

 mbar), (C) storing in UHV at 100 K for 30 

min., heated to: (D) 350 K, (E) 400 K, (F) 430 K, (G) 450 K, (H) 480 K, (I) 500 K, (J) 750 K, 

(K) 800 K. 

 

6.3.2 TDS and HREELS data on ZnO (10 1 0) single crystal surfaces 

Figure 6.4 shows the TDS data of ammonia (mass 17) recorded after 

exposing the mixed-terminated ZnO (10 1 0) surface to different amounts of 

NH3 at 100 K. Four desorption peaks of NH3 are observed at 400, 280, 175, 

and 140 K, indicating the presence of four adsorbate states referred as α1, α2, β, 

and γ. The peak at 175K, identified as β state, is not saturated and slightly 

shifts from 175 K to 180 K with increasing NH3 exposure (see inset Fig. 6.4). 

This evidence is characteristic of zero-order desorption kinetics and is related 

to the presence of multilayer of NH3 species weakly bound to the surface. The 

α2 and α1 phases, corresponding to the dominant desorption peak at 280 K and 

to the broad feature centred at 400 K, are indicative of full-monolayer and sub-

monolayer NH3 desorption on ZnO (10 1 0) surface, respectively. Finally, the 

low-temperature γ phase shows a desorption peak at 140 K, which is clearly 
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lower than the temperature for multilayer NH3 desorption and can be 

tentatively associated to NH3 weakly bound to surface oxygen sites via N-

H
…

O hydrogen bonds.  

Assuming a pre-exponential of 10
13 

s
-1

 and first-order kinetics, the 

activation energies for the adsorption of ammonia from the two main states, α2 

and α1, are estimated to amount to 0.77 eV (74 kJ/mol), and 1.08 (104 kJ/mol), 

respectively (note that the heating rate in the conventional TDS experiment 

was 1.0 K/s). 
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Figure 6.4. TDS spectra of ammonia (mass 17) for various NH3 exposures on ZnO(10 1 0) at 

100 K. The heating rate was 1 K/s. 

 

An unambiguous identification of the surface NH3 species is provided by 

HREELS. Figure 6.5 displays the HREEL spectra recorded after exposing the 

clean ZnO (10 1 0) surface to 100 L of NH3 at 100 K and subsequently heating 

to the indicated temperatures. The EELS spectrum for the clean mixed-

terminated ZnO (10 1 0) surface shown in Fig. 6.5A, is dominated by the 

intense primary Fuchs-Kliewer phonon mode at 549 cm
-1

 and its overtones 

[314]. The latter are successfully removed by Fourier deconvolution and the 
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spectrum of clean sample has been recorded (see Fig. 6.5B). After the 

exposure of ZnO (10 1 0) surface to 100L of NH3 at 100K, a number of new 

bands appears at 394, 1060, 1160, 1183, 1208, 1540, 1609, 1645, 3407, and 

3607 cm
-1 

(see Fig. 6.5C-F). For additional information, the sample was heated 

to elevated temperatures after exposure to NH3 at 100 K. Upon heating the 

vibrational bands decrease largely in intensity and the bands at 1060, 1540, 

1645, and 3607 cm
-1 

disappear at 300 K, accompanied by desorption of α2 

state in TDS at 280 K, while the peak at 1609 cm
-1

 remains stable at 300 K, in 

a very good agreement with the molecular NH3 desorption at 400 K in TDS.  

The observed frequencies are reported in Table 6.1 and assigned to the 

corresponding vibrational modes according to the comparison with IR and 

computational data. 

 

0 1000 2000 3000 4000

C

D

E

F

B

1208

x2

clean ZnO(10-10)-raw spectrum

394

x1

 

 

In
te

n
s
it
y
 (

a
rb

. 
u

n
it
s
)

Wavenumber (cm
-1
)

110K

140K

200K

300K

x50 x100x5
3407

3607

1645
1158

1060

16091183

1540

clean ZnO(10-10)

A

 
Figure 6.5. HREELS data recorded after exposing the ZnO(10 1 0) surface (curves A,B) to 100 

L of NH3 at 100 K and subsequent annealing to the indicated temperatures (curves C-F). All 

spectra are reported after Fourier deconvolution except the raw spectrum for the clean surface 

(curve A). The surface phonon at 549 cm
-1

 is not completely removed by the Fourier 

deconvolution. The spectra were recorded in specular direction with an incidence angle of 55° 

and with a primary electron energy of 10 eV. 
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6.3.3 Theoretical Results  

Ammonia adsorption on the non-polar ZnO (10 1 0) surface has been 

investigated for different coverages. In particular, we considered one, four and 

eight molecules per unit cell corresponding to 0.25, 0.50 and 1.00 monolayer 

(ML). A (4 x 2) surface unit cell has been used since up to eight molecules can 

be considered on the surface. This approach enhances the degrees of freedom 

of the system lifting the constraint of equivalent molecules for translational 

symmetry resulting from smaller unit cells.  Zn and O surface atoms are three-

fold coordinated and have been demonstrated to act as Lewis acid and base 

sites, respectively [240]. However, it has been found that, for isolated 

molecules, both water [389] and methanol [237] adsorb molecularly on the 

non-polar ZnO (10 1 0) surface. Only for higher coverages water [390] and 

methanol [237] partially dissociate forming surface hydroxyl groups because 

of favourable hydrogen bonds formation.  

A single adsorbed ammonia molecule on the (4 x 2) model surface can be 

considered as non-interacting with its periodic images since they are separated 

by 13.1 and 10.6 Å in the [1 2 10]- and [0001]-direction, respectively. A 

systematic investigation of the most stable adsorption mode has been obtained 

by considering ten different initial geometries of one NH3 molecule above the 

surface. Both undissociated and dissociated structures have been analysed in a 

monodentate configuration on a Zn surface atom (see Fig. 6.6a-c) and in a 

bridging position between two ZnO dimers along the [1 2 10]-direction (see 

Fig. 6.6d). The most representative optimized geometries are reported in 

Figure 6.6. As expected and already reported in previous calculations 

[385,396,397,398], the molecular adsorption is highly preferred. In particular 

in the most stable configuration, as shown in Figure 6.6a, the N atom 

coordinates via its lone electron pair to a surface Zn
2+

 cation and one H atom 

forms a hydrogen bond across the trench to a surface O
2-

 anion. The calculated 

binding energy is 1.01 eV and the angle between the surface normal and the 

N‒Zn axis is evaluated 35° in good agreement with experiments [394]. The 

crucial role played by the hydrogen bond in NH3 adsorption is evinced in 

Figure 6.6b where the same geometry with the NH3 180° rotated is 0.16 eV 

lower in energy since the previous 1.82 Å O‒H distance became 2.58 Å for 

this new configuration.   
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Figure 6.6. Front (upper part) and top (lower part) views of the main adsorption 

configurations and corresponding binding energies of isolated NH3 molecules (0.25 ML) 

adsorbed on the ZnO (10 1 0) surface. In the front views Zn and O atoms are represented by 

gray and black sticks, respectively. In the top views Zn and O atoms are depicted by gray and 

black sticks in the first surface layer and in white and light gray sticks in the second surface 

layer, respectively. N and H atoms are drawn by large dark gray and small light gray spheres. 

The dash lines represent the H bonds between OH groups and N atoms and their distance is 

reported in Å such as the Zn-N one. The d) configuration with a negative binding energy is a 

metastable structure that is reported only to appreciate the energy cost of removing a second H 

atom. The binding energies are corrected for BSSE error.   

 

The dissociation of the adsorbed molecule with the transfer of the H atom 

across the trench to the surface O
2-

 anion is not stable and spontaneously 
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recombines leading to the configuration in Figure 6.6a. On the contrary, the 

transfer of the H atom to the neighbouring dimer across the trench (not 

reported) results in a highly distorted and metastable geometrical arrangement, 

1.15 eV lower in energy respect to Figure 6.6a. The only stable dissociated 

structure, reported in Figure 6.6c, is achieved by transferring the H atom to the 

O
2-

 anion of the ZnO dimer adsorption site. However this configuration is 

highly energetically demanding since it implies the rupture of the Zn‒O dimer 

bond. No stable bridging adsorption structures were found because they 

generally evolve into the on top arrangements except for the configuration in 

Figure 6.6d with a double dissociated NH3 molecule that nevertheless is 2.45 

eV less stable than the molecular adsorption. 

The coverage dependence of NH3 adsorption on ZnO (10 1 0) surface was 

studied by performing geometry optimizations for different periodic 

arrangements of increasing amount of adsorbed molecules. In Figure 6.7 and 

6.8 the most significant configurations for half and full coverages, 

respectively, are reported. The corresponding binding energies per molecule 

decrease significantly with increasing ammonia concentration and this is in 

contrast to what observed for water [389] and methanol [237]. To better 

understand the issue, we considered the interaction of two adsorbed molecules 

in neighbouring sites (not reported) in the most stable molecular configuration 

of Figure 6.6a. Both along the [0001]- and the [1 2 10]-directions the binding 

energy decreases of 0.04 eV and 0.10 eV, respectively. This observation may 

be rationalized by supposing the steric repulsion between adsorbates much 

higher in energy than the electrostatic interactions between H atoms and N 

atoms of different molecules. Actually this is what was observed for a full 

methanol monolayer where the steric repulsion cost between the methyl 

groups was energetically higher than the gain arising from hydrogen bonds 

interaction [237]. In the case of molecularly adsorbed ammonia, the steric 

repulsion is not as high as for methanol, but, since the nitrogen atom is four-

fold coordinated, there is no lone-pair available for H-bonds so that the 

interaction between NH3 molecules can be only repulsive. In this sense the 

energy cost to couple two molecules will be higher or lower depending on the 

distance between adsorbates: 5.28 Å and 3.70 Å along the [0001]- and the 

[1 2 10]-directions, respectively. For half coverage the molecular adsorption is 

still the most stable one as can be observed in Figure 6.7.   
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Figure 6.7: Front (upper part) and top (lower part) views of the main adsorption 

configurations and corresponding binding energies of half NH3 coverage (0.50 ML) on the 

ZnO (10 1 0) surface. In the front views Zn and O atoms are represented by gray and black 

sticks, respectively. In the top views Zn and O atoms are depicted by gray and black sticks in 

the first surface layer and in white and light gray sticks in the second surface layer, 

respectively. N and H atoms are drawn by large dark gray and small light gray spheres. The 

dash lines represent the H bonds between OH groups and N atoms, and between neighbouring 

NH3 molecules and their distance is reported in Å such as the Zn-N one. The binding energies 

are corrected for BSSE error.  

 

In particular, the energetically most preferred geometry is a (2 x 1) surface 

superstructure with ammonia arranged along the [0001]-direction as reported 



6.3 Results 142 
 

142 

 

in Figure 6.7c. This molecules array is 0.23 eV and 0.05 eV more stable than a 

column of adsorbates along the [1 2 10]-direction and than a (2 x 2) surface 

superstructure as depicted in Figure 6.7a and Figure 6.7d, respectively. Even if 

no full-dissociated configurations were found, a stable structure with half 

molecules dissociated and alternatively arranged along the [1 2 10]-direction, 

as represented in Figure 6.7b, was observed 0.39 eV lower in energy than the 

undissociated adsorption. A column of full-dissociated molecules 

spontaneously evolve to the geometry of Figure 6.7b while the transfer of H 

atoms from ammonia rows along the [0001]-direction across the trench to the 

surface O
2-

 anions is not stable and spontaneously recombine to the 

configurations in Figure 6.7c and Figure 6.7d. In this sense the NH3 

dissociation seems to be favoured by increasing steric repulsion. For a low 

hindrance the energy cost of breaking a N‒H bond is higher than the energy 

gain obtained from the creation of the hydrogen bonds. For higher steric 

repulsion the dissociation becomes more convenient than the molecular 

adsorption. Therefore the main difference between water, methanol and 

ammonia adsorption on ZnO (10 1 0) surface is the peculiar interaction 

governing the adsorption: attractive hydrogen bonds for water and methanol 

and steric repulsion for ammonia. This different behaviour can be rationalized 

considering the presence of free lone electron pairs on the O atoms of water 

and methanol and their absence on the N atom of ammonia.  

However, surprisingly when the coverage is increased to a full monolayer, 

the most stable configuration for ammonia adsorption is a half-dissociated (2 x 

1) surface superstructure, represented in Figure 6.8c. This geometrical 

arrangement is 0.05 eV more stable than the undissociated configuration of 

Figure 6.8a and is the analogue to the configuration observed for water [389] 

and methanol [237] monolayers. We can therefore conclude that also ammonia 

adsorption on ZnO (10 1 0) surface is found to induce the formation of 

hydroxyl surface groups for a full monolayer. For this coverage also a full-

dissociated configuration is found stable (see Fig. 6.8b) even if 0.21 eV lower 

in energy than the half-dissociated one. Finally a tendency to prefer 

homogeneous rows of adsorbates is confirmed by the significantly lower 

binding energy of the half-dissociated NH3 (2 x 2) surface superstructure of 

Figure 6.8d.  
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Figure 6.8. Front (upper part) and top (lower part) views of the main adsorption 

configurations and corresponding binding energies of full NH3 coverage (1.00 ML) on the 

ZnO (10 1 0) surface. In the front views Zn and O atoms are represented by gray and black 

sticks, respectively. In the top views Zn and O atoms are depicted by gray and black sticks in 

the first surface layer and in white and light gray sticks in the second surface layer, 

respectively. N and H atoms are drawn by large dark gray and small light gray spheres. The 

dash lines represent the H bonds between OH groups and N atoms, and between neighbouring 

NHx molecules and their distance are reported in Å such as the Zn-N one. The binding 

energies are corrected for BSSE error. 

 

Finally, in Tables 6.1 and 6.2 the calculated frequencies in harmonic 

approximation are reported for the most stable structures for one ammonia 
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monolayer, the half-dissociated configuration of Fig. 6.8c, and for low 

coverage, the molecularly adsorbed isolated molecule of Fig. 6.6a.  

 
Table 6.1. Experimental and calculated vibrational frequencies (in cm

-1
) for ammonia full 

monolayer coverage. The geometrical configuration used for the frequency calculations is the 

half-dissociated and the undisocciated monolayer reported in Figure 6.8c and Figure 6.8a, 

respectively.   
 

High Coverage: Full Monolayer 

Species 
Vibrational 

Mode 

Experiment Theory 

IR 

 powder
 

HREELS  

(10 1 0) ZnO 

Half-

dissociated 
Undissociated 

NH3 

 

νZn-N - 394 379 287 

δs 1158 

1183 

1158 

1183 
1219 1220 

δa 1621 (1615) 

1645  

1609 

1645 

1599 

1682 

1597 

1678 

νs 2996  - 3032 3375 

νa 3415 3407 3404 3458 

NH2 νZn-N - - 480 - 

δ 1540 1540 1513 - 

νs 3287 - 3324 - 

νa 3315 (3309) - 3374 - 

OH ν 3607 3607 3627 - 

 
Table 6.2. Experimental and calculated vibrational frequencies (in cm

-1
) for ammonia low 

coverage. The geometrical configuration used for the frequency calculations is the molecularly 

isolated molecule reported in Figure 6.6a.    

Low Coverage: Isolated Molecule 

Species 
Vibrational 

Mode 

Experiment 
Theory IR  

powder
 

HREELS (10 1 0) 

ZnO 

NH3 

 

νZn-N - 394 360 

δs 1208 1208 1213 

δa 
1609 

1636 

1609 

1645 

1603 

1655 

νs 2920 - 2966 

νa 3399 

3422 
3407 

3358 

3427 
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A detailed discussion of these values with a comparison with experimental 

results is provided in the following session. 

 

6.4 Discussion 

On the basis of the measured and computed vibrational and thermal 

stability data of NH3 on ZnO powders and single crystal ZnO (10 1 0), we can 

provide a consistent assignment of the IR bands observed on the ZnO surfaces 

(see Tables 6.1 and 6.2). In Figure 6.1, two IR bands at the lower 

wavenumbers of 1057 and 1070 cm
-1

 are related to the NH3 weakly bound to 

surface O sites via NH---O hydrogen bonds on ZnO surface, and they are 

removed completely at 140 K (see Fig. 6.1D), as confirmed by the TDS peak 

at 140 K (γ state). The band at 1057 cm
-1 

is also observed by HREELS on the 

ZnO (10 1 0) surface and disappears at 140 K, together with the bands at 1621 

and 1645 cm
-1

 (see Fig. 6.5 C and D). The intense IR/HREELS band at 1158 

cm
-1 

in Figure 6.1c and Figure 6.4C decreases largely in intensity and totally 

disappears at 280 K, in line with the TDS peak in α2 state (see Fig. 6.4). The 

band at 1158 cm
-1 

 is attributed to the symmetry bending vibrations (δs) and the 

bands at 1645 and 1621(1615) cm
-1 

are assigned to the
 
asymmetry bending 

vibrations (δa) of high coverage (full monolayer) NH3 on ZnO (10 1 0) surface. 

The asymmetry bands of NH3 shift to 1609 and 1636 cm
-1

 at half monolayer 

(low coverage) of NH3 on ZnO surface at higher temperatures than 280 K. The 

absence of the bands at 1057, 1070, and 1158 cm
-1

 in IR spectra of ZnO 

powders at room temperature provides further evidence for our assignment. 

In Figure 6.1c one IR band at 1183 cm
-1

is present which decreases largely 

in intensity by heating to 280 K and simultaneously a new band appears at 

1208 cm
-1

. The decrease of the 1183 cm
-1

 band is along with the decrease of 

the bands at 1540, 3287, 3315 cm
-1

, which are characteristic for NH2 species. 

The HREELS data also demonstrate that the band at 1183 cm
-1

 decreases, 

while the 1208 cm
-1

 band increases in intensity. The removal of the IR band at 

1183 cm
-1

 corresponds to desorption of α2 state at 280 K in the TDS data. At 

this temperature the half monolayer of NH3 releases from the surface, and at 

submonolayer no indication of further partial NH3 dissociation on ZnO (10 1 0) 

surface is observed. This results in diminishment of the NH2-related bands at 

1540, 3287, 3315 cm
-1

. Based on this conclusion, the band at 1183 cm
-1

 is 

assigned to the symmetry bending vibration δs of NH3 coadsorbed with NH2, 
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while the band at 1208 cm
-1

 is attributed to the symmetry bending vibration δs 

of isolated NH3 species on ZnO (10 1 0) (see Fig. 6.1 c).  

These assignments are corroborated by the frequency calculation (see 

Tables 6.1 and 6.2). In particular we observe a good agreement with the 

experimental values for both high and low coverage. It is noteworthy to 

observe that there is no significant difference in the low frequency region 

between the half-dissociated and undissociated configurations and therefore 

they are not decisive in proving partial dissociation of ammonia on ZnO 

surface. Finally, the experimental observation of two IR bands for δs mode, 

while only one value is expected from theory, confirms the presence of 

heterogeneous regions with different coverages at low temperature.  

The band at 1540 cm
-1

 (see Fig. 6.1b) increases largely in intensity with 

rising the dose of NH3 at 100 K together with the bands at 3287 and 3315 cm
-

1
, and decreases in intensity by heating ZnO to elevated temperatures (see Fig. 

6.1). Thanks to the good agreement with the computed values for the half-

dissociated configuration (see Table 6.1), they are assigned to the bending (δ), 

symmetry stretching vibration (νs), and asymmetry stretching vibration (νa) of 

NH2, respectively. However, the decisive proof of the partial dissociation of 

NH3 at full monolayer on mixed-terminated ZnO (10 1 0) surface is provided 

by the formation of hydroxyl group at 3607 cm
-1

 in IR and HREEL spectra 

(see Fig. 6.1), which is assigned to the stretching vibration of OH (νOH). This 

value is in very good agreement with the calculated value of 3627 cm
-1

 that 

corresponds to an isolated OH, not involved in hydrogen bonding with the 

frontal N atom at 2.5 Å. For the half-dissociated model, we also found another 

configuration almost degenerated in energy where the OH group is closer to 

the N atom (2.3 Å) and therefore is interested in a hydrogen bond that 

dramatically shifts the νOH value to 3480 cm
-1

. This observation highlights the 

high sensitivity of the OH vibration mode with respect to the small distance 

variations that results in different geometrical configurations, almost 

degenerated in energy but severely different in νOH values. The intensity of the 

band at 3607 cm
-1

 raises largely at higher dose of NH3 and 

disappears/decreases at lower coverage of NH3, indicating again the NH3 

dissociation on ZnO surface at high coverages (see Fig 6.1a). For ZnO powder 

samples, we have observed one additional band at 3621 cm
-1 

at 160 K and 

higher temperatures. Based on previous studies on hydroxyl groups on ZnO 

powder samples, this band is assigned to the stretching vibration of OH 

species on oxygen-terminated of ZnO (000 1 ) surface [238].  
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The intense IR band observed at 3384 cm
-1

 and disappeared at 160 K is 

assigned to the asymmetric stretching vibration of NH3 at high coverage 

(multilayer). The broad band at 2996 cm
-1 

and the intense band at 3415 cm
-1

 

(3422 cm
-1

 at 300 K), in excellent agreement with the HREELS feature at 

3407 cm
-1

 and with the computed values 3032 and 3404 cm
-1

, are attributed to 

the symmetry (νs) and asymmetry (νa) stretching vibrations of NH3 species on 

mixed-terminated ZnO (10 1 0) surface at a full monolayer coverage. We must 

note that these bands, in particular the νs mode, are significantly blue-shifted in 

the case of the undissociated configuration (3375 and 3458 cm
-1

 vs 3032 and 

3404 cm
-1

, see Table 6.1), and allow us to exclude the presence of 

neighbouring NH3 adsorbates. If all the surface is ammonia covered, half 

molecules are partially deprotonated. Finally, the band at 2996 cm
-1

 shifts to 

the lower frequency at 2920 cm
-1

 at low coverage of NH3 at 160 K (see Fig. 

6.1) in line to what is observed for computed frequency for the isolated 

molecule (from 3032 cm
-1 

to 2966 cm
-1

,
 
see Table 6.2). 

The IR results of NH3 adsorption at 150 K provide further evidence for the 

assignment of the IR and HREEL data. As shown in Fig. 6.2, the most 

significant bands at temperatures higher than 250 K are centred at 1208, 

1609/1636, and 3415 cm
-1

 and can be assigned to the symmetry (δs) and 

asymmetry (δa) bending modes as well as the asymmetry (νa) stretching 

vibrations of   low coverage of NH3  on the ZnO (10 1 0) surface, respectively.  

An unambiguous identification of the surface NH3 species is provided by 

NH3 adsorption on clean ZnO powder surfaces at room temperature. As shown 

in Figure 6.3, the band at 1158 cm
-1

, which is assigned to the δs(NH3) mode of 

the full-monolayer NH3 on ZnO (10 1 0), is missing. The major IR band 

appears at 1183 cm
-1

 with a shoulder at 1208 cm
-1

. They are assigned to the 

δs(NH3) modes of NH3 coadsorbed with NH2 and isolated NH3 species on ZnO 

(10 1 0), respectively. The 1183 cm
-1

 band largely decreases in intensity during 

evacuation at 300 K and simultaneously we have observed the growth of the 

band at 1208 cm
-1

 (see Fig. 6.3c). They disappear completely at 450 K. The 

second group of bands are observed at 1609/1636 (1632), 3399, and 3422 cm
-

1
. The former band is attributed to the δa(NH3) and the other two bands at 

3399, and 3422 cm
-1

 are assigned to the νa(NH3) modes of molecularly 

adsorbed isolated NH3 on ZnO surface. Interestingly, three weak bands are 

observed at 3309, 3281 and 3621 cm
-1

 and are assigned to the νs and νa 

vibrations of NH2 species as well as the ν mode of OH group, respectively. 

This reveals a slight dissociation of NH3 on ZnO powder samples at room 
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temperature. Furthermore, the OH band at 3621 cm
-1 

emerges at room 

temperature and disappears by heating up to 800 K. This feature is totally in 

agreement with previous data on ZnO powder and oxygen-terminated ZnO 

(000 1 ) surfaces. The 3621 cm
-1 

band is therefore assigned to the stretching 

vibration of hydroxyl group formed on the ZnO (000 1 ) surface. 

HREELS spectra show one extra band at 394 cm
-1

, assigned to the 

stretching vibration of ν(Zn-N) in excellent agreement with the computed 

value of 379 cm
-1

 for the half-dissociated configuration (see Table 6.1). 

Moreover, the comparison with the red-shifted ν(Zn-N) frequency of 287 cm
-1

 

for the undissociated configuration provides an additional proof to exclude the 

presence of a full monolayer of undissociated ammonia. 

Finally we analyse the binding energy reported in Table 6.3 for the low and 

half coverages, corresponding to the α1 and α2 phases of TDS data (see Fig. 

6.4). The computed adsorption enthalpy ΔHcalc values of ‒0.99 and ‒0.78 eV 

are in excellent agreement with the experimental results. In particular we 

observe that the adsorption energy for high coverage decreases confirming that 

the repulsive interactions between adsorbates are higher than the attractive 

interactions coming from the increasing number of hydrogen bonds. The 

driving force for the partial ammonia dissociation is therefore the steric 

repulsion between molecules as it was previously observed for methanol 

[237].
 

 
Table 6.3. Calculated and experimental values of standard adsorption enthalpy of ammonia 

adsorption on ZnO (10 1 0) surface for high coverage (full monolayer, FM) and low coverage. 

All the values are in eV.   

coverage ΔEnoCPC
a 

BSSE ΔECPC
b 

Δ(ZPE)
c 

Δ(TE)
d 

ΔHcalc ΔHexp 

low -1.27 +0.26 -1.01 +0.13 -0.12 -0.99 -1.08 

FM -1.03 +0.27 -0.76 +0.10 -0.12 -0.78 -0.77 
a 
B3LYP binding energy not corrected for the counterpoise method 

b
 Total B3LYP binding energy corrected for the counterpoise method 

c
 Zero point energy contribution to enthalpy 

d
 Thermal contribution to enthalpy at T = 298 K 

 

6.5 Conclusions 

Ammonia adsorption on ZnO (10 1 0) surface has been investigated for 

different coverages and samples (i.e., powder and single crystal) through a 

combined experimental and computational study. The good agreement 
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between IR/HREELS vibrational bands and computed frequencies with a 

hybrid DFT approach has allowed an unambiguous assignment of adsorbate 

species.  

At increasing the temperature, the coverage diminishes and various 

adsorption phases have been observed in the TDS spectra (see Fig. 6.4), which 

are called γ, β, α2, and α1. The latter corresponds to a submonolayer phase with 

isolated NH3 molecules molecularly adsorbed on cation sites in a monodentate 

configuration and desorbing above 400 K. The adsorption enthalpy is about 

1.0 eV and one hydrogen is involved in a hydrogen bond with the frontal 

oxygen ion (1.82 Å).  

The molecular adsorption is preferred at increasing coverage till a 

fullmonolayer is achieved corresponding to the α2 phase. The experimental 

observation of the stretching vibration of OH (νOH) at 3607 cm
-1

 and of the 

vibrational frequencies of NH2 species, besides the shifted NH3 frequencies, 

indicates a partial dissociation of NH3 species at high coverage. This is 

corroborated by the DFT results that find, as the most stable configuration for 

the fullmonolayer, an ordered adlayer with a (2 x 1) periodicity where half of 

the ammonia molecules are singly deprotonated. The theoretical model is 

validated by a good agreement between the computed and measured 

frequencies. The hydroxyl group is observed to be isolated since, for small 

distance variations and involvement of hydrogen bonds, the νOH frequency 

dramatically changes. Although the half-dissociated model is the most stable 

one, the energy difference with respect to the full undissociated configuration 

is very small (only 0.05 eV). On the basis of the comparison between 

IR/HREELS and computed frequencies we would be tempted to exclude the 

presence of undissociated NH3 domains. However, because of the tiny energy 

difference we must allow the possibility of having some coexisting domains of 

half-dissociated and undissociated adsorption mode on the ZnO (10 1 0) 

surface.  

Our theoretical models are confirmed by the good concordance between the 

calculated adsorption enthalpies and TDS data. The observation of the 

enthalpy decrease, at increasing coverage, indicates that the repulsive 

interactions between adsorbates are higher than attractive electrostatic 

interactions (i.e., hydrogen bonds). Therefore, repulsive interactions are 

probably the driving force for partial NH3 dissociation at full coverage.  

Finally, the high coverage phases β and γ are assigned to the desorption of a 

NH3 multilayer and a NH3 layer weakly bound to surface oxygen sites via 
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hydrogen bonds, respectively.   

In conclusion, ammonia adsorbs molecularly on ZnO (10 1 0) surface at low 

coverage but at increasing coverage the repulsive interactions induce a partial 

dissociation of adsorbates forming an ordered adlayer with alternating NH3 

and NH2 moieties. The latter is equivalent to what has been observed for 

methanol and oxygen even if in those cases the driving force was the attractive 

interaction coming from the increasing number of hydrogen bonds.  

Ammonia is the only reagent able to provide nitrogen doping on ZnO 

sample in post-synthesis reactions (see Chapter 5). In the case of single 

crystals, nitrogen doping is achieved upon ammonia sputtering. In this study 

we have proved the reactivity of the clean ZnO (10 1 0) surface in promoting 

the partial dissociation of adsorbed ammonia molecules at low temperature. In 

order to get additional insight in the nitrogen doping mechanism we are 

currently investigating the ammonia adsorption on the sputtered ZnO (10 1 0) 

surface.   
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PART III 

ZIRCONIUM DIOXIDE 

 

Background 

Zirconium dioxide shows a wide range of industrial applications that are 

strictly dependent on its crystalline phase. ZrO2 can exist in at least five 

polymorphs [407,408]. At room temperature, only the baddeleyite structure, 

with a monoclinic P21/c unit cell, is found which is stable up to around 1480 

K, when it undergoes a first-order martensitic transition to a tetragonal phase 

(P42/nmc), further converted at 2650 K into the cubic fluorite phase (Fm3m) 

by a displacive transition (see Fig. III.1) [409]. Two additional orthorhombic 

Pbca and Pnma phases have also been observed above 3 and 20 GPa 

respectively [410,411]. The most stable monoclinic polymorph has no 

practical applications because of the crumbling of the ceramic components 

commonly observed during cooling from the tetragonal phase [412]. In 

contrast, the high temperature polymorphs (tetragonal and cubic) exhibit 

excellent mechanical (high fracture toughness and bulk modulus), thermal 

(low thermal conductivity, extremely refractory), chemical (chemically inert, 

corrosion resistant) and dielectric (static dielectric constants higher than 20 

[179]) properties making ZrO2 an excellent candidate for present and future 

technological devices.  

Zirconium dioxide is currently used, for example, as a solid electrolyte in 

oxygen sensors [413] and solid oxide fuel cells operating at low temperatures 

[414], in thermal barrier coating applications [415], nuclear waste confinement 

[416], as a gate dielectric material in metal-oxide semiconductor devices 

(generally in combination with hafnium [417]), and as a catalytic support 

medium [418].  

The room temperature stabilization of high symmetry polymorphs of ZrO2 

is commonly achieved either by transition metal doping or by preparation of 

nanocrystalline phases. So far, however, there is still no general consensus 

regarding the mechanisms governing the phase stabilization process 

[412,419,420,421]. In short, the tetragonal and the monoclinic structures can 
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be considered as distorted cubic structures. The 8-fold coordinated Zr atoms 

with Oh symmetry in c–ZrO2 (see Fig. III.1, left panel) undergo a D2d 

symmetry reduction, through a z-axis expansion of the unit cell in t–ZrO2 (see 

Fig. III.1, central panel), while they become 7-fold coordinated in the m–ZrO2 

by elongation of one Zr‒O (see Fig. III.1, right panel). The instability of high 

symmetry phases originates from the low ionic radii ratio (e.g.  24
OZr

/ RR  

0.564 in the fluorite structure) in the hard-spheres approximation for ionic 

compounds [422]. A lower ionic character favours structures with lower 

coordination numbers and this explains the higher thermodynamic stability of 

m–ZrO2.  

 

 
Figure III.1. Cubic, tetragonal and monoclinic ZrO2 lattice structures with their relative 

temperature range of stability. In the upper panel polymorph cells are space-expanded to 

provide a better view of the three different phases. In the lower panel the cubic cell is taken as 

reference to show the deformation of the oxygen sublattice for t– and m–ZrO2 (dashed lines 

and arrows). Large dark red spheres and small light grey spheres represent O and Zr atoms, 

respectively.  

 

In this context, doping can favour the stabilization of high symmetry phases 
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essentially in two ways. On one side the substitution of Zr
4+

 with isovalent 

oversized (Ce
4+

) and undersized (Ge
4+

, Ti
4+

) cations has been observed to 

stabilize t– and c–ZrO2, relieving the internal lattice strain by the expansion of 

the cation network (in the case of oversized cations such as Ce
4+

) or by the 

formation of a tetragonal scheelite like structure (in the case of undersized 

cations as Ge
4+

 or Ti
4+

 [423]). On the other side, doping with low valence 

cations (Y
3+

, Gd
3+

, Fe
3+

, Ga
3+

) induces a similar size-dependent internal stress 

effect and, moreover, favours the formation of oxygen vacancies, in order to 

achieve charge balance, which stabilize high symmetry polymorphs 

[419,423,424,425,426]. Finally, for nanocrystalline ZrO2 other mechanisms of 

stabilization have been discussed which suppose the generation of excess of 

oxygen vacancies as a result of the nanoparticle size effect [412].  
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CHAPTER  7 

Titanium Doping
**

  

Abstract 

It has been experimentally observed that Ti–doping of bulk ZrO2 induces a 

large red-shift of the optical absorption edge of the material from 5.3 to 4.0 eV 

[Livraghi et al., J. Phys. Chem. C, 2010, 114, 18553]. In this work, density 

functional calculations based on the hybrid functional B3LYP show that Ti 

dopants in the substitutional position to Zr in the tetragonal lattice cause the 

formation of an empty Ti 3d band about 0.5 eV below the bottom of the 

conduction band. The optical transition level opt
(0/–1) from the topmost 

valence state to the lowest empty Ti impurity state is found at 4.9 eV in a 

direct band gap of 5.7 eV. The calculated shift is consistent with the 

experimental observation. The presence of Ti
3+

 species in Ti–doped ZrO2, 

probed by means of electron paramagnetic resonance (EPR), is rationalized as 

the result of electron transfers from intrinsic defect states, such as oxygen 

vacancies, to substitutional Ti
4+

 centres.  

 

 

 

 

                                                 
**

 The results described in this Chapter have been reported in: F. Gallino, C. Di Valentin, G. 

Pacchioni, Phys. Chem. Chem. Phys., 2011, 13, 17667.  
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7.1 Introduction 

Ti–doping of bulk ZrO2 has been quite extensively investigated 

[420,427,428,429,430,431,432,433,434] during the last few years with the aim 

to improve the material properties. On one side Ti–doped ZrO2 is considered 

as a promising candidate for advanced technological applications such as 

anode for solid oxide fuel cells [434] or high-k dielectric material for gate 

capacitors [427,428]. On the other side, TiO2–ZrO2 mixed oxides find 

application in heterogeneous catalysis for their surface acid-base properties, 

high thermal stability and strong mechanical strength [435]. Ti–doping 

significantly affects also the optical properties of ZrO2, as recently reported by 

Livraghi et al. [432], inducing an increasing red shift of the optical band gap 

proportional to the Ti content, up to a limit of 1.3 eV for a molar fraction of 

15% of TiO2 in ZrO2. Even if the large band-gap (Eg reduced from 5.3 eV to 

4.0 eV) does not make it attractive for visible or solar light application, Ti–

doped ZrO2 represents a remarkable model system to investigate the role of the 

metal dopant (at low or increasingly larger concentrations, up to the limit of 

mixed oxides) in modifying the band structure of the material and interacting 

with other possible intrinsic impurities such as oxygen vacancies, VO.  

So far, we are not aware of any theoretical work investigating the electronic 

properties of Ti–doped ZrO2. In this Chapter we provide a detailed study of Ti 

impurities in bulk ZrO2 using the hybrid functional B3LYP [59,60] whose 

band gap value is in excellent agreement with the experimental one [436]. This 

is a basic requirement for determining the correct position of the defect or 

impurity levels. The experimentally observed red shift of the optical gap is 

investigated by varying the dopant concentration (from about 3% to 17%) in a 

tetragonal bulk model system, considering also the possibility of titanium 

clustering. Finally the interplay between Ti impurities and oxygen vacancy 

(VO) species is analysed. 

The Chapter is organized as follows. Section 7.2 provides details on the 

computational approach. In Section 7.3 we test our method on the bulk 

properties of stoichiometric ZrO2 in its three main polymorphs (monoclinic, 

tetragonal and cubic) comparing different hybrid functionals. Section 7.4 

focuses on Ti-doping, the modification of the material band gap and the 

interaction with VO species. Section 7.5 summarizes our conclusions and 

presents an overview on the Ti-doping ZrO2 system. 
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7.2 Computational Details 

Spin-polarized periodic calculations were performed within the linear 

combination of atomic orbitals approach, as implemented in the CRYSTAL09 

package [69,70]. The all-electron basis set adopted was the 8-411(d1) [281] 

for oxygen and the 8-6411(d41) [437] for titanium atoms. For zirconium we 

used the 311(d31) [438] valence electron basis set (PP) with the inner 

electrons described with an effective core potential by Hay and Wadt [439] not 

including the semicore 4s and 4p states. Two hybrid exchange-correlation 

functionals have been used, the popular B3LYP [59,60] with 20% of exact 

Hartree-Fock exchange and PBE0 [116] with 25% of exact exchange as 

determined from the perturbation theory.  

The bulk lattice parameters have been optimized for pure ZrO2 polymorphs: 

monoclinic, m–, tetragonal, t–, and cubic, c–ZrO2. Ti–doping was simulated 

with a 108-atom supercell of bulk t–ZrO2, obtained by the expansion matrix 3 

x 3 x 2. The titanium impurity has been inserted substitutional (s) to Zr atoms 

or interstitial (i) at various concentrations, ranging from 1 to 6 atoms per 

supercell and corresponding to 2.7% ‒ 16.7% of molar fraction.  

The reciprocal space was sampled using Monkhorst-Pack [440] k-point 

grids with shrinking factors (4, 4, 4), (6, 6, 6) and (8, 8, 8) for the primitive 

cells of the monoclinic, tetragonal and cubic phases resulting in 30, 40 and 29 

k-points in the irreducible Brillouin zone, respectively. A (4, 4, 4) set of 

shrinking factors was used for the 108-atom supercell, corresponding to 18–36 

k-points of the irreducible Brillouin zone [70]. The densities of states (DOS) 

were computed with a 5 x 5 x 5 k-point mesh for the 108-atom supercell. The 

Kohn-Sham eigenvalues were computed on each k-point. We set the zero point 

of orbital energy at the top of the VB. For additional details about the 

computational parameters used in this work we refer the reader to Sec. 2.1.4.1. 

 

7.3 Stoichiometric ZrO2 

As a preliminary step, we tested different functionals through the evaluation 

of bulk properties for the three low-pressure polymorphs of stoichiometric m–, 

t– and c–ZrO2. The structural parameters a, b, c are reported in Table 7.1 and 

compared with experimental and computational literature data.  
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Table 7.1. Comparison of structural parameters of m-, t- and c-ZrO2 and their relative energies 

(eV per ZrO2 unit) obtained with B3LYP and PBE0 functionals from this work with previous 

theoretical and experimental data.
a
  

  This work  

Phase  B3LYP PBE0 LDA1 LDA2 GGA PW1PW Exp. 

Monoclinic
 

a 5.246 5.187 5.102 5.086 5.192 5.212 5.151 

b 5.270 5.248 5.181 5.208 5.265 5.238 5.212 

c 5.405 5.326 5.264 5.226 5.358 5.367 5.317 

β 99.62 99.46 99.65 99.21 99.81 99.15 99.23 

Em‒Et ‒0.031 +0.019 ‒0.064 ‒0.05 ‒0.10 ‒0.030 ‒0.061 

Tetragonal 

a 3.642 3.608 3.565 3.563 3.628 3.611 3.592 

c 5.293 5.209 5.126 5.104 5.250 5.217 5.195 

Oz
d  0.052 0.045 0.044 0.042 0.049 0.048 0.057 

Et‒Ec ‒0.074 ‒0.049 ‒0.049 ‒0.045 ‒0.07 ‒0.058 ‒0.057 

Cubic a 5.150 5.103 5.037 5.035 5.090 5.105 
5.104/

5.115 
a 

Lattice parameters a, b, c are in Å and dz is the displacement of the oxygen atom in t–ZrO2 

with respect to the position in the ideal c–phase in c units. Experimental relative energies 

(Em‒Et and Et‒Ec) correspond to the enthalpy differences measured at the temperature of the 

phase transition [446]. Results from the present work are compared with those from previous 

studies: LDA plane-wave calculations where the Zr pseudopotential includes (LDA1 [409]) or 

not (LDA2 [443]) the semicore 4s and 4p states, GGA plane-wave calculations (GGA [444]) 

and hybrid functional PW1PW calculations within the localized basis set approach (PW1PW 

[445]). Room temperature data for the m–ZrO2 are taken from Ref. [441] while values for the t– 

and c–ZrO2 are obtained by extrapolation of x0 in (ZrO2)1-x(Y2O3)x as reported in Ref. [442].
 
 

 

Room temperature data for lattice parameters of m–ZrO2 are taken from 

Ref. [441] while those of t– and c–ZrO2 are obtained for extrapolation to zero 

dopant concentration of the stabilized (ZrO2)1-x(Y2O3)x [442]. Since we are 

interested in the electronic structure of the system we choose to use a hybrid 

exchange-correlation functional because of the well-known poor performance 

of standard DFT approximations (LDA and GGA) in correctly describing band 

gap values and spin localization (see Sec. 2.1.5.1). In particular, we considered 

two different hybrid functionals, B3LYP and PBE0. We observe an excellent 

agreement (within 0.8% of error) with experimental values for the PBE0 

functional and a slightly worse but still acceptable agreement (within 2% of 

error) for B3LYP. PBE0 provides the best lattice parameters also with respect 

to other theoretical methods, such as LDA and GGA (LDA1 [409], LDA2 

[443], GGA [444]) in the planewave pseudopotential approach or the hybrid 
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PW1PW [445] with a localized basis set. However, PBE0 fails in reproducing 

the relative stability of the various phases (Em–Et and Et–Ec), as experimentally 

determined at the temperature of the phase transition [446], while B3LYP 

gives the correct order (see Table 7.1). The computed energies do not contain 

thermal and entropic terms which may of course affect the stability order.  

However, the most important property we are interested in is the band gap 

energy, Eg, since we want to investigate and compare the electronic structure 

of the pure and doped systems. We approximate it within the one-particle 

picture as the difference between the highest occupied and lowest unoccupied 

bands (see Sec. 2.1.5.1) and compare with the few experimental data available 

in literature (see Table 7.2).  

 
Table 7.2. Comparison of band gap values (eV) of m‒, t‒ and c‒ZrO2 obtained with B3LYP 

and PBE0 functionals  from this work with previous theoretical and experimental data.
a
 

 Monoclinic Tetragonal Cubic 

Experiments VUV 5.83 / 5.78 / 6.1 / 

 EELS 5.3 / 5.0 / / / 

Theory      This work B3LYP 5.61 (5.20) 5.70  (5.62) 5.50  (4.93) 

PBE0 6.09 (5.67) 6.20  (6.08) 6.03  (5.43) 

 PW1PW / (5.49) /  (5.83) /  (5.01) 

 LDA1 4.0 (3.6) 4.1  (4.0) 3.9  (3.3) 

 LDA2 / (3.12) / (4.10) / (3.25) 

 LDA3+GW0 / (5.34) /  (5.92) /  (4.97) 

 LDA4+GW0 / (5.6) /  (5.9) /  (5.3) 
a
 Direct and minimum gap values are reported outside and inside brackets, respectively. 

Experimental values are obtained through ultraviolet spectroscopy in Y-doped ZrO2 (VUV 

[447]) and by fitting electron energy loss spectroscopy data (EELS [409]). Previous theoretical 

results reported are: hybrid PW1PW functional calculations within the localized basis set 

approach (PW1PW [445]) LDA plane-wave calculations with pseudopotential for Zr including 

the semicore 4s and 4p states (LDA1 [409]), LDA plane-wave calculations (LDA1 [409] and 

LDA2 [443]), and many body perturbation theory corrections in the GW approximation 

including partial self-consistency in the calculation of the Green‟s function G with fixed 

screened Coulomb interaction W0 (LDA3+GW0 [421] and LDA4+GW0 [448]).  

 

The scarcity of experimental values is mainly due to the difficulty to obtain a 

pure and well-defined phases. For this reason in Table 7.2 we have only 

reported band gap values obtained from ultraviolet spectroscopy in Y-doped 

ZrO2 [447] and by fitting the electron energy loss spectroscopy (EELS) data in 

the high energy region [409]. This is because Dash et al. [409] have recently 
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assigned the low energy gap observed in the EELS spectra at around 4 eV to 

defect states, probably oxygen vacancies. All the values obtained with other 

techniques (e.g. spectroscopic ellipsometry, SE, and X-ray photoemission 

spectroscopy, XPS), recently discussed also by Jiang et al. [421],
  

are not 

reported because samples are generally thin amorphous or polycrystalline 

films. In Table 7.2 we also report band gap values from previous theoretical 

studies (PW1PW [445], LDA1 [409], LDA2 [443], LDA3+GW0 [421] and 

LDA4+GW0 [448]). The B3LYP results are in good agreement with previous 

hybrid functional PW1PW and GW0 results. In particular, the order of the 

band gap c‒ < m‒ < t‒ is reproduced. PBE0 values are constantly 0.5 eV higher 

than B3LYP. This discrepancy probably depends on the different fractions of 

Hartree-Fock exchange, rather than on the different approximations for the 

local part of the exchange and correlation functional (see Sec. 2.1.3).   

On the basis of these results, we decided to perform the investigation of Ti–

doped ZrO2 by means of the B3LYP functional.  

 

7.4 Ti-doped ZrO2 

Since X-ray diffraction data indicate that Ti–doped ZrO2 is predominantly 

in the tetragonal phase [432], we have limited the investigation to the t‒ZrO2 

polymorph. We note that the optical absorption edge red-shift of 1.3 eV is 

observed for a nominal Ti molar fraction of 0.15 [432]. This is a rather high 

concentration corresponding to 5‒6 atoms in the 108-atom supercell model 

(0.14‒0.17 molar fraction). In the following we start by discussing the diluted 

case with one Ti atom in the supercell model (0.03 molar fraction) and then 

we increase the concentration up to a maximum of six Ti atoms per supercell 

model. Both Ti impurities in interstitial, Tii, or substitutional to lattice Zr, Tis, 

positions are considered.   

   

7.4.1 Interstitial Ti (Tii)  

Looking at the tetragonal as a distorted fluorite structure it is evident that 

the octahedral cavities are all empty (see lower panel of Fig. III.1) and can be 

filled with interstitial Ti atoms. In this way Ti has the same coordination of 

lattice Zr atoms, with four next-neighbour O ions at 2.15 Å and four second 

neighbour O atoms at 2.34 Å (see left panel of Fig. 7.1). This can be viewed 
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also as two intersecting tetrahedrons of O atoms, essentially similar to the 

coordination sphere of lattice Zr atoms in stoichiometric ZrO2 where distances 

are 2.10 Å and 2.42 Å, respectively. Ti presents a 4s
2
3d

2 
valence shell. In a 

tetrahedral crystalline field (Td), Ti 3d states split into e and t2 states. In the 

case of the low spin electronic solution, two lower energy, fully occupied, Ti 

3d (e) states are located in the middle of the band gap (3.4 eV from the top of 

VB, see Fig. 7.1 left panel) with no electron transfer from Ti to lattice ions. 

The triplet (high) spin solution is 1.4 eV higher in energy than the singlet and 

results in the transfer of one electron from Ti to two next-nearest Zr
4+

 ions. On 

the basis of these results, it is unlikely that Tii could be responsible of the 

experimental 1.3 eV shift of the optical band gap. The Tii impurity states are 

occupied and, given their position in the gap, they would eventually give rise 

to additional absorption bands at higher wavelengths and not to a band edge 

shift as observed. 

 

 
Figure 7.1. Upper panel: ball and stick representation of the Tii (left) and Tis (right) species in 

bulk ZrO2. Zr, O and Ti are represented by small light grey, large dark red and small dark blue 

spheres, respectively. Lower panel: band structures together with a schematic representation of 

the Ti 3d states in the band gap of the material (from Kohn-Sham eigenvalues).  
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7.4.2 Substitutional Ti (Tis)  

Ti is isovalent with Zr and when inserted in a lattice cation (Zr
4+

) site all the 

valence electrons are formally transferred to the oxygen 2p VB. The relaxation 

is of opposite sign for first and second O neighbours. In particular the first 

shell relaxes about 9% inward while the second shell relaxes about 7% 

outward with respect to the Ti lattice position. Again, Ti is in a Td crystalline 

field causing the Ti empty 3d levels to split into e and t2 states which are close 

to and inside the CB, respectively (see right panel of Fig. 7.1). The single 

particle eigenvalues of the lower unoccupied Ti 3d states (e) are 0.4 eV from 

the conduction band minimum (CBM). In the case of Tis, it appears 

conceivable that for higher dopant concentrations an empty defect band forms 

close to CBM which may account for the experimental red shift of the optical 

absorption.  

The relative stability of Tii and Tis defects has been analyzed in terms of 

formation energy Eform, as a function of the oxygen chemical potential, μO (see 

Sec. 2.1.5.2 for details). The substitutional Tis species results in the most 

stable defect for the whole range of oxygen chemical potentials (not reported). 

Therefore, from a thermodynamic point of view, Tis formation seems to be 

more likely for Ti–doped ZrO2, in line with the observed variations in the 

optical spectrum.  

 

7.4.3 Ti concentration effect on the electronic structure 

In this Section we investigate the electronic structure modifications induced 

by a progressively increasing concentration of the Ti dopant. As mentioned 

before, Livraghi et al. [432] reported a 1.3 eV reduction of the optical band 

gap for a nominal Ti molar fraction of 0.15. However, considering a reaction 

yield lower than unity for the synthetic process, we can reasonably assume a 

dopant concentration of about 0.10–0.11, corresponding to four Ti atoms in a 

108-atom supercell model. 

If the four Ti atoms go interstitial, 4Tii, 1/9 of octahedral voids are filled. In 

particular, we consider the geometrical configuration filling four adjacent 

octahedral cavities in the xy plane. The large steric hindrance results in a 

distorted tetrahedral coordination of the Ti atoms with distances from the 

oxygen ions in the range of 2.15‒2.35 Å. Fully occupied Ti 3d states all lie in 

the middle of the band gap, 2.2 eV from CBM (not reported). As for the 

diluted case of Tii (see above), interstitial Ti atoms cannot account for an edge 



163 7. Titanium Doping 
 

163 

 

shift of the ZrO2 absorption band and therefore will not be further discussed.  

Substitutional Ti species, Tis, have been investigated for increasing dopant 

concentrations from 2 to 4, 5 up to 6 atoms per supercell corresponding to 

0.06, 0.11, 0.14, 0.17 molar fractions, respectively. In the 108-atom model 

there are 36 cation sites available for Ti-substitution, therefore the number of 

possible different geometrical configurations grows rapidly with dopant 

concentration. We first analyze the simplest case with two Tis species (2Tis).  

 

 
Figure 7.2. Upper panel: ball and stick representation of 2Tis (a and b) and 4Tis (c and d) 

defects in bulk ZrO2 in different geometrical configurations (see text for details). Zr, O and Ti 

are represented by small light grey, large dark red and small dark blue spheres, respectively. 

Lower panel: band structures together with a schematic representation of the Tis 3d states in 

the band gap of the material (from Kohn-Sham eigenvalues). The dashed line emphasizes the 

possible red shift of the conduction band. 

 

In Figure 7.2a and 7.2b the two most representative configurations for 2Tis 

are shown. One is the most stable configuration among those considered and 

consists of two Ti atoms separated by 3.81 Å along the (111) direction and 

sharing a common oxygen ion (see Fig. 7.2a). The band structure is essentially 
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identical to the diluted case with four 3d states (two e for each Ti atom) 

slightly mixed but highly localized at 5.2 eV from the valence band maximum 

(VBM). In the other configuration, the two Ti atoms are at a distance of 3.53 Å 

and share the same oxygen ion along the xy plane (see Fig. 7.2b). This 

geometry is less stable by 0.43 eV but shows a larger defect states overlap. 

The minimum gap between the Ti states and the VBM is calculated to be 4.8 

eV.  

To rationalize the different behaviour of these two configurations we 

further analyze the crystalline structure. Assuming the solid in a distorted 

fluorite structure, cations are in a distorted octahedral coordination sphere that 

consists of two different tetrahedra (one slightly closer than the other to the 

centre), that we call T+ and T-, according to the relative position of the apical 

vertex. T+ and T- alternate along the (111) direction, while chains of the same 

tetrahedron, either T+ or T-, expand along the xy plane. In the configuration of 

Figure 7.2a Ti atoms are in two different coordination tetrahedra, T+ and T-, 

and also the common O ion does not belong to the first coordination sphere. In 

contrast, the configuration in Figure 7.2b consists of two Ti atoms in the same 

xy plane sharing one O atom of the first coordination sphere. Here the lattice 

strain is probably higher and this is the reason for the lower stability of this 

configuration. However, the overlap of the 22d
yx 

orbitals is improved since the 

state lies in the same plane. 

Our interpretation is corroborated by increasing the dopant concentration. 

For 4 Ti atoms in the supercell, the most stable geometrical configuration 

consists of two well separated Ti pairs (8 Å) with Ti atoms in the same 

tetrahedron type and separated by 5.29 Å along the z axis corresponding to the 

tetragonal c-axis (see Fig. 7.2c). From the band structure we conclude that the 

Ti d states mixing is low because of the large distance. In contrast, considering 

four Tis all bound to the same O ion we observe an increased mixing of Ti 3d 

states resulting in the formation of a new small 3d band 0.8 eV below the 

CBM (see Fig. 7.2d). This result is consistent with the experimentally 

observed optical red shift of 1.3 eV. However, this second configuration with 

adjacent Tis dopants is 0.59 eV less stable probably due to a larger lattice 

strain.  

An analogous behaviour is observed for 5 and 6 Ti atoms per supercell 

when at least some Ti atoms are close one to the other and in the same xy 

plane; in this case a new Ti 3d band at about 1.0 eV below CBM is formed. 

However, these configurations present always an energy cost associated with 
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the lattice strain.   

A rigorous approach to compare electronic structure calculations with 

optical absorption spectra, should however include the computation of the 

transition energy levels. In Sec. 2.1.5.1 a detailed description of our new and 

original method to calculate transition energy levels using hybrid functionals 

and localized basis sets (as implemented in CRYSTAL code) is reported. In 

the context of this work, we consider only the optical transition level opt
 since 

we are focusing on an optical excitation, where the relaxation contribution of 

the excited –1 charge state can be neglected. The optical transition level, 

opt
(0/–1), for an isolated Tis is computed 4.9 eV from the VBM. In the KS 

approach the position of the defect level was estimated to be 5.2 eV from the 

VBM (see Fig. 7.1 right panel and Fig. 7.3). There is therefore a 0.3 eV energy 

difference between the two approaches. We expect a similar trend also for the 

higher concentrated models (4, 5, 6 Ti atoms per supercell). There are some 

technical difficulties in computing opt
(0/–1) for cases where the defect states 

are actually forming a band. However, in a reasonable approximation, we can 

expect a similar 0.3 eV down-shift with respect to the KS level also for higher 

Ti concentrations. If we apply such a rigid correction for the 4Tis case (see 

Fig. 7.2c) the 5.2 eV value becomes 4.9 eV above the VBM, with a shift not 

far from the experiment [432].  

 

 
Figure 7.3. Schematic representation of the defect state position from Kohn-Sham eigenvalues 

and of the optical transition level opt
(0/–1) calculated for Tis in bulk ZrO2. We reported the 

direct gap in  . All values are in eV.  

   

We can conclude that the optical band gap shift experimentally observed 

for Ti–doped ZrO2 is rationalized by the present hybrid functional calculations 

showing the formation of a Ti 3d band. Optical transitions from the top of the 

VB to this new band are calculated to cost about 4.9 eV, which correlates with 
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the experimental red shift of the optical band gap from 5.3 to 4.0 eV.  

 

7.4.4 Tis‒VO interaction  

Oxygen vacancies, VO, are one of the most common intrinsic defects in 

ZrO2 and have been widely investigated by ab initio methods [428,429,436, 

443,444,445,449,450]. In particular, they are responsible for the stability of 

the high symmetry polymorphs and their presence in t–ZrO2 is highly likely.  

  

 
Figure 7.4. Upper panel: ball and stick representation of the VO defect in the singlet (left) and 

triplet (right) state in bulk ZrO2. Zr and O are represented by small light grey and large dark 

red spheres, respectively. The spin density plot is light green and dark blue on the vacancy site 

and Zr atoms, respectively. Lower panel: band structures together with a schematic 

representation of the VO and Zr states in the band gap of the material (from Kohn-Sham 

eigenvalues).  

 

Their interaction with Ti dopants may play a key role in reducing the 

doping energy cost [431], in increasing the resistive switching behaviour 

needed for resistive random access memories (RRAM) [429] or in enhancing 

the dielectric response for high-k dielectric applications [428]. In this context 

we are interested in studying the effects of the interplay between VO and Tis 
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defects on the electronic properties. Livraghi et al. [432] observed the 

appearance of an EPR feature associated with Ti
3+

 species, besides the signal 

of the free electron trapped in a VO void, after annealing the sample at 773 K 

under reducing conditions. This has been interpreted as the result of an 

electron transfer from a VO to an empty 3d state of a Ti
4+

 ion. In the following 

we investigate it by means of theoretical modeling.  

The isolated VO centre in ZrO2 is very similar to F centres in ionic crystals 

such as MgO and KCl with the extra electron density mostly localized on the 

vacancy site (see Fig. 7.4, left panel). The vacancy state appears as a distorted 

sphere because of tetragonal symmetry and induces a doubly occupied and 

highly localized single-particle level in the middle of the band gap, 3.2 eV 

above the VBM. This is consistent with previous reports for c‒ZrO2 

[436,443,445,]
 
and m‒ZrO2 [444,449], except for a larger relaxation of the four 

neighboring ions with inward and outward displacements of 11% and 12%, 

respectively. As a consequence of the distortion, two Zr–VO distances of 1.86 

and 2.71 Å can be observed. The F centre character is confirmed by the high 

energy cost of 1.03 eV to promote one electron to a near Zr ion in a triplet 

state (see right panel of Fig. 7.4). 

As a next step both VO and Tis species are introduced into the same 

supercell at a sufficiently large distance (5.45 Å). The singlet closed shell 

solution is simply the sum, with no modifications, of the electronic structures 

of the two isolated VO and Tis species (see Fig. 7.5, left panel). No electron 

transfer is observed, and the doubly occupied VO defect state is 3.4 eV above 

the VBM. However, promoting one electron to a Ti state (triplet solution) is a 

favorable process (‒0.35 eV) (see Fig. 7.5, right panel), in contrast to what 

observed for the excitation of one electron on a Zr state, as discussed above. 

The majority spin component (α) KS state associated with VO remains almost 

unperturbed (3.5 eV from VBM) while the minority spin component (β) is 

raised in energy (5.4 eV from VBM) (blue lines in Fig. 7.4 and Fig. 7.5). The 

second majority spin component, associated with Ti 3d levels, is only 3.0 eV 

from the VBM (red line in Fig. 7.5, right panel). This is different from the VO 

centre in pure ZrO2 in the triplet state, where only a tiny stabilization is 

observed for Zr
3+

 (red line in Fig. 7.4, right panel). The energy cost to form the 

oxygen vacancy is reduced from 6.2 eV in pure ZrO2 to 5.7 eV in the Ti–

doped one. On the basis of these results we can fully rationalize the 

experimental evidence of Ti
3+

 species formation in the presence of VO and we 

predict an easier reduction of Ti–doped ZrO2 by oxygen removal compared to 

the pure phase. 
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Figure 7.5. Upper panel: ball and stick representation of the VO defect interacting with 

separated Tis species (5.45 Å) in the singlet (left) and the triplet (right) state in bulk ZrO2. Zr, 

O and Ti are represented by small light grey, large dark red and small dark blue spheres, 

respectively. The spin density plot is light green and dark blue on the vacancy site and Ti 

atom, respectively. Lower panel: band structures together with a schematic representation of 

the VO and Ti states in the band gap of the material (from Kohn-Sham eigenvalues).  

 

7.5 Conclusions 

Doping is a common way to modify band gaps of semiconductors and 

insulators. The dopant concentration is a key factor in determining the 

formation of localized or band impurity states. In the present study we have 

analyzed the effect of introducing an isovalent transition metal dopant (Ti) in 

bulk t‒ZrO2. This study has been triggered by the experimental observation of 

a large red-shift of the optical absorption edge from pure to Ti‒doped ZrO2 

[432]. In particular, a nominal Ti concentration of 15% is found to induce a 

1.3 eV red-shift.  

On the basis of hybrid functional (B3LYP) calculations we observe that 

isolated impurities in substitutional and interstitial positions form localized 
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unoccupied or occupied states in the band gap, respectively. The empty states 

for Tis are just below the CBM (0.4 eV in a 5.7 eV computed band gap) while 

the occupied states for Tii are in the middle of the band gap (3.4 eV above the 

VBM). Higher concentrations of the dopant increase the number of states in 

the band gap. When the Tis impurities are very close in the lattice, separated 

by only one lattice O and lying in the same xy plane, there is a larger d-states 

mixing and therefore also a larger reduction of the occupied to empty states 

gap. However, configurations with the adjacent Ti species on the same xy 

plane are less stable, indicating that segregation of TiO2 nano-phases is 

unfavorable and that diluted impurities are preferred.  

In order to make direct comparison with the experimental optical 

absorption energies, we have computed optical transition levels which provide 

a more accurate estimation of the excitation energies than single particle KS 

eigenvalues. They are found to be about 0.3 eV lower than single-particle 

HOMO-LUMO energy differences (see Fig. 7.3). The computed optical 

absorption is estimated to be about 4.9 eV for a Ti dopant concentration 

comparable to the experimental one, in the most stable investigated 

configuration. There is a shift of about 0.8 eV with respect to the pure ZrO2 

computed optical direct band gap (5.7 eV) which is in broad agreement with 

the experimentally observed optical shift of 1.3 eV (from 5.3 to 4.0 eV, [432]). 

The discrepancy between experimental and computed values of the absorption 

shift may be due to excitonic effects which are not taken into account in the 

present approach. 

Finally, in the presence of Ti impurities the energy cost to form an oxygen 

vacancy lowers from 6.2 eV to 5.7 eV, so that Ti doping is predicted to favor 

oxygen deficiency. This energy cost reduction is associated with the electron 

transfer from a doubly occupied vacancy state (F–type centre) to a Ti
4+

 centre 

with formation of a Ti
3+

 species. Such species have been actually detected by 

electron paramagnetic resonance (EPR) in the polycrystalline Ti‒doped ZrO2 

samples [432].    

To summarize, the hybrid functional study here reported has shown that 

Ti‒doping of bulk ZrO2 can largely modify its electronic structure by 

considerably reducing the optical absorption edge through formation of a Ti 3d 

band in the ZrO2 band gap. Formation of Ti
3+

 centres also occurs as a result of 

internal electron transfers from intrinsic defects such as oxygen vacancies. 
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PART IV 

MAGNESIUM OXIDE 

 

Background 

In the previous Chapters the importance of doping of wide-gap 

semiconductors, such as ZnO and ZrO2, has emerged to be two-fold. On one 

side, dopants have been attracting a great interest because of the possibility of 

tuning the material electronic structure in order to achieve more efficient 

photoactive oxides under visible light [451,452] or blue/UV optoelectronic 

devices. In this context, Ti‒doping was demonstrated to reduce the optical 

band gap of ZrO2 by about 0.8 eV (see Chapter 7), while nitrogen and copper, 

two promising candidates as p-dopants of ZnO, were observed to induce only 

deep level states (see Chapters 4 and 5). On the other side, dopants often cause 

the formation of magnetic defect centres in the bulk, making these systems 

very appealing also in the field of spintronics with the possibility to obtain 

room temperature ferromagnetism. Several attempts have been made to 

achieve useful ferromagnetic order in oxide materials with transition metal 

(TM) or rare earth atoms [453]. However, due to the intrinsic magnetic 

behaviour of transition metals, it is difficult to discriminate magnetic 

properties induced in the doped material from those of other magnetic 

impurities.  

A few years ago, Elfimov et al. [185] proposed to use classical non-

magnetic oxides, such as CaO, with a significant concentration of cation 

vacancies (VCa) as potentially new materials with ferromagnetic ordering. The 

cation vacancy in alkaline-earth oxides has been studied in great detail in the 

past as one of the classical defects in ionic oxides [454,455]. It consists of a 

missing neutral alkaline-earth atom with formation of two O

 radical ions, 

located near the cavity. It has been predicted that with a concentration of a few 

percent of VCa centres, half-metallic ferromagnetism can result [185]. Shortly 

after, it was proposed by Kenmochi et al. [186] that B, C, or N impurities 

substituting the O ion in CaO could result in local moments in the 2p states of 

the doping elements and in room-temperature ferromagnetism. The specific 
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case of nitrogen substituting for oxygen in SrO has been considered both 

theoretically and experimentally by Elfimov et al. [189]. They concluded, 

based on X-ray absorption and N 1s core level X-ray photoemission spectra 

(XPS), that the source of magnetization is the N atom substitutional for O in 

the SrO lattice, and in particular the singly occupied N 2p orbital. These 

studies have stimulated an intense theoretical activity on both N‒doped and 

cation deficient oxides [45,184,187,188,456].  

In this context, magnesium oxide appears as an ideal case for studying the 

magnetic properties induced by defects. The simple face-centred cubic 

structure (i.e., NaCl structure) and the small atomic number of the constituent 

elements, Mg and O, point in fact MgO as a particularly attractive model 

system for ionic oxides, thereby allowing the application of highly 

sophisticated computational techniques [457,458,459,460].  

MgO also offers significant advantages over other oxides from an 

experimental point of view. It is a well-characterized crystalline ionic insulator 

and it can be easily prepared in a high purity form as single crystals, thin films 

or powders [461,462]. MgO can also be doped with selected extrinsic 

impurities, and by careful choice of the preparation method (e.g., Mg(OH)2 

decomposition in vacuum at 530 K [463], sol-gel techniques [464], chemical 

vapour deposition [465]) it can be synthesized with a wide range of high 

surface areas (200-500 m
2
g

-1
). The microcrystals are well defined, with 

homogeneous size and regular shape despite the polycrystalline nature of the 

material and the facets generally expose the (100), (010) and (001) 

cristallographic planes [466]. 
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CHAPTER  8 

Nitrogen Doping
††

  

Abstract 

The nature of nitrogen doped MgO, N‒MgO, is investigated by DFT 

calculations using both periodic supercells and embedded cluster models. The 

electronic structure and the spin properties, in particular the hyperfine 

coupling constants, of substitutional for O and interstitial N species are 

determined by using a hybrid exchange-correlation functional in order to 

account for the self-interaction problem in DFT. Both substitutional and 

interstitial N introduce magnetic impurities in bulk MgO and generate new 

energy levels at about 0.5‒1.7 eV above the top of the MgO valence band. We 

have also considered the simultaneous presence of neutral magnesium 

vacancies (VMg) and neutral oxygen vacancies (VO) in the material, and we 

found that a charge transfer can occur between the N‒impurity states and these 

intrinsic defects. In particular, a substitutional nitrogen behaves as an electron 

donor in the presence of VMg and as an electron acceptor in the presence of VO 

centres. The occurrence of the internal charge transfer may alter the magnetic 

properties of the material. 

 

                                                 
††

 The results described in this Chapter have been reported in: M. Pesci, F. Gallino, C. Di 

Valentin, G. Pacchioni, J. Phys. Chem. C, 2010, 114, 1350.  
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8.1 Introduction 

So far, the few evidences of induced ferromagnetism in MgO are referring 

to powder samples and have been attributed to the presence of Mg vacancies at 

the surface or at the interface of the MgO nanoparticles [467,468]. The 

estimated concentration of the defects, 3.4 x 10
16 

cm
-3

, is two times larger than 

in bulk MgO. To the best of our knowledge, no example of induced 

ferromagnetism in N‒doped MgO has been reported yet, but attempts are 

ongoing in several laboratories [469]. To optimize these efforts it is important 

to understand the fundamental characteristics of nitrogen doping from an 

atomistic point of view. For instance, it is generally assumed that the 

N‒impurity enters in the MgO lattice in a substitutional for the O position, but, 

in general, one could expect also the formation of N interstitials. In the case of 

nitrogen doped TiO2 interstitial nitrogen impurities have been unambiguously 

identified by means of combined EPR, XPS and theoretical modelling and 

associated to a specific photo-catalytic activity under visible light; in ZnO both 

isolated and molecular “N2

” acceptors have been identified [360] (see 

Chapter 5). The incorporation of nitrogen, in fact, may depend on the 

preparation method, wet chemistry, solid state synthesis, molecular beam 

epitaxy, etc. Another aspect that has not been investigated so far is the 

interplay between defects of a different nature in the material. For instance, in 

the case of C‒ or N‒doped TiO2, it has been shown that there is an exchange of 

electrons between defects that induce occupied states high in the gap (i.e., the 

Ti
3+

 ions associated to O vacancies) and deep gap states induced by the C or N 

dopants [345,470]. The consequence is that magnetic N impurities in TiO2 trap 

one electron from the Ti
3+

 ions and transform into diamagnetic N

 centres. As 

N introduces deep gap states in alkaline-earth oxides, this mechanism can take 

place also in these materials.  

This Chapter reports the study of the electronic structure of N‒doped MgO 

using both periodic supercell and embedded cluster calculations in order to 

simulate different dopant concentrations. We have considered substitutional 

and interstitial N species, their hyperfine coupling constants and their interplay 

with VMg and VO centres, and the possible occurrence of charge exchange 

between the corresponding energy levels. The main purpose of this work is 

therefore the theoretical characterization of the electronic structure and spin 

properties of N‒induced defects in MgO; the magnetic interaction of these 

centres and the magnetic ordering of the crystal are not discussed and are 
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subject of ongoing investigations. 

 

8.2 Computational Details 

For the calculations we have adopted two complementary strategies. First 

we have computed the properties of N‒impurities in MgO by using a periodic 

supercell approach; then, we have studied the limit of extreme dilution of the 

defect by considering an embedded cluster model. In both cases, the 

calculations, which include spin polarization, have been performed using the 

hybrid B3LYP [59,60] functional.  

The Kohn-Sham orbitals have been expanded in Gaussian Type Orbitals 

(GTO), as implemented in the CRYSTAL06 code [71] (the all-electron basis-

sets are: Mg 8-511G [471], O 8-411(d1) [281]; N 7-311(d1) [283]). We 

considered three cubic supercells:  2 x 2 x 2 (16 atoms), 2 x 2 x 2 (32 

atoms) and 2 x 2 x 2 (64 atoms). For the case of substitutional nitrogen, the 

stoichiometry is thus MgO10.125N0.125, MgO10.0625N0.0625, MgO10.0312N0.0312, 

respectively. The bulk lattice parameter (a = 4.239 Å) and the geometries of 

the defective systems have been fully optimized until the largest component of 

the ionic forces was less than 4.5x10
-4

 a.u. The reciprocal space is sampled 

according to a regular sublattice (k-points mesh) with a shrinking factor IS 

equal to 4 or 6, according to the supercell size. The MgO band gap in our 

approach, 6.9 eV, is underestimated by 12% with respect to the experimental 

one, 7.6‒7.8 eV [472]. For additional details about the computational 

parameters used in the CRYSTAL code we refer the reader to Sec. 2.1.4.1. A 

detailed description of the computational method to calculate hyperfine 

coupling constants can be found in Sec. 2.1.5.3. 

In the second approach the bulk of MgO is represented by a nanocluster 

containing about 1000 atoms. The central part, treated quantum-mechanically 

(QM), is surrounded by a region of 216 classical ions whose polarizability is 

described by a shell-model (SM) [161] (see Sec. 2.1.4.2). Cations in the SM 

region at the interface with the QM region are replaced by ions (hereafter, 

indicated as Mg*) on which a semi-local effective core pseudopotential (ECP) 

is centred, in order to reproduce the Pauli repulsion and avoid the non-physical 

polarization of QM interface anions. The whole QM cluster is thus 

Mg14O13Mg
*
24. Region I (QM and SM) is then surrounded by a large array of 

point charges (PC) in order to reproduce the long-range electrostatic potential. 
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This scheme is implemented in the GUESS code [473] interfaced with the 

GAUSSIAN03 code [158], and the total energy of the hybrid system is 

calculated as a sum of classical and QM contributions. All centres in the QM 

region and Mg* interface atoms have been allowed to move during the 

optimization, while only shells, not cores, have been relaxed in the SM region. 

The GTO basis sets used are 6-31G on Mg and 6-31G* on O and N. The 

estimated band gap with this cluster is 6.7 eV, that is slightly smaller than in 

the supercell approach. 

 

8.3 Results and Discussion 

8.3.1 Substitutional N Impurity (Ns) 

The concentration of N impurities considered in the supercell approach is 

3.1%, 6.2%, and 12.5% (supercells containing 64, 32, 16 atoms, respectively). 

These concentrations are from slightly below to well above, respectively, the 

minimum concentration (5%) that is expected to induce magnetic ordering 

[45]. The local properties of the N‒substitutional impurity, however, are 

similar in the three supercells and only the results of the larger 64 atom 

supercell will be discussed in detail. When a lattice O
2

 ion is replaced by 

nitrogen, one forms a [Ns]
2

 species with a hole in the 2p shell (see Fig. 8.1). 

The formal charge, 2, is consistent with that derived from the Mulliken 

population analysis, 2.2. The ground state is magnetic (doublet), and the 

unpaired electron resides in a 2p orbital (see Fig. 8.1). The spin population on 

N is 0.86, suggesting that the spin is largely localized on the impurity atom. 

The gap in N‒MgO increases from 6.9 to 7.1 eV; the three occupied 2p and 

the two occupied 2p levels are slightly above the top of the valence band, in 

an energy range from 0.5 to 0.8 eV (see Fig. 8.1). The empty 2p component 

is higher in the gap and lies at about 3.8 eV above the top of the valence band 

(see Fig. 8.1). Thus, N introduces deep states in the gap of MgO, and there is a 

splitting of about 3 eV between occupied and unoccupied states. The states are 

highly localized, and no band dispersion is observed; see Fig. 8.1 (the 

bandwidth is 0.1 eV).   

Replacing O with N is a thermodynamically unfavourable process. In fact, 

the cost of removing a neutral O atom from the MgO lattice, with formation of 

a VO  centre, is 10.6 eV; the energy gain when a N atom is filling the cavity is 

of 6.2 eV, so the final cost is 4.6 eV. Very similar formation energies are 
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computed with the 32 atom supercell or with the cluster model (4.2 and 4.5 

eV, respectively). Also, the electronic structure is similar in the smaller 

supercell or in the embedded cluster, with the N 2p states slightly above the 

top of the valence band and a spin density on N close to 0.9. At the 

concentration of 6.2% of N impurities, the width of the N 2p minority spin 

band increases to 0.7 eV (from 0.1 eV at 3.1% N, Fig. 8.1) and the exchange 

splitting is reduced from 3.0 to 2.5 eV. If one considers the even higher 

concentration of 12.5% N impurities, the width of the minority spin band 

becomes 1.5 eV and the energy separation from the band formed by empty  

states becomes only about 1 eV. Clearly, as the dopant concentration 

increases, one approaches the situation of a half-metal, but even with a 12.5% 

N concentration one is still far from this situation.  

 

 
Figure 8.1. Electronic structure of a nitrogen substitutional impurity in bulk MgO, [Ns]

2
 (64 

atoms supercell). Mg, O and N are represented by small light grey, large dark red and small 

yellow spheres, respectively. Left panel: projected density of states. Right panel: band 

structure for  (up) and  (down) electronic states. In the insets of the left panel, the spin 

density and the local environment of the defect are shown. The bottom of the right panel 

shows a schematic representation of the  and  N‒induced states in the MgO gap.  

 

There is one aspect, however, that differs in the three calculations, and this 

is the orientation of the singly occupied N 2p level. In the 64-atom supercell 

and in the cluster model, modelling low concentration of N impurities or the 
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limit of infinite dilution (no interaction with other magnetic defects), the 

singly occupied 2p orbital is oriented along the diagonal of the cube, pointing 

toward two second-neighbour Mg
2+

 cations (see Fig. 8.1). However, in the 32-

atom supercell the singly occupied N 2p level is along the Mg‒N‒Mg axis and 

points directly toward the nearest-neighbour Mg
2+

 ions.  

In Table 8.1 are reported the isotropic and dipolar components of the 

hyperfine coupling constants of the unpaired electron with the 
14

N nucleus. 

First of all, we notice that the computed values are very similar in all models 

considered, small and large supercell, or embedded cluster (see Table 8.1). 

The aiso is of about 11–14 G, while the dipolar term is dominant, as expected 

for an unpaired electron in a 2p type orbital. The superhyperfine interaction 

with neighbouring Mg or O ions (not shown) is very small, of the order of 0‒2 

G, and probably difficult to detect experimentally (also consider that the 

natural abundance of the magnetically active 
25

Mg nucleus is only about 10%, 

while the coupling with 
17

O is practically absent and can be observed only in 

isotopically enriched samples). This confirms that the spin is rather localized 

and that only the tails of the spin wave function extend beyond the N impurity.  

 
Table 8.1. Hyperfine coupling constants (in G) of N substitutional for O, [Ns]

2
, and for N 

interstitial, [NiO]
2

, in N‒doped bulk MgO 

 2x2x2 

(Mg16O16) 

2x2x2 

(Mg32O32) 

Cluster 

(Mg14O13) 

  N substitutional [Ns]
2

  

aiso (
14

N) 13.7 13.6 10.8 

B1  (
14

N) -11.5 -11.9 -10.8 

B2  (
14

N) -11.8 -11.9 -10.8 

B3  (
14

N) 23.3 23.8 21.6 

  N interstitial [NiO]
2

  

aiso (
14

N) 12.6 13.0 11.1 

B1  (
14

N) -11.1 -11.8 -10.6 

B2  (
14

N) -11.5 -11.3 -10.6 

B3  (
14

N) 22.6 23.2 20.8 

aiso (
17

O) -12.4 -11.6 -11.7 

B1  (
17

O) 16.1 15.2 14.4 

B2  (
17

O) 16.5 15.3 14.3 

B3  (
17

O) -32.6 -30.5 -28.7 
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8.3.2 Interstitial N Impurity (Ni) 

In all the studies reported so far, it has been assumed that N in N‒doped 

MgO takes the position of a lattice O
2

 ion (substitutional N, [Ns]
2

). However, 

we have seen above that the removal of one O and its replacement with a N 

atom has a considerable energy cost; it can occur preferentially when the 

preparation is done in oxygen-poor conditions, but is likely that, under 

oxygen-rich conditions, the N atoms will enter in the lattice in interstitial 

positions, without altering the Mg-to-O ratio. This is, indeed, what has been 

observed for other N‒doped materials, like for instance N‒TiO2 [376,474] and 

N‒ZnO (see Chapter 5).  

 

 
Figure 8.2. Electronic structure of a nitrogen interstitial impurity in bulk MgO, [NiO]

2
 (64-

atom supercell). Mg, O and N are represented by small light grey, large dark red and small 

yellow spheres, respectively. Left panel: projected density of states. Right panel: band 

structure for  (up) and  (down) electronic states. In the insets of the left panel, the spin 

density and the local environment of the defect are shown. The bottom of the right panel 

shows a schematic representation of the  and  N‒induced states in the MgO gap.  

 

We have considered this possibility by including a neutral N atom in an 

interstitial position of the regular MgO lattice and reoptimizing the structure. 

Independent of the starting point of the optimization and of the model used, 

cluster or supercell, the final structure shows the formation of a direct N‒O 

bond and the appearance of a NO unit that takes the position of the O
2

 ion in 

the lattice. In this formally [NiO]
2-

 unit, the N‒O distance is 1.35 Å, slightly 

longer than in gas-phase NO, 1.15 Å. The NO unit is oriented along the 
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diagonal of the cube (see Fig. 8.2), and the unpaired electron occupies an 

orbital with  character distributed over both N and O atoms. The spin 

population for this  orbital is 0.73‒0.76, depending on the model. The 

inclusion of the N atom induces a strain in the structure so that it is 

energetically unfavorable: the cost to add a gas-phase N atom to the MgO 

lattice varies from 2.1 to 2.8 eV, depending on the model. The distortion 

consists in a deformation of the cubic lattice around the NO unit, which is 

more pronounced for the case of a high concentration of N dopants. 

The nature of the electronic states is reminiscent of that found for N‒doped 

TiO2 [474,475]. The occupied NO *-like states are about 1.4‒1.7 eV above 

the top of the MgO valence band, and the empty  component is in the 

midgap, 4.4 eV above the top of the valence band (see Fig. 8.2). With respect 

to substutional N, we notice that the states are higher in the gap (a feature 

found also in N‒TiO2 [475]) but the exchange splitting between  and  

components is similar, about 3 eV. As for substitutional nitrogen, no band 

dispersion is observed (see Fig. 8.2), a sign of a strong localization. 

The EPR properties of interstitial N are reported in Table 8.1. Here, we 

discuss the hyperfine interaction with both N and O nuclei of the defect centre 

because the unpaired electron is partly shared by these two atoms. However, 

an experimental detection of the O hyperfine splitting will be possible only in 

isotopically enriched MgO samples. Also in this case, the EPR properties are 

very similar for the three models considered (see Table 8.1). What is more 

surprising, however, is that the structure of the A tensor (aiso and B 

components) for the [NiO]
2

 unit are very similar to those computed for an 

isolated substitutional N (see Table 8.1). The aiso value, in fact, is of 11‒13 G, 

and B1, B2, and B3 are nearly coincident with those of the [Ns]
2

 centre. This is 

precisely what has been found for the analogous defect centres in N‒doped 

TiO2 [474]. Unfortunately, due to the close similarity of the two signals, an 

experimental discrimination of [Ns]
2

 from [NiO]
2

 based on the N-hyperfine 

coupling constants will be difficult, if not impossible. The problem could be 

solved by looking at the hyperfine interaction with the 
17

O nucleus. In fact, the 

coupling with O is substantial, and results in appreciable values, in particular 

of the dipolar component B (see Table 8.1). Also, here the aiso(
17

O) component 

is small, consistent with the fact that the unpaired electron resides in a level 

with  character. 

 All other coupling constants are small, again indicating the rather localized 

nature of the N‒induced states.   
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8.3.3 Mg Vacancy and O Vacancy (VMg, VO) 

In the previous Sections 8.3.1 and 8.3.2, we have described the nature of 

the extrinsic defects connected to the incorporation of N atoms in the MgO 

lattice. Here, we briefly review the nature and electronic structure of two 

intrinsic defects, that are the Mg and the O vacancies. These defect centres 

have been discussed at length in the past [454,455,476,477], and therefore, we 

will only summarize their main features. The motivation for revisiting these 

two defects is two-fold: on one side, the cation vacancy has been proposed as 

one of the possible centres responsible for ferromagnetism in alkaline-earth 

oxides [45,185,456,467,468]; on the other side, the simultaneous presence of 

Mg or O vacancies and N impurities can result, at least in principle, in charge 

exchange between the different centres with alteration of their magnetic 

properties. 

It is well-established that the Mg vacancy in MgO, VMg, corresponds to two 

holes located on the O ions around the vacancy [454,455]; the ground state is 

thus a triplet, exhibiting both a zero-field splitting and an axial g-tensor in 

EPR [478]. This defect centre has been studied in some detail both in the bulk 

and on the surface of MgO using a Hartree‒Fock approach and periodic or 

embedded cluster models [479,480].
 

The lattice distortion induces a 

localization of the two holes on the O ions on the opposite site of the vacancy, 

with formation of two O

 radical ions [479]. The formation energy of the 

defect has been estimated to be very high and to be higher in the bulk than on 

the surface [479]. Therefore, migration of the VMg centres to the surface of 

MgO nanoparticles is expected to be thermodynamically favorable. 

We have considered the electronic structure of the VMg centre in bulk MgO 

by using a supercell approach (64-atom supercell). The main difference with 

respect to the results reported by Baranek et al. [479] is that, here, we use a 

DFT approach with a hybrid functional. By removing a neutral Mg atom from 

the structure, we find two solutions where the two holes are either localized on 

two opposite sites of the vacancy, as found in Ref. [479], or localized on two 

adjacent O ions (see Fig. 8.3). The former solution is slightly preferred by 0.12 

eV. The electronic structure is characterized by the presence of singly 

occupied O 2p states at the top of the valence band, while the corresponding 

empty  components are only 1.1 eV higher (see Fig. 8.3). This means that the 

VMg vacancy is an excellent electron trap and can easily transform into the 



8.3 Results and Discussion 182 
 

182 

 

charged VMg

 centre that has been best characterized [481,482]. This is an 

important aspect since we have seen above that N atoms either in 

substitutional for O or in interstitial positions introduce occupied states in the 

gap at 0.5‒1.7 eV above the top of the valence band  (see Figs. 8.1 and 8.2). 

Being the empty states associated with the VMg centre lower in energy, it is 

conceivable that electrons can be transferred from the N‒induced states to the 

O

 centres associated to the Mg vacancy with a global energy gain. This aspect 

will be considered explicitly in the next Section 8.3.4. 

 

 
Figure 8.3. Electronic structure of a neutral magnesium vacancy in bulk MgO, VMg (64-atom 

supercell). Mg and O are represented by small light grey and large dark red spheres, 

respectively. Left panel: projected density of states. Right panel: band structure for  (up) and 

 (down) electronic states. In the inset of the left panel, the spin densities corresponding to two 

energetically close solutions are reported. In one case (preferred), one forms two O

 ions on 

the opposite sides of the cavity; in the other case, the two O

 ions are next neighbors. The 

bottom of the right panel shows a schematic representation of the  and  states in the MgO 

gap induced by a VMg centre. 

 

The other MgO defect centre that has been fully characterized at both the 

theoretical and the experimental levels is the O vacancy, VO, usually referred 

to as the F centre [476,477]. The literature on this centre is so abundant that 

we restrict here to the main features of the electronic structure. The removal of 

a neutral O from the ionic MgO lattice results in two extra electrons that are 
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trapped in the cavity left by the missing O atom. The relaxation around the 

defect is very small because the place of the O
2

 ion is now taken by two 

electrons confined in the vacancy so that the crystal electrostatic potential is 

only moderately perturbed. The two electrons occupy a totally symmetric 

orbital that has no valence band nor conduction band character. In fact, the 

state lies in the mid of the gap of MgO. According to the supercell periodic 

calculations performed with the present approach, this energy level is 3.1 eV 

above the valence band. Thus, different from the VMg centre, the O vacancy 

introduces occupied levels that are high in the gap and, in principle, can 

transfer charge to the empty states of the N‒induced defects.  

 

8.3.4 Interplay between Mg and O Vacancies and N Impurities 

In the previous Sections, we have considered the electronic structure and 

stability of individual native and induced defect centres in N‒doped MgO. In 

this Section, we will consider the interaction between such defects, introducing 

a pair of defects in the same supercell and computing the final ground state 

structure. As an extrinsic defect, we have considered the substitutional N atom, 

[Ns]
2

, but the conclusions should apply in a similar way to the interstitial 

[NiO]
2

 species. In the 64-atom supercell, we have included the [Ns]
2

 centre 

and created simultaneously an O or a Mg vacancy. The two point defects have 

been placed inside the supercell so as to reduce as much as possible their direct 

interaction. The total energy of the new system has then been evaluated after 

full geometry optimization.  

When a Mg vacancy (corresponding to two O

 ions) and a [Ns]

2
 centre are 

present in the supercell, a net charge transfer occurs spontaneously: 

 

(8.1) 

 

In this process, one O

 species traps one electron and becomes a normal lattice 

O
2

 ion, thus leaving only one O

 centre in the structure (VMg


); the [Ns]

2
 

loses one electron and transforms into [Ns]

, a centre characterized by the 

presence of two holes in the N 2p levels (triplet). The [Ns]

 states are lower in 

energy than in [Ns]
2

 and are positioned at the top and partially mixed with the 

valence band. The total spin multiplicity of the supercell is a quartet, with one 

spin localized on the O

 radical and two unpaired electrons localized on the N 

impurity. This solution is definitely the most stable one and suggests that, in 

    )O;O(VN)O;O(VN
-2--

Mgs

--0

Mg

2

s



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principle, the presence of VMg centres can interfere with that of [Ns]
2

 defects. 

A similar situation arises when we consider the simultaneous presence of 

[Ns]
2

 and of neutral VO centres, but now the charge transfer occurs 

spontaneously from the VO defect to the N impurity. In fact, in the ground 

state, one of the two electrons of the VO centre is transferred to the [Ns]
2

 

defect with formation of a paramagnetic VO
+
 (F

+
) and of a diamagnetic [Ns]

3
 

defect: 

 

                              (8.2) 

 

The magnetic moment on the N atom is thus quenched, with possible 

alteration of the magnetic ordering in the material. The energy levels of [Ns]
3

 

are shifted to higher energies (1.6 eV) compared with those of [Ns]
2

 (0.5‒0.8 

eV), while the state associated with the VO
+
 centre is stabilized and is found at 

2.6 eV above the top of the valence band. 

Of course, the fact that the charge transfer between defects of different kind 

is the thermodynamically most favoured solution does not necessarily imply 

that these processes play an important role in the material. First of all, 

although there is little doubt that the charge transfer leads to a more stable 

situation, the mechanism for the electron transport from one site to the other is 

not clear. In a semiconducting oxide like TiO2, this can occur simply by 

thermal excitation of one electron from shallow Ti
3+

 states to the conduction 

band; in a wide gap material like MgO, this process may require high thermal 

energies and may not be accessible under normal conditions. The second 

important aspect is the abundance of the various defect centres, an aspect that 

largely depends on the preparation method. If the concentration of VMg or VO 

centres is orders of magnitude smaller than that of the N atoms incorporated in 

the structure, the relevance of the charge transfer process is negligible. On the 

other hand, we have seen that the formation of N substitutional for O is 

probably easier when the preparation is done in oxygen-poor conditions. In 

this case, the concentration of O vacancies could be significant and interfere 

with the generation of N magnetic centres in the bulk of the oxide. 

 

8.4 Conclusions 

We have studied the electronic structure of N impurities in bulk MgO by 
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O
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means of periodic and embedded cluster model DFT calculations with hybrid 

exchange-correlation functionals. We have considered both substitutional and 

interstitial N species; it is expected that substitutional N, [Ns]
2-

, forms more 

easily under oxygen-poor conditions, while interstitial N, [NiO]
2-

, should be 

easier to form under oxygen-rich conditions. Interstitial N results in the 

formation of a strongly bound NO unit reminiscent of the species formed in 

the bulk of TiO2 [474] and ZnO (see Section 5.3.2.1). In both cases, the 

resulting centres are magnetic, being characterized by the presence of a rather 

localized unpaired electron occupying a N 2p atomic orbital, [Ns]
2

, or a NO 

-type molecular orbital, [NiO]
2

. The hyperfine coupling constants for the 

two cases confirm the high degree of spin localization, an aspect that may 

disfavor the formation of a ferromagnetic order at room temperature. 

Unfortunately, the close similarity of the N hyperfine coupling constants may 

render a distinction of the two defect centres, based on EPR spectra only, quite 

difficult. A potentially useful technique that could help in the distinction is 

XPS, as it is known in analogous N‒doped TiO2 compounds that substitutional 

and interstitial nitrogen have different 2p XPS peaks.  

We have also considered two classical defects in MgO, the Mg and O 

vacancies. If the preparation of the N‒doped sample leads to a non-perfectly 

stoichiometric material, these centres could be present in significant 

concentrations. Because of the different position of the N‒induced states in the 

MgO gap compared to those of the VMg or VO centres, an electron exchange is 

possible with consequent thermodynamic stabilization. In particular, in the 

presence of VMg, a defect that corresponds to the formation of two O
 

radical 

ions in the structure, the N impurity behaves as an electron donor and transfers 

charge to one of the O

 species that becomes diamagnetic, O

2
; two unpaired 

electrons remain on the substitutional N centre, [Ns]

. When VO centres are 

present, the N impurity behaves as an electron acceptor and traps one electron 

from VO with formation of a diamagnetic [Ns]
3

 species and a paramagnetic 

VO
+
 defect. 

On the basis of the present results, the possibility to obtain ferromagnetism 

in N‒doped MgO seems problematic. The highly localized nature of the 

defects suggests, in fact, that relatively high concentrations of dopants are 

needed, a condition that could require specific synthetic methods.  



 

186 

 

CHAPTER  9 

Trapped N2
–
 Radical Anions

‡‡
  

Abstract 

Oxidation of magnesium nitride, Mg3N2, leads to segregated nitrogen 

impurities within the bulk of MgO. Electron paramagnetic resonance 

experiments in conjunction with quantum chemical calculations allow us to 

identify these paramagnetic centres as N2

 radical anions trapped in anion 

vacancies in the bulk of MgO. The characteristics of the defect centre, derived 

from the spin Hamiltonian parameters, exhibit similarities but also some 

interesting differences with respect to the classical N2

 species in KCl, a sort 

of prototype of molecular anions trapped in ionic crystals. 

 

 

 

 

 

 

                                                 
‡‡

 The results described in this Chapter have been reported in: F. Napoli, M. Chiesa, E. 

Giamello, M. Fittipaldi, C. Di Valentin, F. Gallino, G. Pacchioni, J. Phys. Chem. C, 2010, 

114, 5187.  
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9.1 Introduction 

By virtue of its negative electron affinity, nitrogen forms temporary anion 

states upon interaction with excess electrons in the gas phase [483]. These 

transient-ions have been the object of numerous theoretical and experimental 

studies, which concur to the description of these systems in terms of short-

living N2

 (

2
Пg) doublet states [484,485]. These unstable anion states can be 

made thermodynamically favorable in the condensed phase by the effect of 

solvation and in particular by virtue of the Madelung potential in ionic 

crystals. As an example, N2

 impurities have been reported in the case of 

irradiated azides and trapped at negative anion vacancies in different alkali 

halides [486,487,488,489].
  
In particular, the N2


 species in KCl has been fully 

characterized by EPR spectroscopy long time ago, becoming soon a classical 

example of a molecular radical ion trapped in a solid [489]. The formation of 

N2
 

radical anions has also been reported to occur at the surface of “electron-

rich” alkaline earth oxides [490] (MgO and CaO) via a direct surface-to-

adsorbate electron transfer [491,492,493,494], however no reports are 

available on the identification of this radical anion in the bulk of alkaline earth 

oxides. 

The present Chapter reports the EPR identification substantiated by DFT 

embedded cluster calculations of the N2

 molecular anion in polycrystalline 

MgO obtained by oxidation of Mg3N2. Oxidation of metal nitrides is one way 

of incorporating nitrogen impurities in oxides, which has the advantage of 

easily tune the amount of incorporated nitrogen in the final oxide system. The 

identification of the paramagnetic N2

 impurity is unambiguously obtained by 

means of X and W band CW-EPR and two pulse X band Echo detected EPR 

spectra, which are characterized by distinct hyperfine interactions due to two 

equivalent N atoms and a g-tensor typical of the 
2
1/2 state of a 11‒electron 

radical with gyy > gxx > gzz; the only important shift from ge = 2.0023 is 

observed for the gzz component [495].  

The motivation of this work is thus two-fold. On one side we report for the 

first time a thorough EPR characterization complemented by quantum 

chemical modelling of the N2

 radical anion in MgO, which is of interest in 

order to contribute to the identification of the different species which can form 

during nitrogen incorporation in oxide insulators. On the other hand, 

comparison with the well-known case of the analogous N2

 species in KCl, 

allows us to test in a rigorous way the reliability of ab-initio calculations of g-
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tensors for paramagnetic centres in solids, a topic where the number of 

reported examples in the literature is still very limited.   

 

9.2 Experimental and Computational Details 

9.2.1 Experimental Section 

Oxidation of Mg3N2 powders was carried out in air at 1073 K for 20 h. 

Powder X-Ray diffraction (XRD) patterns have been collected on a Philips 

1830 XRD diffractometer using a K(Co) source and a X‟ Peret High-Score 

software for data handling.  

Electron-spin-echo (ESE) detected EPR experiments were carried out with 

the pulse sequence: π/2 ‒ η ‒ π ‒ η ‒ echo, with mw pulse lengths tπ/2 = 40 ns 

and tπ = 80 ns and a η value of 200 ns. For more details on CW and pulsed 

EPR experiments we refer the reader to Sec. 2.2.1. 

 

9.2.2 Computational Methods 

For the calculations we used an embedded cluster model and the DFT 

approach (see Sec. 2.1.4.2). The quantum cluster consists of 19 O ions, 14 Mg 

ions and 30 Mg* ions represented by an effective core potential (ECP) with no 

valence electrons and basis functions associated. The Mg* ECPs provide a 

representation of the finite size of the Mg
2+

 ions and avoid spurious 

polarizations of the O
2-

 ions by the surrounding large set of about 8000 point 

charges (PC). The role of the PCs is to reproduce the Madelung potential of 

the ionic crystal (see Sec. 2.1.4.2). The central O
2- 

ion has been replaced by the 

trapped N2
‒
 dimer. Both orientations of the molecular axis, along the [100] or 

[110] directions, have been considered in the calculations. The positions of the 

dimer molecule and of the surrounding first and second neighbour ions have 

been optimized by keeping fixed the positions of the external Mg* ions. 

For the calculations we have used the hybrid B3LYP [59,60] functional in 

combination with the 6-31+G* basis set for O and N atoms while the Mg
2+

 

cations have been described by a 6-31G* basis set.  

A detailed description of the computational method to calculate hyperfine 

coupling constants and the g-tensor can be found in Sec. 2.1.5.3. 
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9.3 Results and Discussion 

Magnesium nitride can be converted to the corresponding oxide by high-

temperature oxidation. The nitride to oxide conversion process can be 

monitored by means of XRD patterns as shown in Figure 9.1.  

 

20 30 40 50 60 70 80 90 100

(c)

(b)

(a)

  
Figure 9.1. XRD patterns of (a) Mg3N2, (b) Mg3N2 oxidized at 873 K for 2 h, and (c) Mg3N2 

oxidized at 1073 K for 20 h. Dashed lines indicate the MgO peak positions in the XRD 

pattern. 

 
Upon treatment of the sample at 1073 K for 20 h the distinctive features of 

the Mg3N2 diffraction patterns are no longer observed and only peaks due to 

the MgO cubic structure are present in the XRD pattern. During the oxidation 

process, however, it is possible that nitrogen impurities remain trapped in the 

solid. This has been observed for example in the case of the oxidation of TiN 

to TiO2 where XPS and EPR measurements led to the identification of 

substitutional or interstitial nitrogen impurities [496,497]. 

The EPR spectrum of the original magnesium nitride is shown in Figure 

9.2a and is characterized by a narrow resonance line at g = 1.98 which is due 

to Cr
3+

 impurities contained in the sample. A small signal at g = 2 is also 

present which may be due to lattice defects. The spectrum of the oxidized 

sample (Fig. 9.2, spectra b and c) displays a completely different profile, 

characterized by a complex powder pattern dominated by five equally spaced 

hyperfine lines with relative intensities 1:2:3:2:1 as expected for an electron 
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interacting with two equivalent nuclei of spin one. We will show in the 

following that this spectrum is due to N2
‒
 radical anions trapped at oxygen 

vacancies. The narrow spectral line width provides indication that the species 

are isolated and non-interacting; this is in accord with the absence of 

modulations in the echo decay. 
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Figure 9.2 EPR spectra of (a) Mg3N2, (b) Mg3N2 oxidized at 873 K, and (c) Mg3N2 oxidized 

at 1073 K. Spectra were recorded a 77 K, 10 mW. 

 

The CW-EPR spectrum is complicated by the presence of a number of 

spurious signals due to Mn
2+

 and Cr
3+

 impurities. Moreover a broad signal is 

also present at g = 2.035. In order to disentangle these overlapping signals, 

two pulse echo-detected EPR spectra have been recorded at 10 K. Under these 

circumstances species characterized by fast Tm are filtered off and only the N2
‒
 

species is observed. In Figure 9.3 the echo-detected spectrum recorded at 40 K 

is shown as a first derivative together with the CW spectrum and the 

corresponding simulation.  

The spectrum in Figure 9.3b was simulated using the following spin-

Hamiltonian: 
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      (9.1) 

 

The simulated spectrum was obtained using a single S = 1/2 species having 

rhombic g and A tensors, with two g values close to the free spin and one 

lower g value (1.983). These values are those expected for an 11-electron 

radical such as N2
‒
.  

 

 
Figure 9.3. (a) CW X band EPR spectrum recorded at 77 K and 0.1 mW microwave power. 

(b) Two pulse echo detected EPR spectrum at 40 K. (c) Computer simulation of the EPR 

spectra. 

 

In order to substantiate the interpretation of the spectrum and to obtain a 

better characterization of this centre, CW-EPR spectra were recorded at W 

band frequency (95 GHz). The spectrum recorded at high field (Fig. 9.4a) is 

complicated by the presence of Mn
2+

 and Cr
3+

 impurities; however, the 

multiline pattern characteristic of the N2
‒
 spectrum observed in X band is 

clearly visible. Furthermore, at this frequency, the gzz component is markedly 

shifted towards high field so that the gzz factor can be read off from the 

spectrum with considerable accuracy. The spectral feature at g = 2.035 

observed in the X band spectrum becomes extremely broad at this frequency 

probably due to strain effects present in the polycrystalline systems. Moreover 

baB
SAISAIBgSH  
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a complex, structured feature at g = 2.021 becomes evident. The nature of 

these two signals is at the moment unclear, and specific experiments are 

currently being performed to interpret these features. Computer simulation of 

the W band spectrum (Fig. 9.4b) was thus limited to the N2
‒ 

spectrum and was 

obtained using the figures deduced from the simulation of the X band echo-

detected spectrum as starting values. In this way the same set of spin-

Hamiltonian parameters simultaneously fits the spectra recorded at the two 

frequencies allowing confidence to be placed on the extracted figures. Minor 

mismatches are present which may be due to small heterogeneity, which was 

not taken into account in the simulation. The results are reported in Table 9.1 

and provide firm evidence that the radical under observation is N2

, which, to 

the best of our knowledge, has never been observed in the bulk of MgO. 

 

 
Figure 9.4. Experimental (a) and simulated (b) W-band EPR spectra of Mg3N2 oxidized at 

1073 K for 20 h. 

 

The N2
‒
 anion has been previously observed in the bulk of solid matrices 

including single crystals of various azides (K, Na, Ba) [486,487,488] or alkali-

halides [489]. In general, the reported g and A tensors for these systems are 

remarkably similar to those found in this work (see Table 9.1). Also, they are 

in line with those found for the same species localized at the surface of MgO 

[491,492]. It should be noted that the different local coordination between bulk 
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and surface adsorbed species leads to a small but perceptible variation in the 

spin Hamiltonian parameters of the radical trapped in the bulk and adsorbed on 

the surface of MgO. This is amenable to the different symmetry of the local 

crystal fields experienced by the molecule in the two cases and is reflected in 

the g matrix components. The variation in the gxx and gyy values observed in 

this work with respect to those reported in Ref. [492] suggests that the π*y and 

π*x orbitals may be inverted. Elucidation of this aspect will require specific 

modelling of the two situations.   

In Table 9.1 the most significant differences are found for the gzz 

component, which shows different shifts from the free electron value. For 

instance, while for N2


 in MgO the shift is relatively small,  = 0.019, the same 

radical in KCl exhibits a five times lager deviation,  = 0.0958, despite the 

same cubic structure of the host crystal. 

 
Table 9.1. Experimental Spin-Hamiltonian Parameters for N2

‒
 in different host matrixes. 

 gxx gyy gzz 

Axx  

(G) 

Ayy  

(G) 

Azz  

(G) 
Ref. 

   N2

 in MgO   2.0042   2.0021 1.9833   3.4 22.4 5.2 This work 

   N2

 in KCl   1.9978   2.000 1.9065 21.3   5.0 6.1 489 

   N2

 in KN3   2.0008   2.0027 1.9832   3.8 12.0 4.0 486 

   N2

 in NaN3 ≈2.00 ≈2.00 1.75 11.0 23.5 3.9 487 

   N2

 in Ba(N3)2 ≈1.99 ≈1.99 1.979   3.6 20.7 4.1 488 

14
N2


 on MgO   2.0018   2.0042 1.9719   2.90 21.50 4.20 492 

 14
N2


 on CaO   2.0006   2.0048 1.9677   2.50 20.00 4.30 492 

 

The g tensor elements reported in Table 9.1 are in agreement with those 

expected for the 
2
П1/2 state of an 11-electron radical like N2

‒
. The electronic 

configuration of such a species (isoelectronic with NO and CO
‒
) is 

characterized by the presence of a single unpaired electron in the π 

antibonding orbitals of the molecule and the EPR spectrum can only be 

observed if the degeneracy of the two orbitals is lifted by an anisotropic 

electric field, such as that exerted by the low coordinated cations of an oxygen 

vacancy site. It should be noted that the same Coulombic forces are 

responsible for the stabilization of the N2
‒
 species, thus preventing dissociation 

into N2 + e

. The electronic configuration produces an orthorhombic g tensor 

whose elements can be obtained by adapting the equations of Zeller, Shuey 

and Känzig [498]
 
(originally derived for 

2
П3/2 states), to the N2


 case in 

agreement with the treatment performed by Brailsford et al.
 
[489] for N2


 in 
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KCl single crystal. A slightly simplified form of these equations, which are 

suited to the 
2
П1/2 state, with the unpaired electron in the π*y orbital (vide 

infra), are given as 

 

(9.2) 

 

 (9.3) 

 

(9.4) 

 

where λ is the spin‒orbit coupling constant and E is the energy separation 

between the 
2
П ground state and a 

2
Σ excited state admixed to the former by 

the spin‒orbit interaction. The degeneracy of the π*y and π*x orbitals is lifted 

by the spin‒orbit interaction, λ, and the orthorhombic crystal-field, . The 

value of tan 2α is defined as λ/. From the above equations it follows that all g 

factors should be less than ge (2.0023) with gzz showing the maximum shift as 

experimentally observed (Table 9.1). 

The A tensor of the 
14

N hyperfine may be written as in Eq. (2.40), where 

aiso is the isotropic component (Fermi contact) of the hyperfine interaction and 

T is the anisotropic interaction term. Following the choice of signs adopted for 

the analysis of the hyperfine tensor of N2

 radicals trapped in alkali halides 

and azides and on the surface of MgO, we assume Ayy > 0, while Axx and Azz < 

0. This choice leads to a positive aiso, in agreement with the results of 

theoretical modelling (vide infra). 

The hyperfine tensor can thus be decomposed as follows: 

 

 

(9.5) 

 

 

whereby the T tensor derived from Eq. (9.5) has been decomposed into two 

traceless components (2a, –a, –a) and (–b, 2b, –b) accounting for a partial 

admixture of the πx and πy  orbitals via spin‒orbit interactions. The largest 

value of the hyperfine tensor corresponds to the y direction determined by π*y, 

i.e., the orbital constituting the SOMO. 

Using the reported atomic value [371] of the dipolar 
14

N constant as B
o 

=  

4/5gNβn <r
‒3

>2p = 39.6 G, the spin density on the nitrogen 2p orbitals can be 

α2sinλ2
ezz

gg

α)2sinα2cos)(1/(λα2cosgg
eyy

 E

)1α2sinα2)(cos/(λα2cosgg
exx

 E

2.9

4.18

2.9

7.0

7.0

4.1

5.4

4.5

2.22

3.3

N














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assessed by direct comparison of the experimental a and b values to the atomic 

anisotropic coupling constant of nitrogen using the classic formula 

 Bbc /
2

p2p2 yy

 and  Bac /
2

p2p2 xx

 . The total spin density on the 

N2
‒
 molecule will be given by   99.02N)(

2

s2p2p2total yx

 c  indicating that 

the total spin density on the N atoms is close to unity. We remark that the N2
‒
 

anion is positively charged with respect to the MgO lattice; therefore a 

compensation mechanism needs to be present. A possible pattern can be 

provided by transition metal ion impurities present in the sample. In particular 

the drastic reduction in the intensity of the EPR signal of Cr
3+ 

upon oxidation 

of Mg3N2 (see Fig. 9.2) may be taken as indicative of such a compensation 

pathway.   

The powder EPR spectra discussed so far do not allow the relation between 

the magnetic and crystallographic axes to be obtained; therefore no 

information on the geometrical arrangement of the radical within the crystal 

can be obtained. This limitation can be overcome by comparing experimental 

and computed spin Hamiltonian parameters on a suitable theoretical model 

(see Fig. 9.5 and Table 9.2).  

In Table 9.2 we also report the computational results related to a similar 

system, N2

 in KCl, which have been recently reported by Di Valentin and 

Pacchioni [499] and is discussed here for further analysis.   

 
Table 9.2. Theoretical (B3LYP) and Experimental EPR parameters for N2

‒
 species in bulk 

MgO and KCl matrices.
a
  

MgO gxx gyy gzz aiso Txx Tyy Tzz 

Exp.
 

2.0043 2.0021 1.9833 4.5 -7.8 17.7 -9.9 

N2
‒
 2.0041 2.0023 1.9873 6.4 -8.5 16.7 -8.1 

N2
‒* 

(+0.83 eV)
b 

   7.1 16.8 -8.6 -8.2 

KCl        

Exp. 1.9978 2.000 1.9065 3.4 17.9 -9.5 -8.4 

N2
‒ 

2.0020  2.0067 1.9565 6.6 15.8 -8.1 -7.6 

N2
‒* 

(+0.18 eV)
b 

   8.0 -8.7 16.8 -8.2 
a 
The x, y and z directions correspond to the [001], [1-10] and [110] crystallographic axis, 

respectively, for both the g and T tensors. The N2
‒
 internuclear axis is oriented along the 

[110] direction. The x and y assignment to the g and T matrix elements for the MgO powder 

samples has been done on the basis of the theoretical results. The axis orientations are 

defined in Fig. 9.5. Hyperfine coupling constants are in G. 
b
 Differences in energy and T tensors are reported for the first N2

‒
 excited state in both 

MgO and KCl where the extra electron is in the perpendicular N2 π* state with respect to the 

ground state. See text for further details. 
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Calculations of N2

 in bulk MgO confirm that the configuration with the 

N‒N internuclear axis parallel to the [110] direction is more stable by 0.5 eV 

than the one oriented along the [100] direction. This energy difference is 

considerably larger than that previously found for N2

 in KCl (30 meV) [499]. 

This is a relevant indication that the N2
 

species is free to rotate in KCl while 

is much less mobile in MgO where the lattice constant is smaller (~4.2 vs ~6.3 

Å). Another important difference with respect to the N2

 species in KCl is the 

molecular orbital hosting the unpaired electron: in KCl it is well established, 

on the basis of single crystal EPR measurements, that this electron occupies 

the π* state lying in the xz plane, πx* (see Fig. 9.5 for axis orientation) [489].  

 

 
Figure 9.5. Top and side views of a N2

  
species in the bulk MgO as derived from cluster 

model DFT calculations. The spin density plot associated to the unpaired electron is shown. 

Magnesium atoms are in light blue, oxygen atoms in red and nitrogen atoms in grey. 

 

This result is corroborated by theoretical calculations which indicate this as 

the ground state [499]. The configuration where the πy* orbital is occupied 

corresponds to the first excited state. On the contrary, in the case of MgO, in 

the ground state the unpaired electron is found to occupy the π* level lying in 

the yz plane, πy*; in the first excited state the electron is in the πx* orbital. 

Thus, according to the DFT calculations the nature of the ground state is 

reversed in N2

/MgO and N2


/KCl. Unfortunately, the EPR experiments on 

polycrystalline MgO do not allow us to assign the component (x or y) of the π* 

state where the unpaired electron resides. Therefore, in Table 9.2 the 

assignment has been done on the basis of the computational evidence.  

In order to improve our understanding of this unexpected result, we 
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computed the first excited states for the two cases (see Table 9.2). The 

reported values have been determined as the total energy difference between 

ground and excited doublet П state (vertical transition energy): 0.18 eV 

(N2

/KCl) and 0.83 eV (N2


/MgO). Notice that the energy required to switch 

the electron from one π* state to the other is very different in the two cases, 

and in particular that the excitation energy in KCl is 4.6 times larger than in 

MgO. The πx* ‒ πy* excitation energy represents an estimate of the crystal 

field splitting  in these systems. It is interesting to introduce the computed  

values in the simplified version of Eq. (9.2), gzz  ge  2 /, and estimate the 

gzz component according to perturbation theory. This can then be compared 

with the experimental value and with the g-value computed ab initio using the 

approach by Neese [193] (see Table 9.2). Using (N) = 74.2 cm
-1

, from Eq. 

(9.2) we obtain gzz = 1.9801 for N2

 in MgO and gzz = 1.9001 for N2


 in KCl. 

The experimental value measured for N2

 in MgO is thus reproduced 

quantitatively both by a simplified perturbation theory approach, Eq. (9.2), and 

by an ab initio estimate (see Table 9.2). For N2

 in KCl, however, the 

simplified approach provides a quantitative reproduction of the g value, 1.9001 

(calc.) versus 1.9065 (exp.), while the ab initio result, 1.9565, Table 9.2, is 

only in qualitatively agreement.    

This result indicates two things. First of all, gzz of trapped N2

 is a direct, 

powerful measure of the different crystal field strength in MgO and KCl and 

the different shift calculated and measured is directly related to the splitting of 

the π* levels generated by the field. In particular, the g-shift and the splitting 

of the π* orbitals are about 5 times larger in MgO than in KCl. Two factors 

contribute to this result: the shorter cation‒anion distances and the larger 

nominal charges in MgO compared to KCl. Furthermore, while the πy* lobe 

points directly toward positive cations of the lattice, this is not the case for the 

πx* lobe (see Fig. 9.5). The second observation is that apparently a simplified 

approach based on perturbation theory, Eq. (9.2), provides a better description 

of the gzz component than a fully ab initio approach. However, one should 

notice that this result can be partly fortuitous and that the shift in gzz value 

goes as 1/ so that for nearly degenerate  orbitals and small  values, as in 

N2

/KCl, small errors comparable in size with the intrinsic accuracy of the 

method, ±0.05 eV, may result in substantial g-shifts. The fact that the crystal 

field splitting is larger in MgO (with a consequent lower degree of mixing 

between ground and excited states) makes the use of a single determinant DFT 

approach more appropriate than for other nearly degenerate systems such as 
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N2
‒
 or O2


 in KCl [489,499].    

 As a final remark we briefly comment on the excellent agreement between 

computed and experimental EPR hyperfine coupling constants (see Table 9.2). 

These quantities are very well described in both the isotropic and dipolar 

component for both MgO and KCl radicals. Altogether, the reproduction of the 

EPR parameters, g tensor and T tensor, for the system considered in this study, 

N2

/MgO can be considered excellent, showing the power of a combined 

theoretical‒experimental approach for the characterization of these systems.  

 

9.4 Conclusions 

The oxidation of magnesium nitride, Mg3N2, results in the formation of 

polycrystalline MgO with NaCl cubic structure characterized by the presence 

of a number of defect centres. Among these, N2

 molecular anions are clearly 

identified by a combination of CW and pulsed EPR experiments at 9.5 and 95 

GHz and fully characterized in terms of electronic structure and spin 

distributions by a direct comparison of measured and computed EPR 

parameters. To this end DFT cluster model calculations have been performed.  

The spin Hamiltonian parameters extracted from this study allow a direct 

comparison of the properties of this species with those of the analogous N2

 

species trapped in another ionic crystal, KCl allowing (a) to test the validity of 

ab initio methods to compute complex quantities like the g tensor of 

paramagnetic centres in solids and (b) to verify the information that can be 

extracted from EPR spectra, and in particular from the g tensor, on the strength 

of the crystal field of the host crystal.  

The ground state of the molecule is found to be different in MgO and KCl 

as different components of the * orbitals are occupied in the oxide and in the 

chloride. Even more important, the computed separation between the ground 

state and the first excited state is much larger in MgO (about 0.8 eV) than in 

KCl (about 0.2 eV) in agreement with the different gzz factors observed in the 

two host crystals. This effect is fully explained by first-order perturbation 

theory and well reproduced by ab initio values of the g tensor; it is consistent 

with the stronger crystal field of MgO due to a shorter lattice constant and to a 

larger formal charge of the ions.  

Further study will be needed to understand the nature of g = 2.035 signal 

and the overall charge compensation mechanisms operating in the system. 
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CHAPTER  10 

Summary and Conclusions 

 

The aim of the work presented in this thesis was to provide insight into a 

number of properties influenced by defects and impurities in three doped metal 

oxides: zinc oxide, zirconium dioxide and magnesium oxide. A systematic 

study was carried out by means of a combined and multidisciplinary approach 

involving a localized basis sets method at the density functional theory level 

and a number of advanced experimental techniques. The effectiveness of the 

joint computational and experimental description at an atomistic level of a 

number of defects and related issues in semiconducting and insulating metal 

oxides is the major result of this work. The reliability of the method on 

different systems paves the way to successfully investigate almost every type 

of intrinsic and extrinsic defects in metal oxides providing fundamental 

informations for an effective defect engineering.  

In the following we provide a summary of the main results achieved for the 

materials here investigated.    

 

 10.1 Zinc Oxide 

Zinc oxide is a wide gap semiconductor with a post-synthesis unintentional 

n-type conductivity that severely hinders the achieving of p-type doping 

required for optoelectronics applications.  

In Chapter 3, a number of well-known intrinsic (i.e., oxygen vacancy, zinc 
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interstitial) and extrinsic (i.e., hydrogen substitutional to oxygen and hydrogen 

interstitial) donors in zinc oxide have been addressed. The good agreement 

with previous plane-wave DFT studies and with available spectroscopic data 

has validated our theoretical approach to calculate optical, ε
opt

, and 

thermodynamic, ε
therm

, transition energy levels of bulk defects in different 

charge states. This method makes an efficient use of the Janak‟s theorem and 

allows a large simplification in the calculation of the transition energy levels 

using localized basis sets codes. Zinc interstitial and hydrogen impurities are 

confirmed to be shallow donor species, while oxygen vacancy induces deep 

donor states in the zinc oxide gap. 

In Chapter 4, we provide an overview on the copper doped bulk ZnO. 

Substitutional copper to zinc is confirmed to be a deep acceptor defect and its 

hyperfine coupling tensor is computed for the first time. No significant 

magnetic order is found for this dopant on the basis of hybrid exchange-

correlation functional calculations. Shallow donor states were experimentally 

observed upon the diffusion of copper particles, deposited on the O–ZnO 

(000 1 ) surface, into the bulk ZnO by a mild thermal treatment above room 

temperature. An ionization energy of 88 meV was measured through HREELS 

experiments (University of Bochum). Based on the very good agreement of 

this value with the computed thermodynamic transition energy level, we 

propose the shallow donor species to be interstitial copper in bulk ZnO. 

Finally, copper clustering is found to be favoured at a high impurity 

concentration since it reduces the cost of doping.     

In Chapter 5, nitrogen doping is investigated on both polycrystalline and 

single crystal ZnO samples. In the former case, nitrogen defects were achieved 

upon annealing under ammonia atmosphere and studied through continuous 

wave and pulsed EPR measurements (University of Turin). Two nitrogen 

paramagnetic species were observed, namely, a monomeric and a dimeric 

species. In particular, the nature of the monomeric defect has been deeply 

investigated and characterized by the hyperfine and quadrupole coupling 

tensors, obtained from HYSCORE experiments. Different modes of insertion 

of nitrogen in the bulk of ZnO have been tested by means of DFT calculations. 

On the basis of the larger thermodynamic stability and the good agreement 

with the experimental EPR parameters, the monomeric species has been 

assigned to a nitrogen ion substituting a lattice oxygen ion.  

Nitrogen doping was also achieved on the ZnO (10 1 0) surface upon 

ammonia sputtering followed by an oxidation treatment (University of 
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Bochum). The latter was proved to be crucial for breaking residual nitrogen-

hydrogen bonds in the bulk sample by TDS measurements. Two optical 

transition levels of nitrogen species have been observed by HREEL 

spectroscopy at 0.8 eV and 2.7 eV. They have been attributed to an isolated 

nitrogen species and to a NHx species, respectively. The calculation of the 

transition energy levels indicates that nitrogen produces deep acceptor levels 

in the gap in agreement with previous studies [365,366]. This would exclude 

nitrogen doping as a viable route to achieve p-type conductivity in ZnO. 

However, the bad agreement of computed transition levels with the HREELS 

data is still an open question. Taking into account also the unexpected negative 

g shift for the nitrogen monomeric species identified in the polycrystalline 

sample, our assignment of nitrogen impurities to nitrogen ions substituting 

lattice oxygen ions should be considered as tentative. Other theoretical models 

are currently under investigation in order to definitely settle the issue.  

In Chapter 6 the reactivity of ZnO surfaces toward the only reagent capable 

of providing nitrogen doping in post-synthesis processes, i.e. ammonia, has 

been investigated for different coverages and samples (i.e. powder and single 

crystal). A good agreement between computed vibrational frequencies and IR-

bands and electron energy loss peaks has allowed a thorough assignment of the 

adsorbates on the non polar mixed-terminated ZnO (10 1 0) surface. While at 

low coverage ammonia adsorbs molecularly, for the full monolayer coverage it 

is found to form an ordered adlayer with (2 x 1) periodicity presenting 

alternating molecular NH3 and singly deprotonated NH2 moieties adsorbed on 

cationic sites. The adsorption enthalpy has been observed to decrease with the 

coverage and this proves that the repulsive interactions between adsorbates are 

higher than attractive electrostatic interactions (i.e., hydrogen bonds). 

Therefore repulsive interactions are probably the driving force for partial NH3 

dissociation at full coverage.  

 

 10.2 Zirconium Dioxide 

The high-temperature tetragonal polymorph of zirconium dioxide is 

generally stabilized by impurities and finds a number of advanced 

technologically applications spanning from photocatalysis to gate dielectric 

material in metal-oxide semiconductor devices.  

In Chapter 7 the titanium doping of tetragonal zirconium dioxide has been 

studied in order to rationalize the experimentally observed large band gap red-
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shift of 1.3 eV. Substitutional and interstitial impurities have been investigated 

through hybrid functional calculations. While for interstitial titanium we 

observe defect states in the middle of the band gap, for a titanium ion 

substitutional to a zirconium lattice ion we observe a number of empty d-states 

just below the conduction band maximum (0.4 eV in a 5.7 eV computed band 

gap). Diluted and well-separated impurities are found to be favoured with 

respect to the formation of TiO2 nano-phases. The calculation of the optical 

transition levels for a concentration of about 15% of titanium substitutional, 

comparable with the experimental one, provides computed optical absorption 

of 4.9 eV. The shift with respect to the pure ZrO2 is of about 0.8 eV which is 

in broad agreement with the experimentally observed optical shift of 1.3 eV. 

The discrepancy between experimental and computed values of the absorption 

shift may be due to excitonic effects which are not taken into account in the 

present approach. Finally, we observe an electron transfer from neutral oxygen 

vacancy to a Ti
4+

 centre with formation of a Ti
3+

 species. Since the energy cost 

for the formation of an oxygen vacancy significantly decreases in the presence 

of the dopant (from 6.2 eV to 5.7 eV), Ti doping is predicted to favour oxygen 

deficiency.  

 

10.3 Magnesium Oxide 

The nitrogen doping of magnesium oxide has been recently proposed as a 

potential route to achieve room temperature ferromagnetism. 

In Chapter 8 nitrogen impurities in bulk magnesium oxide have been 

investigated in different modes of insertion, namely substitutional and 

interstitial. In both cases, the defects are paramagnetic with a high degree of 

spin localization that may disfavour the formation of a ferromagnetic order at 

room temperature. The hyperfine coupling tensors are very similar so that the 

distinction of the two defect centres, based on EPR spectra only, is not 

definitive. The possible interaction with intrinsic defects, namely magnesium 

and oxygen vacancies, has also been considered. In both cases, an electron 

transfer has been observed and specifically nitrogen impurities behave as 

donors in the presence of magnesium vacancy and as acceptors in the presence 

of oxygen vacancy.    

In Chapter 9 a trapped N2
‒
 radical anion has been indentified and 

investigated in a polycrystalline magnesium oxide sample achieved upon 

oxidation of magnesium nitride (University of Turin). A thorough 
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characterization of its electronic structure has been provided through 

continuous wave and pulsed EPR experiments at 9.5 and 95 GHz, in 

conjunction with quantum mechanical calculations. A theoretical comparison 

of the spin Hamiltonian parameters of the N2
‒
 radical anion obtained in this 

work with the analogous N2

 species trapped in KCl has been performed in 

order to validate the ab initio method and to verify the information that can be 

extracted from EPR spectra (e.g., the strength of the crystal field of the host 

crystal). The different gzz factors, observed in the two host crystals, are found 

to agree with the different computed separation between the ground state and 

the first excited state in MgO (about 0.8 eV) and in KCl (about 0.2 eV). This 

effect is consistent with the stronger crystal field of MgO due to a shorter 

lattice constant and to a larger formal charge of the ions.  
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