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Abstract

ABSTRACT

The aim of this study is to understand the role of Activated Transcription Factor 4 (ATF4) in the
processes of learning and memory. The topic of learning and memory has always aroused great
interest from time immemorial and although a lot of researches have been focused on this subject

for a long time, many mechanisms have not yet been fully understood.

Identifying the players and the mechanisms involved in learning and memory is of utmost
importance because deficits in these cognitive functions are symptoms of common neurological
diseases like stoke, depression, dementia and Alzheimer’s disease, one of the most wide spread

neurodegenerative disease.

It has already been established that new gene expression and protein synthesis are required for long
term memory, providing the basis to think that transcription factors may play a key role in these
processes. Several studies have demonstrated the involvement of different transcription factors in
memory formation such as cAMP response element binding protein (CREB), CCAAT enhancer binding
protein (C/EBP), activated protein 1 (AP1), early growth response factor (Egr) and Rel/nuclear factor
kB (Rel/NFkB).

Very little is known about the involvement of another transcription factor, Activated Transcription
Factor 4. ATF4 is a member of the activated transcription factor (ATF)/cyclic AMP response element
binding protein (CREB) family. It was originally described as a repressor of CRE-dependent gene
transcription but recent studies have shown it to be a transcriptional activator. It is also a stress
responsive gene, regulating the adaptation of cells to stress stimuli such as anoxia, endoplasmic
reticulum stress and oxidative stress. ATF4 plays an essential role in development, and is particularly
required for proper skeletal and eye development and is also involved in tumor progression and

metastasis.

ATF4 has always been reported as a memory repressor that blocks new gene expression required for
memory formation but no study has ever investigated it in a specific and direct way. The aim of this
thesis is to study, in a specific and direct manner, the role of ATF4 in the processes of learning and

memory. To reach this goal, ATF4 expression was modified in mouse hippocampi, the brain region
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mainly involved in learning and memory, with the injection of lentivirus carrying ATF4 gene, for the

gain-of-function analysis, and lentivirus carrying shATF4, for the loss-of-function studies.

Before starting the experiments of ATF4 overexpression and downregulation, preliminary
experiments were conducted to set up the injection coordinates to target the mouse hippocampi, to
verify the lentiviral tropism and most importantly to evaluate the lentiviral spread, within the

hippocampus, after the injection.

The consequence of ATF4 gain- and loss-of-function was then studied in the performance of
standard behavioral tests such as Water Maze tests and Fear Conditioning, widely used to assess
spatial and associative memory respectively. The behavioral test results showed that ATF4 protein
overexpression enhances spatial memory, under the weak training paradigm in the Morris Water
Maze test, and associative memory while ATF4 downregulation impairs spatial memory under the

standard training condition.

After completing the behavioral tests, ATF4 overexpressed and downregulated mice were subjected
to electrophysiological and neuronal spine analysis to verify if the alteration in cognitive functions, as
aresult of ATF4 modification, is supported by changes in synaptic potentiation and spine density and

morphology.

Long Term Potentiation (LTP) is a long lasting enhancement in neuronal transmission and is widely
considered as a cellular model of learning and memory in the central nervous system. The long-term
memory impairment of ATF4 downregulated mice is supported by electrophysiological analysis, in
which ATF4 downregulated slices showed an impairment in LTP. Unexpectedly, LTP impairment was
also found in ATF4 overexpressed slices, maybe due to the difference in the time between the

injection and the behavioral tests or the electrophysiological recordings.

Most of the intracellular pathways responsible for LTP require new gene expression and protein
synthesis. This, in turn, leads to morphological changes required to sustain the enhancement of
signal transmission. One of these morphological changes is the modification of the density and the
morphology of dendritic spines. ATF4 up- and downregulation in hippocampal neurons does not
affect spine density but ATF4 overexpression causes a significant increase in the percentage of
mushroom spines as compared to that found after ATF4 downregulation. Mushroom spines with a
large head are the most stable neuronal spines and contribute to strong synaptic connections, hence

it has been hypothesized that they represent the “memory spines”.
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Collectively, these results support the hypothesis that the transcription factor ATF4 plays a positive
role in synaptic plasticity and memory formation. Further studies need to be done to understand the

molecular mechanisms through which ATF4 acts.

This thesis represents only a step on the road towards understanding the complicate mechanisms of
learning and memory, not forgetting that the most important discoveries were the result of small

knowledge acquired step by step.
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CHAPTER I: INTRODUCTION

1.1. LEARNING AND MEMORY

1.1.1. HISTORICAL OVERVIEW

The topic of learning and memory has always aroused great interest from time immemorial. The
study of memory started 2000 years ago with Aristotle when he tried to understand memory in his
treatise “On the Soul”. He compared the human mind to a white slate saying that humans were born
without any knowledge and they are the sum of their experiences. In antiquity, it was generally
assumed that there were two kinds of memory: “natural memory” (innate to a person) and
“acquired memory” (developed through learning). This idea was expanded in the “art of memory”
by Cicero and then passed down to the medieval Scholastics and later scholars of the Renaissance
era like Matteo Ricci and Giordano Bruno.

Prior to the 19" century the philosophical approaches to study this subject used methods of
introspection and logic to determine what was innate or acquired. The late 19" century brought for
the first time quantitative study of mental processes. In 1885, Hermann Ebbinghaus published the
monograph “On Memory” in which he described systematic measurement of memory in terms of
accuracy, retention and capacity. In 1887, Sergei Korsakoff published his work on a syndrome that
established the use of memory disorders as a means of studying mnemonic processes. “Principles of
Psychology” written by William James in 1890 for the first time brought out the notion of the
existence of different forms of memory, primary and secondary, that we now call Short-Term (STM)

and Long-Term Memory (LTM) (Andrew Hudmon, 2005).

The 20™ century was the “behaviorist era” during which scientists demonstrated systematic ways of
modifying behavior through experience. At the beginning of the 19" century Pavlov published his
work on classical conditioning, a reflexive type of associative learning in which a stimulus (bell sound:
conditional stimulus) acquires the capacity to evoke a response (dog salivation) that was originally
evoked by another stimulus (food: unconditional stimulus). In 1911, Thorndike demonstrated the
principles of trial-and-error learning or instrumental/operant conditioning. When something causes
animal's satisfaction, the animal draws an association between the behavior and positive outcome.

This association forms the basis for later behavior (reinforcement). When the animal makes an error,
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no association is formed between the behavior that led to the error and a positive outcome, so the

ineffective behavior is less likely to recur (punishment) (see paragraph 1.1.4, Long Term Memory).

In addition to all these studies examining the principles of learning at the behavioral level there was
an effort to identify the mechanisms responsible for learning and memory at the cellular level. In the
1890’s Ramon Cajal suggested that structural changes in the brain might underlie learning and
memory. He suggested that plasticity in the number and strength of neuronal connections is the
basis of learning and consolidation of memory. Beginning in the 1920’s Karl Lashley began studying
the effect of removal of different amounts of cerebral cortex on maze learning. From his work the
idea of "mass action" was formulated in which brain function was non-localized. In 1949, Donald
Hebb published his most important work the “Organization of Behavior” in which he analyzed the
processes of learning. His theory about how learning works became famous as Hebbian Theory and

it is best expressed by this quote from his book:

“When an axon of cell A is near enough to excite cell B and repeatedly or persistently takes part in firing
it, some growth process or metabolic change takes place in one or both cells such that A's efficiency, as

one of the cells firing B, is increased”.

This is usually summarized as "Neurons that fire together wire together. In 1957, Scoville and Milner
published their work examining the patient’s H.M. in which removal of regions of the medial
temporal cortex led to profound loss in memory capabilities while sparing intellectual or cognitive
abilities demonstrating clear functional heterogeneity within the brain in contrast to the earlier
notions of Lashley. Subsequent work in the 1960’s by Brenda Milner demonstrated that procedural
memory in H.M. was also unaffected, further demonstrating that different types of memory could be
maintained by different brain regions. In 1967, Seymour Benzer working in the fruit fly Drosophila
used chemical mutagenesis to alter the function of individual genes implicated in behavior
introducing for the first time molecular genetic approaches in the study of memory(Andrew
Hudmon, 2005). These are only few of the most important authors whose studies during the last two
centuries contributed significantly to our understanding of learning and memory. In the following
part of the background I will discuss in more detail about recent discoveries of molecular
mechanisms underlying these processes and in particular my attention will focus on the role of

Activated Transcription Factor 4 (ATF4).
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1.1.2 DEFINITIONS

Before discussing in detail the mechanisms that regulate learning and memory, | want to give some
definitions concerning these two processes and briefly describe the anatomy of the hippocampus,
the brain area mainly involved in learning and memory and the target of the experiments described

in this thesis.

What is learning? In literature there are a lot of definitions of learning and the most inclusive one says
that learning is the strengthening of existing response or the formation of a new response to

existing stimuli that occurs because of practice or repetition (Hull 1943).

What is memory? According to Kandel, memory is a faculty of the mind through which the
“information” is encoded, retained and recalled when needed. It is the ability to remember past
experiences, and the process of recalling to mind previously learned facts, experiences, impressions,
skills and habits. It is the store of things learned and retained from our activity or experience (Kandel

etal., 2000).

Etymologically, the English word “memory” comes from the Middle English memorie, which comes
from the Anglo-French memorie, which derives from the Latin memor, meaning "mindful" or
"remembering". In more neurological terms, memory is a set of encoded neural connections in the
brain. It is a reconstruction of past experiences by the synchronous firing of neurons that were

involved in the original experience.
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1.1.3. ANATOMY OF THE HIPPOCAMPUS

Hippocampus is part of the limbic system with cingulate cortex, olfactory cortex, anterior thalamic
nuclei and amygdala. It is located in the forebrain in the medial temporal lobe beneath the cortical

surface (Fig 1.1).

thalamus
hypothalamus

frontal lobe

olfactory
bulb

amygdala . hippocampus

Fig 1.1. The limbic system.

Hippocampus is divided into two major parts: the fascia dentata with the area dentate and the
dentate gyrus, and the hippocampus proper, called Cornu Ammonis (CA) for its shape, further
subdivided into 4 different parts, CA1 through CA4. The Dentate Gyrus (DG) is mainly composed of
small granule cells, while the CA areas are composed of pyramidal cells. The CA areas are connected
with each other and also with the Subiculum, Presubiculum, Parasubiculum and the Entorhinal

Cortex (EC) (Fig 1.2).

§§%§§5
iijg;

Pre-Subiculum

Occlpito-temporal

Para-Subiculum

Post-Subi T
Entorhinal cort

Fig 1.2. The hippocampus.

At cellular level the fascia dentata is divided into 3 layers:

- Granule layer, containing the cell body of the granule cells;
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- Molecular layer, with the apical dendrites of the granule cells and their afferents;
- Polymorph layer, which contains the initial segment of the granule cell axons and the basket

cells (interneurons).

Instead, the hippocampus proper is divided into 5 layers:

- The alveus, which contains the axons of the pyramidal neurons that go towards the
Subiculum;

- The stratum oriens, that contains the basal dendrites of the pyramidal cells and some basket
cells;

- The stratum pyramidale, which contains the cell bodies of the pyramidal neurons;

- The stratum radiatum and moleculare, which contain the distal and the apical segment of the apical

dendritic tree, respectively (O'Keefe and Nadel, 1978).

1.1.3.a. Afferents to the hippocampus

The hippocampal neurons receive afferents from other cells located in the same area. There are two
types of interactions, a direct excitatory one and an indirect inhibitory one, mediated by an

interneuron.

The hippocampal neurons also receive afferents from other areas of the brain. It has been
demonstrated that the major interconnections between the different areas of the hippocampus are
largely unidirectional with signals propagating from the 2" layer of the EC to the DG (Fig 1.3). Granule
cells of the DG send their axons to CA3 through Mossy Fibers. Pyramidal cells of CA3 send their axons
to CA1 through the “Schaffer Collateral” fibers. The Schaffer collateral pathway is widely used for
electrophysiological studies, in particular for the Long Term Potentiation (LTP, see paragraph 1.1.7).
Pyramidal cells of CA1 send their axons to the Subiculum and deep layers of the EC. Subicular

neurons send their axons out of the hippocampus to the EC (Fig 1.3).
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Fig 1.3. Hippocampal connections.

Moreover the hippocampus can receive extrinsic afferents not only from EC but also from other

structures including the medial septal area and several brain-stem sites (O'Keefe and Nadel, 1978).
1.1.4. TYPES OF MEMORY

Human memory can be divided into Sensory Memory, Short Term Memory (STM) and Long Term
Memory (LTM). Each of these types of memory has its own particular mode of operation but all of
them cooperate in the process of memorization. In this modal-model of memory developed by
Richard Shiffrin in 1968, memory can be seen as a sequence of different steps important for the

formation of a lasting memory.
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Sensory Short-term Long-term
Memory Memory Memory
(=1 sec) (Working Memory) {life-time)
(=1 minj |
| |
Explicit Implicit
Memory Memory
(conscious) {unconscious)
Declarative Procedural
Memory Memory
(facts, everts) (skills, tashs)
. | . | ]
Episodic Semantic
Memory Memory
(events, experiences) (facts, concepts)

Fig 1.4. Classification of the different types of human memory (Diagram by Luke Mastin).

Sensory Memory is the shortest form of memory. It is the ability to store impressions of stimuli
received through the five senses of sight, hearing, smell, taste and touch, which are retained
accurately, but for very short time. It corresponds to the initial 200-500 milliseconds after an item is
perceived. This type of memory is usually considered to be completely outside of conscious control.
When an information is perceived, it is stored in sensory memory automatically and unbidden. Unlike

other types of memory, the sensory memory cannot be prolonged via practice.

George Sperling (1960) was the first scientist who explored this form of sensory memory using the
“partial report paradigm”. He showed his subjects a grid of letters for 50 milliseconds. After this brief
exposure, subjects were exposed to either a high, medium or low tone, to indicate them which rows
to report. Based on these experiments, he suggested that the upper limit of sensory memory was
approximately 12 items, but it degraded very quickly (within a few hundred milliseconds) (Alan D.

Baddeley, 1997).

Short Term Memory (STM) is the kind of memory able to hold a small amount of information for a
short period of time, typically from 10-15 seconds to 1 minute. One example of STM in action is
remembering some information temporarily in order to complete a task. However, these information
will disappear soon unless we make a conscious effort to store them. In this way STM is a necessary

step towards the next stage of retention, the Long Term Memory.

Sometimes the term ‘“working memory” is used instead of STM, although working memory

represents more the structures and the processes used for the temporary storage and manipulation

10
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of information. The limited capacity of STM was showed for the first time by George Miller in 1956.

He described that a human being can hold in STM an average of 5-9 objects.

The part of the brain important for STM is located in the anterior part of the prefrontal cortex. It
serves as temporary store where information are kept available for the current reasoning process
but also as a place where to recall information from elsewhere in the brain. STM process requires
neither new gene expression nor protein synthesis. It is based on the post-translational modification

of existing proteins (Alan D. Baddeley, 1997).

Long Term Memory (LTM) is a storage of information for a long period of time. STM can become
LTM after consolidation, through rehearsal and meaningful association. Physiologically, the
establishment of LTM requires changes in the structure of neurons in the brain, this process is known
as Long Term Potentiation (LTP), which will be discussed in detail later. When something is learned,

circuits of neurons in specific areas of the brain are created, altered or strengthened.

Long Term Memory can be further divided into two types, explicit (or declarative) and implicit (or
procedural). These different types of LTM are stored in different regions of the brain and undergo
quite different processes. Declarative memories are encoded within the medial temporal lobe:
hippocampus, entorhinal cortex and perirhinal cortex but they are consolidated and stored mainly in
the temporal cortex. Procedural memories, on the other hand, do not appear to involve the
hippocampus, and are encoded and stored by the cerebellum, putamen, caudate nucleus and the
motor cortex, all of which are involved in motor control. Without the medial temporal lobe a person
is able to form new procedural memories (for example how to ride a bicycle), but cannot remember

the events during which it happened.

Explicit memory is the memory of facts (semantic) and events (episodic) that can be consciously
recalled. Semantic memory, in particular, is a structured record of facts, meanings and knowledge
about the world that we have acquired while episodic memory is our memory of experiences. It is
the memory of autobiographical events, times, places, emotions and other contextual knowledge

related to a particular event.

Semantic and episodic memories are stored in different brain areas. Semantic memory tends to
involve frontal and temporal cortex while episodic memory is mainly correlated to the hippocampus

(Alan D. Baddeley, 1997).

The hippocampus is the area where humans and animals form an internal cognitive map of their
spatial environment. The idea of this map was proposed for the first time by Tolman in 1948 and two

11
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decades later O'Keefe and Dostrovsky (1971) demonstrated that this cognitive map of space is

created thanks to specific cells known as “place cells”.

These “place cells” are pyramidal neurons that exhibit a high rate of firing when the animal is in a
specific position in the environment and the population of these cells generates a spatial map of the
place. More recent studies showed the involvement of other types of cells, located outside the
hippocampus, important for spatial mapping: the grid cell (Fyhn et al., 2004), the head-direction
(Muller et al., 1996) and the boundary vector cells (Lever et al., 2009). These cells are located in the
medial entorhinal cortex and the subiculum and form other maps of the environment. A lot of
studies, mainly performed in rats, have been conducted to understand the spatial representation
system in the brain. All of these studies showed that these cells generate different dynamic maps
representing different places, at different times, in different brain regions that interact to create a

dynamic representation of self-location (Brown et al., 1998, Fuhs et al., 2005).

Implicit memory, on the other hand, is the unconscious memory of skills and how to perform tasks.
Implicit memory can be further divided into associative and non-associative. Regarding associative
memory there are two kinds of associative learning that have been well studied: the classical

conditioning and the operant one.

In the classical conditioning there is an association between two stimuli. This kind of learning was
demonstrated by Ivan Pavlov (1927) in an experiment in which he started presenting meat to a dog,
and the dog started salivating (unconditioned response) whenever he saw the meat (unconditioned
stimulus). Then before presenting the meat he started ringing a bell (conditioned stimulus). The dog
started to associate the sound of the bell with meat and started salivating (conditioned response)

whenever he listened to the bell even without seeing the meat.

Operant conditioning, term coined by Skinner B.F., forms an association between a behavior and the
consequence for that behavior. Depending on the consequence of a certain behavior it is possible to
modify the frequency with which that behavior occurs. Reinforcement and punishment represent
the tools for operant conditioning. Both of them can be positive or negative giving a total of 4 basic

consequences:

1. Positive reinforcement: occurs when a behavior is followed by a stimulus that is rewarding, thus

increasing the frequency of that behavior.

2. Negative reinforcement (Escape): occurs when a behavior is followed by the removal of an
aversive stimulus, thereby increasing that behavior's frequency.

12
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3. Positive punishment: occurs when a behavior is followed by an aversive stimulus, such as

introducing a shock or loud noise, resulting in a decrease in that behavior.

4.Negative punishment: occurs when a behavior is followed by the removal of a stimulus, resulting in

a decrease in that behavior.

On the other hand, non-associative learning is one of the most basic forms of learning. It is also
called single event learning. There are two well-known types of non-associative learning: habituation

and sensitization.

1.1.5. HABITUATION

Habituation is a process in which there is a decrease in the response to a stimulus after repeated
exposure to that stimulus over a duration of time. The learning underlying habituation is a basic
process of biological systems and does not require awareness to occur. Habituation can result in a
decrease in behavior, subjective experience, or synaptic transmission. The changes in synaptic
transmission that occur during habituation have been well-characterized in the marine mollusk
Aplysia californica (Pinsker et al., 1970). If the siphon of Aplysia is mechanically stimulated, the animal
withdraws his gill. The response of gill withdrawing occurs because the stimulus activates receptors
in the siphon which activate the motor neurons that withdraw the gill. When the stimulus is repeated
over time it causes a depression at these sensory neuron to motor neuron synapses (Fig 1.5). There
was a widespread belief that the major mechanism responsible for synaptic depression was the
depletion of the readily releasable pool of vesicles. Recent studies have shown that this synaptic
depression is mediated by an activity-dependent, but release-independent, switching off of individual
release sites to a silent state rather than a decrease of releasable vesicles. This switching off of
release sites is initiated by Ca2+ influx during individual action potentials. It seems that there is no

modification in postsynaptic responses (Gover and Abrams, 2009).

13
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Fig 1.5. Habituation. Simplified neural circuits involved in the habituation process in Aplysia. The

control condition is shown on the left, the habituated condition on the right (Kandel et al., 2000).

1.1.6. SENSITIZATION

Aplysia exhibits another form of synaptic plasticity called sensitization. In general, this term refers to
the process through which a stimulus to one pathway enhances reflex strength in another one. In
Aplysia that has been habituated to siphon touching, a strong electrical stimulus to the tail elicits a
strong gill withdrawal, as if the animal has not been habituated. Only one stimulus applied to the tail
is sufficient to enhance the gill withdrawal reflex for an hour. With repeated pairing of tail and
siphon stimuli, this behavior can be altered for days or weeks, demonstrating a simple form of long

term memory.

This mechanism involved serotoninergic axon-axonic synapses. As shown in Fig 1.6 the shock that
evokes sensitization activates the sensory neuron 2 that innervates the tail. These sensory neurons in
turn activate facilitating interneurons that release serotonin to the presynaptic terminals of the
sensory neurons of the siphon. This neurotransmitter enhances transmitter release from the
siphon’s sensory neuron terminals leading to an increase of motor neuron synaptic excitation. The
consequence of this process is to increase the size of Excitatory Post Synaptic Potential (EPSP) in the

motor neurons without modifying the response of sensory neuron 1.

14
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Fig 1.6. Sensitization. Schematic representation of the neuronal circuits underlying sensitization in

the marine mollusk Aplysia californica (Kandel et al., 2000).

The biochemical mechanism responsible for this short-term sensitization, depicted in Fig 1.7 is that
facilitating interneurons release serotonin which binds to G-protein coupled serotoninergic
receptors on the presynaptic terminal of the siphon sensory neurons, leading to the activation of G-
protein. The G-protein activates adenylyl cyclase that produces cAMP which, in turn, activates
Protein Kinase A (PKA). Once active, PKA phosphorylates different proteins including K* channels
leading to their closure. Moreover G-protein also activates Protein Kinase C (PKC) which, together
with PKA, leads to opening of L-type Ca™ channels which mobilizes vesicles for exocytosis. When a
sensory neuron synapse is depolarized, N-type Ca™ channels are opened and more Ca™ comes into
the terminal. The closing of the K" channel prolongs the duration of the depolarization leading to an
increase of Ca™ influx. This causes the release of synaptic vesicles. This cascade ultimately enhances

synaptic transmission between the sensory and the motor neurons within the gill withdrawal circuit.
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Fig 1.7. Sensitization. Schematic portrayal of the biochemical presynaptic mechanisms involved in

the sensitization process (Kandel et al., 2000).

The sensitization generated by a short-term stimulation of the tail will quickly disappear once the
stimulus is removed. However it is possible to prolong the duration of this form of plasticity by
repeated tail stimulation. This long-term sensitization occors because of structural changes in the
presynaptic terminals. It has been demonstrated that with sensitization there is an increase in the
number of presynaptic vescicles in both sensory and motor-neurons. This change requires new gene
expression and new protein synthesis. In mammals and vertebrates there is a similar mechanism of

synaptic plasticity called Long Term Potentiation that has been correlated with learning and memory.

1.1.7. LONG TERM POTENTIATION (LTP)

Neuroscientists have always been interested in understanding the molecular mechanisms underlying
learning and memory. At the end of the 19" century, scientists generally believed that the number of
neurons in the adult brain doesn’t increase with age, thus concluding that learning and memory are
linked to changes in patterns of communication between existing neurons. After the discovery of
hippocampal neurogenesis in adult brain (Altman and Das, 1965) scientists now have to figure out
how these new neurons participate in learning and memory processes (for detail read Deng et al.,

2010).

16



Introduction

In the middle of the 20" century different clinical studies showed the connection between human
memory dysfunction and the hippocampus (Scoville and Milner 1957) and investigators started to
develop hypotheses that could explain the mechanism of learning. The neuroanatomist Cajal in 1894
suggested that memory is formed by strengthening the connection between existing neurons. Later
on Hebbian Theory, described by Donald Hebb in 1949, proposed that the concomitant activation of
neurons leads to an increase in synaptic strength between them. All of these discoveries stimulated
the research in the field of synaptic plasticity in mammalian brain with the aim to figure out the

mechanisms through which strengthening of synaptic connections can be achieved.

In 1973, Bliss and Lomo showed that in rabbit hippocampus after stimulation of perforant path fibres
with a single high frequency tetanization they could record the postsynaptic response in the granule
cells of the dentate gyrus for several hours. They proposed this long lasting enhancement in
neuronal transmission, now known as Long Term Potentiation (LTP), as the mechanism that

underlies learning and memory (Bliss and Lomo, 1973).

After this discovery a number of papers on LTP have been published. on PubMed there are around 11
thousands papers on this topic and still not all the mechanisms by which LTP occurs have been

understood in detail.

LTP is restricted not only to the hippocampus but it is also observed in other areas of the brain such
as cerebral cortex (Jung et al., 1990; Sakamoto et al., 1987), cerebellum (Racine etal., 1986),
amygdala (Racine et al., 1983; Chapman et al., 1990), and others. Different parts of the brain exhibit
different kinds of LTP that can be distinguished by the signaling pathway involved in the generation
of the process. For example, some forms of LTP depend on the activation of NMDA receptors while

others require only the metabotropic glutamate receptors (mGluR) (Malenka and Bear, 2004).

This thesis will focus on LTP that occurs in the hippocampus, particularly in the Schaffer Collateral
pathway that connects neurons from CA3 region to CA1 pyramidal neurons and which is NMDA
receptor dependant (O'Dell and Kandel, 1994). The neurons in this area exhibit high synaptic
plasticity and hippocampal CA1 synapses are considered to be representative of many types of
central synapses so the mechanisms described are applicable to other synapses in the brain (De

Sevilla et al., 2010, Lauri et al., 1999, Stanton et al., 1984, Collingridge G. L. et al., 2004).

In general the LTP process can be divided into two phases: Early phase (E-LTP) that lasts for 30 to 60
min and is independent of new protein synthesis followed by the late phase (L-LTP) that can last for

hours to days and requires new gene expression and new protein synthesis.
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1.1.7.a. E-LTP

High frequency stimulation of presynaptic neurons causes the release of neurotransmitters, typically
glutamate, from the axon terminal into the intra-synaptic space. Here glutamate binds to both AMPA
and NMDA receptors located on the post-synaptic membrane. Both AMPA and NMDA receptors are
permeable to Na" and K* but the conductance of NMDA receptors is limited by Mg*" ions that block
the NMDA channels. With a sufficiently strong stimulus, AMPA receptors alone can depolarize the
membrane thus reaching the voltage required for the expulsion of Mg® ions from the NMDA
channels making them permeable to Ca*". Intracellular Ca** acts as a second messenger and activates
different kinases such as calcium/calmodulin-dependent protein kinase Il (CaMKII), Protein Kinase C
(PKC), Protein Kinase A (PKA) and Mitogen Activated Protein Kinase (MAPK). These activated
kinases (CaMKIl and PKC), in turn, phosphorylate the existing AMPA receptors increasing their
conductance for cations. Moreover, they modulate the insertion of new AMPA receptors into the
postsynaptic membrane. Ca*" ions are also able to facilitate the synthesis and release of a retrograde
messenger such as carbon monoxide, platelet-activating factor and nitric oxide. These retrograde
messengers travel from the postsynaptic neuron to the presynaptic neuron where they can activate
pathways that increase the release of the neurotransmitter vesicles contributing to the maintenance

of LTP (Voronin et al., 1995).
1.1.7.b. L-LTP

The late phase of LTP is not separate entirely but represents a natural extension of the early phase.
As mentioned above, this phase of LTP requires new gene expression and protein synthesis that
seem to occur both postsynaptically and presynaptically (Lisman and Harris, 1993). Postsynaptically,
the increase in intracellular concentration of Ca®* and cAMP leads to the activation of different
intracellular pathways. It has been demonstrated that cAMP activates PKA which is important for the
formation of L-LTP. PKA inhibitors block the formation of L-LTP induced by three high frequency
trains of stimuli. Activated PKA phosphorylates the transcriptional activator cAMP-response element
binding protein (CREB) at serine 133. The activation of CREB dependent gene expression also
requires the formation of the complex between pCREB and Coactivator Binding Protein (CBP).
Recent studies have also shown the involvement of Transducer Of Regulated CREB activity 1 protein
(TORC1) as CREB coactivator. TORC1 in the presence of high levels of intracellular Ca** and cAMP
translocates in the nucleus where it binds the ZIP domain of CREB and regulates activity-dependent
CREB target gene expression, important or the maintenance of L-LTP (Shuai Li et al., 2009). More
recent studies have shown the involvement of an atypical PKC isoform, protein kinase Mzeta (PKMz)

in the maintenance of L-LTP. PKMz is a constitutively active kinase, independent of second
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messengers. It has been demonstrated that this protein sustains LTP by increasing the number of
postsynaptic AMPA receptors. PKMz regulates the AMPA receptor trafficking that involves the N-
ethylmaleimide-Sensitive Factor (NSF) which directly binds to the AMPA receptor subunit GluR2 to
maintain the receptor at the postsynaptic site (Nishimune et al., 1998, Yao et al., 2008). Higher level
of cAMP also leads to the activation of Extracellular signal Regulated Kinase (ERK) which seems to
be involved in the regulation of potassium channel Kv4.2. By phosphorylating the potassium
channels, ERK decreases their the voltage activation leading to an increase in cell excitability that
enhances LTP. ERK is also able to translocate into the nucleus to regulate gene transcription. The
downstream genes regulated by ERK include MAP2 and Tau, two cytoskeletal proteins, c-Myc, c-fos,

c-jun, Elk1, CREB, C/EBP and ATF proteins.

Other players important in the maintenance of L-LTP are neurotrophins, in particular Brain Derived
Neurotrophic Factor (BDNF). A number of studies have been conducted to prove the involvement of
BDNF in synaptic potentiation. Intrahippocampal infusion of BDNF in anesthetized rats causes
enhancement in the synaptic response in dentate gyrus neurons (Messaoudi et al., 1998) The BDNF-
induced potentiation seems to be correlated with NMDA receptor activation and dependent on ERK
and CREB activation. Moreover, BDNF up-regulates activity-regulated cytoskeleton-associated
protein (Arc), a member of the immediate-early gene (IEG) family. Arc protein interacts with actin so
they can contribute to cytoskeletal remodeling during synaptic plasticity (Mesaoudi et al., 2007).
Most of the intracellular pathways responsible for LTP require new gene expression and protein
synthesis. This, in turn, leads to morphological changes required to sustain the enhancement of
signal transmission. One of these morphological changes is the modification of the number and the

morphology of dendritic spines.

1.1.8.DENDRITIC SPINES

Dendritic spines were discovered by Cajal in 1888 using the Golgi staining method (Garcia-Lépez P et
al., 2007). Spines are small membranous protrusions from dendrites and represent the postsynaptic
component of most excitatory, mainly glutamatergic, synapses in the brain. Spine density is usually
between 1 to 10 spines per um of dendritic lenght, so one dendrite can contain thousands of spines
(Bourne and Harris, 2008). Dendritic spines are usually composed of a head connected to the
dendritic shaft by a narrow neck. Based on their shape and length, spines can be classified into

different categories (Fig 1.8):

- Mushroom spines with a large head and narrow neck;

- Thin spines with a small head and narrow neck;
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- Stubby spines without a distinction between head and neck;
- Filopodia that are long thin spines without a head;

- Branched spines with two heads connected to the dendrite by the same neck.

mushroom
stubby
filapadium
branched

thin

dendrite

Fig 1.8. Classification of dendritic spines with respect to their shape (Oliver von Bohlen Und
Halbach,2009).
Spine size is correlated with the size of its excitatory synapse. Spine head is a local compartment
where all the molecules and proteins of the postsynaptic machinery are concentrated. Inside the
spine head there is an area called Post Synaptic Density (PSD) which is attached to the postsynaptic
membrane and is opposite to the presynaptic active zone. This area contains glutamate receptors
(AMPA and NMDA), cytoskeletal proteins (actin, ProSAPs/Shanks), cell adhesion molecules (PSD95),
proteins that activate different intracellular pathways (CaMKIl), and many other proteins involved in
the synaptic functioning. PSD95 protein is located next to the postsynaptic membrane where it
interacts with the NMDA receptors regulating their distribuition (Fujita and Kurachi, 2000).
Moreover, PSD95 interacts with other membrane proteins and signaling proteins facilitating the
transduction of intracellular signals (Kim and Sheng, 2004). Dendritic spines usually contain few
mitochondria because these are mainly localized in the dendritic shafts; instead spines contain
polyribosomes for local protein translation, endosomal vescicles important for endocytosis and

membrane recycling, and smooth endoplasmic reticulum (SER) for Ca** storage (Chicurel and Harris,

1992).

Dendritic spines develop from filopodia. During synaptogenesis, dendrites rapidly sprout and retract
filopodia, small membrane organelle-lacking membranous protrusions, that represent immature
form of spines, without a complete PSD region and synaptic activities. To become mature spine,
filopodia have to find appropriate presynaptic partners that release glutamate which drives the PSD
expression thanks to the help of two proteins, Telenchephalin, an adhesion molecule, and SynGAP, a

RAS GTPase protein, which maintains filopodia in an active state during synaptogenesis.
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Telenchephalin will be substituted by N-cadherin and a—catenin once filopodia become mature
spines, while SynGAP remains in the spines and binds PDS95 (Bourne and Harris, 2008). The
development and stabilization of the spines also requires astroglia. Astrocytes secrete soluble
factors such as thrombospondin and cholesterol which influence spine formation and synapsis

maturation (Allen and Barres, 2005).

Once spines become mature they won’t stay in the same “state” (shape, volume, activity) for long
time. Yasumatsu demonstrated the “intrinsic fluctuation” of spines, term that underlines their native
instability (Nobuaki Yasumatsu et al., 2008). In fact spines change in number and morphology in
relation to the neuronal activity. Experimental evidence has suggested that the growth and
morphological changes of spines are governed by modification of the dynamic cytoskeleton
composed mainly of actin filaments and requires a complex network of proteins. CaMKs and other
molecules, N-cadherin and BDNF, located at PSD phosphorylate guanine nucleotide exchange factor
(GEF), Kalirin7, which is expressed at high levels in the dendritic spines of the hippocampus and
cortex of adult brain. When Kalirin7 is phosphorylated it activates Raci. Rac1 is a small GTPase
member of the Rho family of GTPases, with Rho a and Cdc42. Once active, Rac1 can control spine
morphogenesis and plasticity through other kinases like PAK 1 and 3, which activate LIMK that in turn

phosphorylates cofilin leading to a modulation of actin cytoskeleton (Fig 1.9) (Morgado-Bernal, 2011).
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Fig 1.9. Link between LTP and spine formation (Morgado-Bernal, 2011).

Spines contain both the monomeric form, G actin, and the polymers, F actin, and the ratio between
the two forms determines the size, the number and the motility of the spines (Okamoto et al., 2004).
It has been demonstrated that LTP induction shifts the ratio towards F actin leading to an increase in

spine volume, while during Long Term Depression (LTD), another kind of synaptic plasticity
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characterized by a reduction in the efficiency of synaptic transmission, the balance is in favor of the G

form of actin that causes spine shrinkage (Fukazawa et al., 2003, Zhouet al., 2004).

Memory consolidation is the process by which information that have been acquired (STM) are stored
in different brain regions such as prefrontal cortex, anterior cingulate cortex and hippocampus and
they can be recalled days, weeks or even years after their stabilization (LTM). Kandel in 2001 linked
this process to “a dialog between genes and synapses” (Kandel, 2001) where new gene expression
and protein synthesis are required for the formation and the morphological changes in spines. Spines
under this point of view represent the substrate upon which LTM can be established (Engert and
Bonhoeffer, 1999). It has been shown that the number of dendritic spines increases with learning
and LTP causes an enlargement of the spine head. This enlargement of the spine head is due to the
activation of CaMKI and subsequent synaptic recruitment of AMPAR leading to the activation of
NMDAR and the regulation of a signaling pathway that drives spine enlargement via actin

polymerization (Fortin et al., 2010).

It has also been hypothesized that spines with a large head such as mushroom spines are more
stable and contribute to strong synaptic connection so they represent the “memory spines” while
small spines are motile and unstable and can better adapt to changes in synaptic activity and are thus
called “learning spines” (Bourne and Harris, 2007). In literature there are a lot of reports that show a
positive correlation between dendritic spines and learning. In 2010, Chen and coworkers published a
paper in which they demonstrated that stress impairs learning and memory via mechanisms that
disrupts the integrity of hippocampal dendritic spines. They showed the degree of memory deficit in
individual mice, tested with novel object recognition test, correlated significantly with the reduced
density of area CA3 apical dendritic spines in the same mice (Chen et al.,, 2010). Another study
conducted in zebra finches birds showed that when the birds learn to sing by imitating a tutor song
during a juvenile sensitive period, there is a stabilization, accumulation and enlargement of dendritic
spines in the forebrain nucleus HVC assessed by two-photon microscopy (Roberts et al., 2010).
Moreover, it has been demonstrated that the passive avoidance task increases the density of
dendritic spines in the dentate gyrus of rodents (O’Malley A. et al., 1998) and a similar result was also
found after training in a spatial water maze test (O’Malley A. et al., 2000). In 2003, Leuner and
coworker showed that the formation of associative memory during trace eye blink conditioning task
was correlated with an increase in the number of dendritic spines in the neurons located in CA1
region. In this study the authors demonstrated that spine density increase is due to the process of

learning and not the training experience (Leuner B., 2003).
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1.1.9. LTP AS A MECHANISTIC MODEL OF LEARNING AND MEMORY

A lot of studies support the hypothesis that LTP can be considered the cellular model of learning and
memory. Both processes are Ca’* and protein synthesis dependent and they share the same
biochemical mechanisms. Both processes are associated with glutamate release (McGahon et al.,
1996), activation of protein kinases such as PKC and ERK, activation of transcription factors that lead
to new gene expression and protein synthesis and up regulation of BDNF levels (Gooney et a., 2002).
Moreover, LTP can be evoked in the main afferent pathways of the hippocampus which is also
extremely important for learning and memory. Thus both processes are associated with the same
part of the brain and both are impaired in stress and aged animals. (Rapp et al., 1987; Bach et al.,
1999; Thiels et al., 2000). In addition, different studies have demonstrated that LTP and memory can
be inhibited by the same agents, for example by the treatment with AP5, an NMDAR antagonists
(Morris et al., 1986). There are different forms of memory and each has multiple facets so we should
keep in mind that ascribing such a complex modality only to the LTP process would be too simplistic.
Anyway, based on the evidence from the studies mentioned above, LTP can be considered as one of

the mechanisms underlying learning and memory.

1.1.10. TRANSCRIPTION FACTORS

As quoted above, new gene expression and protein synthesis are required for the late phase of LTP
and for memory consolidation. In the last 50 years a lot of studies have been conducted in different
species using transcriptional inhibitors like actinomycin D, adenosine analog DRB and RNA
polymerase Il inhibitor a-amanitin, and translational inhibitors, like anysomicin to demonstrate that
transcription and translation are essential steps for memory formation. In these studies when RNA
or protein synthesis were blocked, before or after training, memory consolidation was disrupted
(Gold PE., 2008; Harnandez et al., 2008; Sutton et al., 2006; Pedreira et al.; 1996, Squire et al., 1970;
Thut et al., 1974). Since transcription is an essential step for memory storage, transcription factors

should play a key role in LTM and synaptic plasticity (Alberini, 2009).

Transcription Factors (TFs) are proteins that bind specific DNA sequences and regulate the
transcription of the genetic information from DNA to RNA, performed by the RNA polymerase I
enzyme. TFs act either by directly interacting with the RNA polymerase or by regulating its catalytic
function by binding to cis-acting DNA sequences or another TF. TFs are extremely important for the
regulation of gene expression and are present in all living organisms. Their number increases with
genome size, and larger genomes tend to have more transcription factors per gene. In eukaryotes,

an important class of TFs is the General Transcription Factors (GTFs) that cooperate for the
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transcription of each gene and have been remarkably conserved throughout evolution. Many of
these GTFs don't bind DNA but are part of the large transcription pre-initiation complex that
interacts directly with RNA polymerase. They include the TATA box binding protein (TBP) and the
TBP associated factors (TAFs) which together form the transcription factor 1ID. Other GTFs are TFIIA,
TFIIB, TFIIE, TFIIF, and TFIIH. The pre-initiation complex binds to the promoter region of DNA located

upstream of the gene that it regulates (Hampsey et al., 1998).

Other TFs interact directly with the DNA by binding specific DNA sequences. Once the TFs bind this
site, their regulatory domain can regulate transcription leading to an up or a down regulation of
gene transcription. The TF families that are known to be critically involved in synaptic plasticity and
memory formation include cCAMP response element binding protein (CREB), CCAAT enhancer binding
protein (C/EBP), activated protein 1 (AP1), early growth response factor (Egr) and Rel/nuclear factor
kB (Rel/NFkB) (Thiel, 2006).

Very little is known about the involvement of another class of TFs, the Activated Transcription

Factors (ATFs) particularly one member of this family, ATF4, in cognitive processes.
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1.2 ACTIVATED TRANSCRIPTION FACTOR 4 (ATF4)
1.2.1. GENERAL PROPERTIES AND REGULATION

Activated Transcription Factor 4 (ATF4) has been classified as a member of the activated
transcription factor (ATF)/cyclic AMP response element binding protein (CREB) family. (Hai & Curran,
1991). Other members of ATF/CREB family are ATF1, CREB/CREM, CREB314, CREB-H, ATF2, ATF3, ATF5,
ATF6, ATF7 and B-ATF (Brindle & Montminy, 1992; Ziff, 1990).

Partial human ATF4 ¢cDNA was isolated for the first time in 1989 (Hai et al., 1989) on the basis of its
ability to bind to the consensus ATF/CRE site GTGACGT (C/A) (G/A) (Lin and Green, 1988). Later on,
full-length cDNA clones encoding homologous proteins were isolated and named differently. These
include the human clone TAXCREB67 (Tsujimoto et al., 1991), CREB-2 (Karpinski et al., 1992), the
mouse clone mATF4 (Mielnicki & Pruitt, 1991), mTR67 (Chevray & Nathans, 1992) and C/ATF (Vallejo
et al., 1993). The human clones are 85% homologous to the mouse ones at the amino acid level. In
this thesis I will refer to these proteins as ATF4. The ATF4 gene is located on chromosome 22 in

humans and chromosome 15 in mice.

ATF4 mRNA includes two short open reading frames (uORFs) (Fig1.10. green boxes) in the 5' UTR
before the authentic one (white rectangule) important for the translation of ATF4 under stress
condition (Harding et al., 2002, Vattem & Wek, 2004). The first uORF works as a positive-acting
element that leads to ribosome scanning and translation initiation at downstream coding regions.
Under normal condition (left panel) where the level of elF2-GTP is high, the ribosome scans
downstream of the first uORF, reading the second one which works as an inhibitor element, blocking
the ATF4 mRNA translation. Under stress condition, for example during amino acid deprivation (right
panel) the phosphorylation of elF2 causes a decrease in the level of elF2-GTP and a decrease in the
elF2-GTP Met-tRNA"®" complex formation, leading to a delay in translation initiation, allowing
ribosomes to bypass the inhibitory uORF2 and start the translation at the ATF4 coding region, after
the ribosome acquires elF2-GTP Met-tRNAY", (Vattem & Wek, 2004).
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Fig.1.10. Schematic diagram of ATF4 mRNA translation (Costa-Mattioli & Sonenberg, 2008).

ATF4 protein is made by 351 amino acids and it contains different motifs (Fig 1.11): transcriptional
activation domain located at N-Terminal, bTrCP recognition motif between amino acids 218 and 224,

a basic domain leucine zipper motif (bZIP) at C-Terminal and an Acetylation site at K311 (Ameri &
Harris, 2008).
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Fig 1.11. (@) ATF4 mRNA: the uORFs in the ATF4 5' UTR human. (b) Schematic representation of the

ATF4 structure (Ameri & Harris, 2008).

Through its basic domain ATF4 interacts with DNA and through its leucine zipper domain it can
dimerize, generating homodimers and heterodimers, with a member of the AP-1 and C/EBP family

proteins including Fos (Hai & Curran, 1991) and Jun (Chevray & Nathans, 1992). ATF4 can also interact
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with p300, RSK2, a growth factor regulated kinase (Yang et al., 2004), Satb2, a nuclear matrix protein
(Dobreva et al., 2006), NIPK, a neuronal cell-death-inducible putative kinase (Ord D. & Ord T., 2003),

CHOP, the C/EBP-homologous protein (Gachon et al., 2001) and others.

ATF4 mRNA is ubiquitously expressed, and the protein is present at very low level (Vallejo et al,,
1993); ATF4 protein has a short half-life, between 30 and 60 minutes. ATF4 protein amount can be
upregulated by different extracellular signals /stressors such as oxygen deprivation (Ameri et al.,
2004), amino acid deprivation, endoplasmic reticulum stress and oxidative stress (Harding et al.,
2003). ATF4 regulation can occur at transcriptional, translational and posttranslational level. The
growth factor heregulin 1 (HRG) is able to induce ATF4 mRNA in human cancer cells (Talukder et al.,
2000). Moreover, amino acid and glucose deprivation increase the level of ATF4 messenger (Siu et
al, 2002). ElF2a is the central mediator in the translational regulation of ATF4. ElF2a
phosphorylation leads to a general translational reduction but a specific induction of ATF4 mRNA
translation (Harding et al., 2000). The stability of ATF4 protein can be modulated mainly by SCFbTrCP
class of ubiquitin ligase, that interacts with ATF4 protein leading to its proteasomal degradation
(Lassot et al., 2001), and by histone acetyltransferase p300, that induces ATF4 stabilization
preventing SCFbTrCP-ATF4 interaction and subsequent ATF4 degradation (Lassot et al., 2005).
Moreover, CBP as well as p300 acetylate ATF4 in its bZIP domain enhancing its transcriptional activity

(Liang & Hai, 1997, Lassot et al., 2005).

1.2.2.BIOLOGICAL FUNCTIONS

1.2.2.a. Transcriptional activity of ATF4: activator or repressor?

ATF4 was originally described as a repressor of CRE-dependent gene transcription. Deletional studies
showed that the transcriptional repressor activity of ATF4 is located between amino acids 249 and
351, a region that contains the leucine zipper and the basic domain which are involved in its
dimerization and DNA binding (Karpinski at al., 1992). Further studies demonstrated the