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corpo faccia quello che vuole. Io non 
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1. INTRODUCTION 

 

Dopaminergic neurons in the ventral mesencephalon send projections 

to different forebrain structures, forming a complex neuromodulatory 

system crucial for many cognitive processes and motor functions 

(Lapish et al., 2007). They are located in the substantia nigra (SN; A9 

cell group) and in the ventral tegmental area (VTA; A10 cell group; 

Oades and Halliday, 1987). Prefrontal, orbitofrontal and cingulated 

cortices receive the most marked innervation from the VTA; 

projections from the VTA to the medial prefrontal cortex (mPFC) 

constitute a portion of the mesocortical dopamine system (Steketee et 

al., 2003). Much of this connectivity is bidirectional (Fuster, 2001): 

the mPFC receives dopaminergic afferents from the VTA and it sends 

glutamate projections to both the VTA and the nucleus accumbens. 

Furthermore, the mesocortical dopamine system is involved in a great 

variety of brain functions, such as working memory, attention 

selection and memory retrieval, because of its interconnections with 

brain areas processing external information as well as internal 

information (Miller et al., 2002). 

Dopaminergic afferents from the mesencephalon seem to have a 

crucial role in the normal development of the PFC as well as in the 

regulation of neuronal activity in this brain area (Lewis et al., 1998). 

In fact, an abnormal maturation and alterations of the mesocortical 

projections to the PFC have been suggested to be involved in the 

development of psychostimulant-induced sensitization and in the 
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pathophysiology of several disorders, such as schizophrenia 

(Goldstein and Deutch, 1992), addiction (Steketee et al., 2003; Kauer, 

2004; Van den Heuvel and Pasterkamp, 2008) or attention-

deficit/hyperactivity disorder (Sullivan and Brake, 2003). 

The analysis of the formation and development of functional 

connections in the Central Nervous System needs suitable model 

systems to understand the basic, functional mechanisms (Hofmann et 

al., 2004). We have reconstructed parts of the mesocorticolimbic 

dopaminergic system using the model of organotypic co-cultures of 

tissue slices from the VTA/SN-complex and the PFC (Franke et al., 

2003; Heine et al., 2007). In fact, organotypic brain slices are closer to 

the in vivo situation than cell cultures; unlike acute slice preparation 

they are suitable for experiments over extended periods of time 

(Hofmann and Bading, 2006) and they represent the most intact 

culture system for studying cortex function in isolation (Gähwiler et 

al., 1997; Karpiak and Plenz, 2002; Stewart and Plenz, 2008); 

furthermore, by combining organotypic cultures with microelectrode 

array (MEA) recordings, it is possible to simultaneously and 

repeatedly perform extracellular, non-invasive, multi-site recordings 

from electrodes covering the whole preparation, and to monitor long-

term processes of neurite outgrowth and development and synapse 

formation at a functional level (Egert et al., 1998; Beggs and Plenz, 

2003 and 2004; Hofmann et al., 2004). 

The aim of the present study was to characterize the developmental 

features of the VTA/SN-PFC co-cultures maintained on 

multielectrode array platforms, in order to study the functionality of 
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the neuronal projections which have been demonstrated to grow in 

vitro between the two areas of the cultures (Franke et al., 2003; Heine 

et al., 2007). Furthermore, we validated the system as an useful 

pharmacological tool to study the effects of different neuromodulatory 

substances. 
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2. THE MESOCORTICOLIMBIC SYSTEM 

 

Two major ascending dopaminergic pathways can be identified in the 

mammalian Central Nervous System (CNS): the nigrostriatal system, 

which originates in the substantia nigra and projects predominantly to 

the striatum, and the mesocorticolimbic system, whose projections 

arise from the ventral tegmental area (VTA) and reach the prefrontal 

cortex (PFC), hippocampus, amygdala and nucleus accumbens. This 

latter system can be further subdivided into two subsystems involved 

in different neurological functions: the mesolimbic and the 

mesocortical systems, according to the localization of the cell bodies 

in the VTA and their projection areas (Williams and Goldman-Rakic, 

1998; Adell and Artigas, 2004). 

 

2.1 - THE VENTRAL TEGMENTAL AREA (VTA) 

Dopaminergic cells in the ventral midbrain have a fundamental role 

for the control of cognitive and motor behaviours and are associated 

with multiple neurodegenerative diseases and psychiatric disorders 

(Van den Heuvel and Pasterkamp, 2008). These cells have been 

divided into three anatomically and functionally distinct subgroups: 

the ventral tegmental area (VTA, A10 group) consists of a few 

heterogeneous groups of cells, lying together close to the midline on 

the floor of the midbrain (mesencephalon) (Oades and Halliday, 

1987); laterally to the VTA, the A9 group corresponds to the neurons 
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of the substantia nigra pars compacta (SNc), involved in the control of 

voluntary movement, while the A8 group defines the retrorubal field 

(RRF), which has a role in the regulation of emotions and reward 

(Van den Heuvel and Pasterkamp, 2008). 

 

2.1.1 – ANATOMY OF THE VTA 

The group of cells which constitutes the VTA can be divided into 

different nuclei. The cells, which are located on the lateral borders of 

the A10 area, constitute the Nucleus paranigralis (Npn). According to 

an immunocytochemical study of tyrosine hydroxylase, performed by 

Pearson et al. (1983), this nucleus results clearly distinguishable from 

another closely packed group of small, round, oval or stellate cells, 

located below the exits of the third nerve and named N. 

parabrachialis pigmentosus (Npbp). Rostrally the VTA borders on the 

diencephalon with the N. interfascicularis (Nif), containing small, 

tightly packed cells, while it distributes dorsally in the N. linearis 

(Nln) caudalis and rostralis, characterized mainly by medium sized 

and oval or fusiform cells (Oades and Halliday, 1987). The estimated 

number of neurons in the adult mesodiencephalic dopamine system 

ranges from 20,000-30,000 in mice (with different proportion of 

dopaminergic cells in Npn and Npbp) to 400,000-600,000 in humans; 

these neurons form forebrain projections and receive inputs from 

various brain regions (Adell and Artigas, 2004; Van den Heuvel and 

Pasterkamp, 2008). 
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2.1.2 – CELLULAR ORGANIZATION IN THE VTA 

Ascending dopaminergic (DAergic) projections from the VTA, which 

originate from VTA principal neurons, have important roles in 

different neural functions as motivation, attention, reward, learning 

and memory. Furthermore, in the VTA there is also a substantial 

number of non-DAergic projection neurons, or secondary neurons, 

which are γ-aminobutyric acidergic (GABAergic; Fig. 1; Johnson and 

North, 1992). This latter class of cells represents 15-20 % of the total 

neuronal population and contributes to the same functions as DAergic 

neurons (Carr and Sesack, 2000a). DAergic and GABAergic neurons 

in the VTA and SN form subpopulations, which differ for their 

electrophysiological properties, regulation by neuropeptides and 

vulnerability (for DAergic cells) to neurodegeneration, and this 

diversity is at least partly linked to the anatomical organization of 

these two regions and their inputs and outputs (Korotkova et al., 

2004). 

DOPAMINERGIC NEURONS. Electrophysiological properties of 

DAergic cells in the VTA and SN have been studied extensively. This 

population represents the VTA principal neurons and they have been 

reported to have slower firing frequencies (1-8 Hz) and a longer action 

potential (AP) duration (2-4 ms; Fig. 2) than VTA secondary cells; 

they are sensitive to opioids and stain positive for tyrosine 

hydroxylase (TH) (Johnson and North, 1992). Morphologically, VTA 

DAergic neurons show a large or a fusiform soma with multi- or 

bipolar dendrite arborizations; they project their axons mainly to the 

nucleus accumbens (NAcc; mesolimbic projection) and the PFC 
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(mesocortical projection) (Oades and Halliday, 1987; Grace and Onn, 

1989). 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. A simplified scheme of the connectivity profile of VTA and 
SNc. Filled arrows indicate dopaminergic projections; dashed arrows, 
GABAergic; white arrows, glutamatergic pathways. Ventral portion of SNc 
projects to striatal patches (grey circles), while dorsal SNc, to striatal matrix. 
mPFC, medial prefrontal cortex; hipp, temporal hippocampus; BLA, 
basolateral complex of the amygdala; NAcc, nucleus accumbens; dStr, 
dorsal striatum; STN, subthalamic nucleus; PPTN, peduncolopontine 
tegmental nucleus; LH, lateral hypothalamic area (from Korotkova et al., 
2004). 
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Figure 2. Comparison of extracellularly and intracellularly recorded 
spontaneously occurring action potentials from dopamine midbrain 
neurons. A) Spontaneously occurring DA action potential recorded 
intracellularly, demonstrating an inflection in the rising phase (open arrow). 
B) Extracellular recording of a DAergic neuron action potential. A notch is 
commonly observed in the positive phase (open arrow). There is a 
correspondence between the inflection in the rising phase of the intracellular 
action potential and the notch in the positive phase of the extracellular one. 
The zero crossing of the extracellular record occurs at the peak of the 
intracellular action potential (black filled arrows): thus, the long negative 
extracellular component is a consequence of the long falling phase of the 
intracellularly recorded action potential (adapted from Grace and Bunney, 
1983a). 
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DAergic neuron dendrites show spinule-like protrusions at irregular 

intervals, with the dendrites terminating in forks or tufts; these 

dendritic terminals consist of 2-3 fine processes, which are able to 

wrap around another terminal (in the VTA or SN), similar to what has 

been described for the basket-like terminations of axons around the 

base of cortical pyramidal cells (Grace and Bunney, 1983b). This 

organization could serve as dendritic release sites of DA on non-

DAergic neurons (Grace and Onn, 1989). 

DAergic neurons can exhibit two different modes of spike firing: tonic 

single spike activity and burst spike firing (Grace and Bunney, 1984 a 

and b; Koyama et al., 2005; Goto et al., 2007).  

Tonic firing (Fig. 3A) consists of spontaneously occurring baseline 

spikes, driven by pacemaker-like membrane currents of DAergic cells 

(Grace and Bunney, 1984a and 1984b). In fact, pacemaking in VTA 

DAergic neurons depends primarily on two sodium-permeable 

conductances: a voltage-independent background sodium leak current, 

which is the largest depolarizing current during most of the inter-spike 

interval (between ≈ -65 mV and ≈ -55 mV), and a TTX-sensitive, 

voltage-dependent sodium current, which activates at  approximately  

-60 mV and becomes the dominant inward current from ≈ -55 mV to 

the spike threshold near -45 mV (Khaliq and Bean, 2010). However, 

not all DAergic neurons fire spontaneously, because they are under 

the influence of GABA inhibition, generated by pathways intrinsic 

and extrinsic to the midbrain (Johnson and North, 1992; Goto et al., 

2007). Tonic firing of DAergic cells is responsible for the baseline 

level of DA concentration: this is mediated by an escape of DA from 
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the synapses into the extracellular space. Therefore, the concentration 

of tonic extracellular DA is dependent on the number of DAergic 

neurons displaying spontaneous tonic spike activity (Floresco et al., 

2003). 

Burst spike firing pattern (Fig. 3B) represents a phasic activation of 

the DA system, which is dependent on glutamatergic excitatory 

synaptic input onto DAergic neurons from different areas, such as the 

PFC and the peduncolopontine tegmentum (Johnson and North, 1992; 

Floresco et al., 2003). The burst firing consists of a repetitive 

occurrence of groups of action potentials (APs, 2 to 6 or even more) 

with short inter-spike intervals, progressively decreasing amplitude 

and increasing duration, which trigger a high amplitude (hundreds of 

µM to mM levels), transient, phasic DA release from both terminals 

and soma/dendrites, intrasynaptically within the target areas, in a more 

efficient way than does regular tonic firing (Grace and Bunney, 

1983a; Floresco et al., 2003; Korotkova et al., 2004; Goto el al., 

2007). This phasic DA release acts transiently in the synaptic cleft and 

in very close proximity to the synapse, because of the immediate re-

uptake into pre-synaptic terminals via DA transporters (Chergui et al., 

1994). 

Tonic and burst firing have been studied through different approaches, 

such as in awake and in anesthetized animals and with in vitro models. 

In vivo, using extracellular single-unit recordings, classic midbrain 

DAergic neurons have been identified through their long APs (>1 ms), 

which present a multiphasic shape, and their inhibition with 
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pharmacological D2 autoreceptor activation (Dopamine Handbook, 

Oxford University Press, 2010).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Classic dopamine midbrain neurons recorded in vivo in 
anesthetized rats. In A, an intracellular recording of tonic activity mode is 
shown. In B, an intracellular recording, on the left, and an extracellular in 
vivo recording, on the right, of burst activity mode (adapted from Grace and 
Bunney, 1984a and 1984b). 
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When an animal (mostly rodents or primates) is not actively engaged 

in a behavioural task, DAergic midbrain neurons show a tonic firing 

in the form of single APs in a frequency range of about 0.1-10 Hz, 

which appears very regular in rodents (Schultz, 1986; Bayer et al., 

2007). This frequency (mean 3-6 Hz) is only about two-fold higher 

than those recorded from isolated DA cells in in vitro preparations. 

This tonic firing is replaced in both rodents and primates by bursts of 

APs (20-80 Hz, with instantaneous firing rates up to 100 Hz) in 

behavioural contexts, as a consequence of the presentation of a novel, 

salient, rewarding or reward-predicting sensory stimulus (Schultz, 

1986). It has also been noted by Bayer et al. (2007) that the burst sizes 

(such as the number of intra-burst APs) and the firing rate during the 

post-reward interval correlate well with the amplitude of the positive 

reward prediction errors (Grace and Bunney, 1984b). 

Also in anesthetized animals DAergic midbrain neurons show a long 

AP (2-3 ms) with a relative high AP threshold at around -40 mV and a 

prominent afterhyperpolarization (AHP), sensitive to potassium 

channel blockers (Grace and Bunney, 1984a). Furthermore, the single-

spike tonic discharge mode and the burst mode appear to be fairly 

similar in anesthetized compared to those in awake animals: A10 DA 

cells of rats anesthetized with chloral hydrate discharge APs as 

irregular single spikes or bursts of spikes; the bursting pattern is 

exhibited by 73 % of VTA cells, but this percentage is influenced by 

the type and level of anesthesia (Grenhoff et al., 1988; Overton and 

Clark, 1997). 
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Finally, the use of in vitro brain slice preparations in combination with 

intracellular recording techniques has led to a large increase in the 

amount of information on DAergic neuron function and the electrical 

properties of acutely isolated and cultured DA midbrain neurons have 

been studied (Dopamine Handbook, Oxford University Press, 2010). 

In addition to identifying the AP properties, these studies have shown 

that the broad action potential is able to back-propagate along the 

dendrites and trigger the Ca2+-dependent DA release from the same 

dendrites (Hausser et al., 1995; Gentet and Williams, 2007). 

Differently from in vivo preparations, DAergic neurons studied 

through in vitro approaches show a pacemaker activity, while the 

bursts are absent, but can be induced through pharmacological 

modulation of ion channels (such as blockade of small conductance 

Ca2+-activated potassium (SK) channels and T-type calcium channels, 

whose inhibition elicits burst firing because they are the primary 

calcium sources for activation of SK channels, or activation of NMDA 

receptors) (Overton and Clark, 1997; Korotkova et al., 2004). 

Furthermore, a hyperpolarization-activated non-selective cation 

current (Ih) underlies time-dependent inward rectification and a 

rapidly inactivating A-type K+ current (IA), activated during the phase 

between the AHP and the subsequent AP, regulates spike firing 

frequency (Liss et al., 2001; Neuhoff et al., 2002) 

Even if the properties of DAergic neurons, firstly evaluated in the SN, 

are broadly conserved in the VTA, different studies have shown that 

VTA DAergic neurons comprise subpopulations of cells, which differ 

in some of their firing properties and modulation. Margolis et al. 

(2008) have demonstrated that some VTA neuronal properties 
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correlate better with projection targets than with neurotransmitter 

content. In fact, in the rat AP duration of VTA DAergic neurons 

correlates with projection targets: the briefest AP durations (mean ≈ 

1.7 ms) are exhibited by cells projecting to the amygdala, followed by 

PFC- (mean ≈ 2.2 ms) and then NAcc-projecting cells (≈ 3 ms); 

furthermore, while AMYG-projecting neurons are not inhibited by D2 

receptor activation, most PFC- and NAcc-projecting cells exhibit a 

significant hyperpolarization in response to a D2 receptor agonist 

(Margolis et al., 2008). Besides, the properties of different populations 

of VTA DAergic neurons do not generalize between species. In the 

mouse, in fact, DAergic neurons, which project to mPFC, are unique 

due to the absence of functional somatodendritic D2 receptors and D2 

receptor-mediated hyperpolarization (Lammel et al., 2008). 

Furthermore, mesocorticolimbic DAergic neurons, which selectively 

project to the mPFC, the basolateral amygdala, the core and the 

medial shell of NAcc, are able to fire APs at significantly higher 

frequencies compared to “conventional” SN DAergic neurons (< 10 

Hz); additionally, mesocortical neurons show the lowest DA 

transporter (DAT) mRNA expression and the lowest DAT/TH and 

DAT/VMAT2 mRNA expression ratios, contributing to the 10-fold 

slower decay of extracellular DA concentrations in cortical areas 

compared to those in the striatum (Lammel et al., 2008). Finally, the Ih 

is absent in mouse PFC-projecting DAergic neurons (Lammel et al., 

2008), but is large in those of the rat (Margolis et al., 2006a). 

Therefore, the attribution of properties to VTA DAergic neurons is 

complex and difficult, because of the presence of heterogeneous 
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neural responses, observed in this brain region (Margolis et al., 

2006b). 

GABAERGIC NEURONS. The second class of neurons identified in 

the VTA (and SN) consists of GABAergic neurons (which constitute 

15-20% of the total neuronal population in this area), whose 

importance has been underestimated for a long time due to the idea 

that their main role was only to inhibit DAergic neurons. On the 

contrary, they also contribute to mesoprefrontal and mesoaccumbal 

connections (Carr and Sesack, 2000b; Adell and Artigas, 2004; 

Korotkova et al., 2004): a substantial population of GABA-containing 

neurons (also called secondary cells) in the VTA sends axons to the 

PFC, where they form symmetric synapses on the distal processes of 

both pyramidal and GABAergic local circuit neurons and provide a 

substrate for inhibitory and disinhibitory influences on PFC activity 

(Carr and Sesack, 2000a). At the same time, they receive excitatory 

inputs from prefrontal cortical neurons and inhibitory synapses, thus 

being subjected to GABA inhibition (Steffensen et al., 1998). The 

excitatory synapses on DAergic and GABAergic neurons are 

different, because while those on DAergic cells show depression as a 

consequence of repetitive activation, NMDA-dependent long-term 

potentiation (LTP) and are minimally affected by baclofen (GABAB 

receptor agonist), the excitatory synapses on GABAergic neurons 

show a facilitation upon repetitive activation and a baclofen-mediated 

depression and do not present NMDA-dependent LTP (Bonci and 

Malenka, 1999). The presence of GABAergic projection neurons 

inside a DAergic pathway is not only typical of the mesocortical 

pathway, but it is common to several major ascending DA systems, 
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such as the nigrostriatal and the mesolimbic pathways, whose function 

is mainly neuromodulatory (Carr and Sesack, 2000a). 

Two different subpopulations of GABAergic cells, which do not stain 

for TH, have been identified in the VTA, according to their firing 

rates: one group is characterized by a relatively high frequency firing, 

similar to SN GABAergic neurons (≈ 8 Hz), while the second cluster 

consists of slow-firing cells (≈ 0.7 Hz). Furthermore, they also differ 

in AHP amplitude (larger in slow-firing cells) and spike threshold, 

which is more negative in fast-firing ones (Korotkova et al., 2003; 

Korotkova et al., 2004). On the contrary, both subpopulations of cells 

are large (30 µm diameter or larger) multipolar cells with few 

dendritic processes (Fig. 4A), they respond to depolarizing current 

steps with a high frequency (> 30 Hz) activity, which does not present 

accommodation (Fig. 4B), and they show a shorter spike duration (< 

1.5 ms) and a smaller Ih than DAergic neurons and are responsive to 

opioids (Grace and Onn, 1989; Johnson and North, 1992; Steffensen 

et al., 1998; Korotkova et al., 2003).  

The firing rate of VTA GABAergic neurons is a function of afferent 

inputs, which play a fundamental role in modulating the firing pattern: 

in fact, they present fast firing rates and a phasic activity, 

characterized by alternating 0.5-2 sec ON and 0.5-2 sec OFF periods, 

in animals under halothane anesthesia, a regular activity which is 

contingent on cortical arousal in freely behaving rats, while they are 

quiescent in the in vitro slice preparations (Steffensen et al., 1998). 
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that chemical destruction of DA terminals in the NAcc with
6-OHDA had no effect on morphine or heroin self-
administration (Ettenberg et al., 1982; Pettit et al., 1984; Dworkin
et al., 1988). Furthermore, a lack of DA involvement in drug
reinforcement has also been demonstrated for oral ethanol self-
administration (Rassnick et al., 1993) and conditioned place pref-
erence (Cunningham and Noble, 1992; Risinger et al., 1992) as
well as for cocaine self-administration (Goeders and Smith, 1983)

Figure 8. Lack of accommodation in VTA nondopamine neurons. This neuron had a resting membrane potential of !64 mV. A, Increasing levels of
depolarizing current produced multiple VTA non-DA spiking. Current steps are shown above the traces. The calibration bar (top) is the same for all
traces. B, Summary of the input/output response for spiking produced by depolarizing current demonstrates the lack of accommodation of VTA non-DA
neurons.

Figure 9. Neurobiotin labeling of VTA nondopamine neurons in vivo.
Light micrograph of a neurobiotin-labeled non-DA neuron in the VTA.
This is the same neuron studied electrophysiologically in Figure 8. This
neuron was characteristic of all neurons identified electrophysiologically
as VTA non-DA neurons and was multipolar in shape with few dendritic
processes (D) branching from its soma (S).

Table 1. Cellular properties of extracellularly and intracellularly
recorded VTA nondopamine neurons

Cellular properties Mean " SEM (n)

Firing rate 19.1 " 1.4 Hz (122)
Period of phasic activity 0.43 " 0.07 Hz (25)
Spike duration (50% amplitude) 310 " 10 !sec (93)
Conduction velocity via IC 2.4 " 0.2 msec (23)
Refractory period via IC 0.6 " 0.1 msec (15)
Latency via IC (antidromic) 2.1 " 0.2 msec (23)
Latency via IC (orthodromic) 3.2 " 0.3 msec (72)
Period of inhibition via IC 116.7 " 24 msec (6)
Period of inhibition via NAcc 75.0 " 11 msec (4)
Resting membrane potential !61.9 " 1.8 mV (18)
Action potential amplitude 68.3 " 2.1 mV (18)
ON phase depolarization amplitude 9.4 " 0.9 mV (8)
EPSP amplitude (cell in Fig. 8) 7.6 " 0.3 mV (68)
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Figure 8. Lack of accommodation in VTA nondopamine neurons. This neuron had a resting membrane potential of !64 mV. A, Increasing levels of
depolarizing current produced multiple VTA non-DA spiking. Current steps are shown above the traces. The calibration bar (top) is the same for all
traces. B, Summary of the input/output response for spiking produced by depolarizing current demonstrates the lack of accommodation of VTA non-DA
neurons.

Figure 9. Neurobiotin labeling of VTA nondopamine neurons in vivo.
Light micrograph of a neurobiotin-labeled non-DA neuron in the VTA.
This is the same neuron studied electrophysiologically in Figure 8. This
neuron was characteristic of all neurons identified electrophysiologically
as VTA non-DA neurons and was multipolar in shape with few dendritic
processes (D) branching from its soma (S).

Table 1. Cellular properties of extracellularly and intracellularly
recorded VTA nondopamine neurons

Cellular properties Mean " SEM (n)

Firing rate 19.1 " 1.4 Hz (122)
Period of phasic activity 0.43 " 0.07 Hz (25)
Spike duration (50% amplitude) 310 " 10 !sec (93)
Conduction velocity via IC 2.4 " 0.2 msec (23)
Refractory period via IC 0.6 " 0.1 msec (15)
Latency via IC (antidromic) 2.1 " 0.2 msec (23)
Latency via IC (orthodromic) 3.2 " 0.3 msec (72)
Period of inhibition via IC 116.7 " 24 msec (6)
Period of inhibition via NAcc 75.0 " 11 msec (4)
Resting membrane potential !61.9 " 1.8 mV (18)
Action potential amplitude 68.3 " 2.1 mV (18)
ON phase depolarization amplitude 9.4 " 0.9 mV (8)
EPSP amplitude (cell in Fig. 8) 7.6 " 0.3 mV (68)
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Figure 4. GABAergic 
neurons in the VTA. 
A) Light micrograph of 
a neurobiotin-labeled 
non-DAergic neuron in 
the VTA in vivo. This 
neuron is a 
characteristic neuron, 
electrophysiologically 
identified as VTA non-
DAergic neuron, and it 
is multipolar in shape 
with few dendritic 
processes (D) 
branching from its 
soma (S). B) Lack of 
accommodation in 
VTA non-DAergic 
neurons. The neuron 
shown here has a 
resting potential of -64 
mV. Increasing levels 
of depolarizing current 
(shown above the 
traces) produce 
multiple spikes, which 
are not related to 
DAergic neurons (from 
Steffensen et al., 1998). 
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GLUTAMATERGIC NEURONS. Recent electrophysiological and 

anatomical findings indicate that in the VTA there is a third 

population of cells, which are neither DAergic nor GABAergic; 

through the detection of mRNA encoding vescicular glutamate 

transporters (VGluT1, VGluT2, considered one of the most reliable 

markers for glutamatergic neurons, and VGlut3), which transport 

glutamate into synaptic vesicles for release at presynaptic sites, VTA 

glutamatergic neurons have been identified (Kawano et al., 2006; 

Yamaguchi et al., 2007). Some VTA VGluT2-expressing neurons 

establish local glutamatergic synapses on DAergic and GABAergic 

neurons, providing local excitatory neurotransmission, which can 

counterbalance the intrinsic inhibition of GABAergic neurons, 

contrary to the notion that all glutamatergic regulation to the A10 

region is from extrinsic neurons (Yamaguchi et al., 2007; Dobi et al., 

2010). Thus, VTA glutamatergic and GABAergic neurons provide 

synaptic inputs to DAergic, GABAergic and glutamatergic neurons 

within the VTA (Dobi et al., 2010). Furthermore, given that it has 

been demonstrated that VTA glutamatergic neurons project to the 

PFC, this population of cells may regulate the activity of DAergic 

neurons both directly through local synaptic connections and 

indirectly by signalling on PFC neurons that project back to the VTA 

and provide feedback to VTA DAergic neurons (Hur and Zaborszky, 

2005; Dobi et al., 2010). 

Two subpopulations of neurons expressing VGluT2 mRNA and not 

homogeneously distributed in the VTA have been identified in the 

A10 region: i) VGluT2-only neurons, which express VGluT2 mRNA 

but not TH and GABA markers and are the prevalent cell type in 
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Npbp and Npn of the VTA, following a lateromedial increasing 

gradient of distribution (72-79 % of VGluT2-positive cells; 

Yamaguchi et al., 2007; Yamaguchi et al., 2011), and ii) VGluT2-TH 

neurons, which co-express VGluT2 mRNA and TH and are present in 

the medial aspects of A10 nuclei (about half of TH-positive cells; 

Kawano et al., 2006; Yamaguchi et al., 2007). The differential 

distribution of VGluT2-only, VGluT2-TH and TH-only (mainly in the 

lateral aspects of the VTA) neurons within the VTA suggests a 

differential compartmentalization of cells with different signalling 

phenotype within the A10 region; thus, there exists a substantial 

mesocortical glutamate pathway in parallel to the well-known 

mesocortical DAergic and GABAergic pathways (Gorelova et al., 

2011; Yamaguchi et al., 2011). 

 

2.1.3 – CORELEASE OF DOPAMINE AND GLUTAMATE 

DAergic neurons are endowed with asynaptic as well synaptic axon 

varicosities; this observation raises the hypothesis that the synaptic 

junctions established by DAergic neurons are the sites where 

glutamate is released as a co-transmitter (Descarries et al., 2008). The 

first indirect evidence for the corelease of glutamate and DA was the 

demonstration that a subset of DAergic neurons are immunopositive 

for glutamate, both in rat and monkey, and that they are also 

immunopositive for the glutamate biosynthetic enzyme, the 

phosphate-activated glutaminase (Kaneko et al., 1990; Sulzer et al., 

1998). However, a more convincing and conclusive evidence is 

represented by the finding that a subpopulation of midbrain DAergic 
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neurons (limited compared to the total number of midbrain DAergic 

cells) contains mRNA for VGluT2, thus having at least the potential 

to package glutamate into vesicles for release (Fig. 5; Dal Bo et al., 

2004; Kawano et al., 2006; Yamaguchi et al., 2007).  

Even if VGluT2 may be present on synaptic vesicles to promote DA 

storage (Hnasko et al., 2010), there are also electrophysiological 

evidences for a functional corelease of glutamate from DAergic 

neurons in the mesocortical pathway. In fact, Lavin et al. (2005) have 

demonstrated that electrical or chemical activation of the VTA can 

evoke a short-latency excitatory post-synaptic potential (EPSP) in the 

PFC, that lasts tens of milliseconds and is blocked by lesions in the 

VTA (suggesting that it requires the integrity of DAergic neurons) and 

by administration of glutamate receptor antagonists, but not of DA 

receptor ones. This suggests that the PFC receives a fast non-DA-

mediated signal from the VTA and a slower DA-mediated signal, 

which differentially affects spontaneous and evoked firing (Lavin et 

al., 2005). Furthermore, cultured DAergic neurons producing 

autapses, if stimulated, are able to evoke Ca2+-dependent EPSPs 

mediated by both NMDA and AMPA receptors, indicating that 

glutamate is synaptically released (Sulzer et al., 1998). Likewise, 

glutamatergic EPSPs can be evoked in NAcc neurons by VTA 

stimulation in a VTA-NAcc acute slice preparation and this 

depolarizing event is removed with the selective elimination of 

VGluT2 from DAergic neurons using DAT-Cre/VGluT2Lox 

knockout mice (Hnasko et al., 2010). Finally, Stuber et al. (2010) have 

demonstrated that, activating DAergic neurons selectively through 
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optogenetic techniques, excitatory post-synaptic currents (EPSCs) are 

produced in the vast majority of medial NAcc neurons.  

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Expression of VGluT2 by isolated DAergic neurons in culture. 
(a) Phase contrast image of an isolated mesencephalic neuron. Note the 
presence of a patch pipette on the right. (b) A single DAergic neuron was 
recorded by whole-cell patch-clamp. From a holding potential of -70 mV, a 
brief depolarization to +20 mV induced an unclamped AP (clipped) followed 
by a rapid EPSC, which was inhibited by quinpirole (D2 receptor agonist) 
and completely blocked by CNQX (5 µM; AMPA/kainate glutamate 
receptor antagonist). (c) Confocal images showing VGluT2 immunolabeling 
(green) in a TH-positive (red) DAergic neuron in culture. The merged image 
(right) shows that most of the VGluT2 staining is found on TH-positive 
processes (yellow) [Scale bar: 15 µm]. (d) Enlargement from the merged 
image in (c). Note that although most VGluT2-positive structures were TH-
positive (yellow), a number of TH-positive varicosities were VGluT2-
negative (red puncta) [Scale bar: 4 µm] (from Dal Bo et al., 2004). 
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Thus, considering that DAergic neurons have a fundamental role in 

the transmission of information about the mismatch between expected 

and actual rewards (prediction errors) that serve as a learning signal in 

efferent regions, and given the fact that DA acts as a relatively slow 

modulator of cortical neurotransmission, corelease of glutamate from 

DAergic neurons in the VTA could serve to transmit this temporally 

precise signal. In this way, the mesocortical DA system optimizes the 

characteristics of glutamate, GABA and DA neurotransmission within 

the midbrain and the cortex to convey temporally precise information 

and to modulate the activity of the network on longer timescales 

(Lapish et al., 2007). 

 

2.1.4 – CORELEASE OF DOPAMINE AND GABA 

In contrast with the well identified corelease of dopamine and 

glutamate from neurons in the VTA which project to the PFC, there is 

little evidence for a corelease of DA and GABA from the same 

population of cells. The only evidence of a DA/GABA coexpression 

has been reported by González-Hernández et al. (2001) for 

mesostriatal neurons, projecting from the medial region of SNc and 

A10 to the striatum: in fact, 10 % of DAergic nigrostriatal neurons 

also contain the GABA synthetic enzyme glutamic acid decarboxylase 

(GAD65) mRNA. It has been hypothesized that GABA released from 

DAergic/GABAergic cells can exert a short auto-regulatory 

mechanism on the mesostriatal system; in the DAergic cells, GABA 

cotransmission could play a modulatory role, protecting these neurons 
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from excessive activity, and having neuroprotective effects 

(González-Hernández et al., 2001). 

 

2.1.5 – VULNERABILITY TO NEURODEGENERATION 

It is well known that DAergic neurons of the midbrain not only show 

distinct functions and different activity patterns, but they also display 

differential vulnerability to neurodegeneration, with certain 

subpopulations being more vulnerable than others (Liss and Roeper, 

2008). One example is constituted by Parkinson’s disease (PD) and its 

chronic animal models, where it is evident that DAergic neurons in 

the SN projecting to the striatum are almost completely lost, while DA 

midbrain neurons of the VTA, which are part of the mesocortical and 

mesolimbic pathways, are less affected by degeneration during the 

course of the disease (Dopamine Handbook, Oxford University Press, 

2010) and they might also display a form of hyperactivity at the early 

stages of PD (Liss and Roeper, 2008). Candidate determinants for 

such a diversity in the resistance to neurodegeneration have been 

identified using models of neurodegeneration induced by neurotoxins 

MPTP (1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine), 6-OHDA (6-

hydroxydopamine) and rotenone, and include differences in the 

electrophysiological properties and activity of ion channels (L-type 

Ca2+ channels and K-ATP channels) and in gene expression 

(Korotkova et al., 2004; Dopamine Handbook, Oxford University 

Press, 2010). 
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Mitochondrial dysfunction plays a critical role in the pathogenesis of 

idiopathic, toxin-induced cases and several familial forms of PD. Liss 

et al. (2005) have demonstrated that the Kir6.2-containing K-ATP 

channels (physiologically closed at high ATP and low ADP levels and 

open in the presence of a decreased ATP/ADP ratio; Korotkova et al., 

2004), expressed in all midbrain DAergic neurons but at about two-

fold higher levels in vulnerable mesostriatal SN DAergic neurons, are 

causally linked to the differential degeneration of DAergic neurons in 

vivo in response to mitochondrial complex I inhibition. In fact, the 

presence of functional K-ATP channels promotes cell death of SN 

DAergic but not of VTA DAergic neurons, because these channels are 

selectively activated in the former cell population, causing the 

hyperpolarization of the membrane potential and preventing the 

generation of APs, but not in the latter (Liss et al., 2005; Liss and 

Roeper, 2008). However, the selective activation of K-ATP channels 

in SN DAergic neurons is controlled by oxidative mechanisms, such 

as differential degrees of uncoupling of mitochondrial respiratory 

chain and different levels of uncoupling protein UCP-2 (Liss et al., 

2005; Dopamine Handbook, Oxford University Press, 2010). 

A second channel-based mechanism for the differential vulnerability 

among DAergic midbrain neurons has been identified by Chan et al. 

(2007), whose work pointed out the role of Cav1.3 L-type Ca2+ 

channels. In fact, while pacemaking in VTA DAergic neurons is based 

on sodium entry through voltage-dependent Na+ channels, SN 

DAergic neurons rely on Cav1.3 L-type Ca2+ channels to drive their 

maintained, rhythmic pacemaking. This unusual and unrelenting Ca2+ 

entry can act as an energetic stress that makes SN neurons particularly 
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susceptible to oxidative damage and death (Bean, 2007; Sulzer and 

Schmitz, 2007). Furthermore, finding that pacemaker activity in 

Cav1.3 knockout mice persists in SN DAergic neurons due to a switch 

from calcium- to sodium-based pacemaking, Chan et al. (2007) have 

shown that a corresponding drug-induced (with a Ca2+ channel 

blocker) pacemaker-switching (also called ‘rejuvenation’) of SN 

DAergic neurons is able to reduce their vulnerability to a level 

comparable to that of VTA DAergic neurons, in a PD mouse model 

(Liss and Roeper, 2008). In fact, it has been previously demonstrated 

that the electrical activity and the associated influx of Na+ and Ca2+ 

are necessary for the survival of DAergic neurons, at least in vitro 

(Salthun-Lassalle et al., 2004). In this way, inducing the SN DAergic 

neurons to switch to a metabolically less demanding sodium-based 

pacemaking would manage to keep their K-ATP channels closed and 

to maintain them alive throughout the disease, as it happens for VTA 

DAergic neurons (Liss and Roeper, 2008). 

Finally, differences in gene expression are also involved in 

determining the differential vulnerability to neurodegeneration, 

identified between SN and VTA DAergic neurons. In this context, 

calbindin D28K is expressed in a relevant fraction of resistant VTA 

DAergic neurons and in a small subset of SNc neurons (Simeone et 

al., 2011); on the contrary, the G-protein-gated inwardily rectifying K+ 

channel (Girk2) is expressed in many SN neurons and in the dorsal-

lateral VTA, together with the glycosilated active form of DAT, 

whose distribution correlates with the neurodegeneration map caused 

by toxin-induced PD (Afonso-Oramas et al., 2009). Another gene, 

which has a specific expression profile, is Otx2, a transcription factor 
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expressed exclusively in a relevant fraction of VTA neurons and 

absent in SN cells, particularly in those neurons which show Girk2 

and high level of DAT; mouse models with loss or gain of function of 

this gene have revealed that Otx2 is able to control neuron subtype 

identity antagonizing Girk2 and DAT expression (which are typical 

features of dorsal-lateral VTA) as well as vulnerability to toxin-

induced PD (Simeone et al., 2011). 

 

2.2 - THE PREFRONTAL CORTEX (PFC) 

The functioning of the cerebral cortex is organized in a hierarchical 

manner. At the bottom of the organization there are sensory and motor 

areas, which are involved in sensory and motor functions; higher 

areas, which are those displaying a later phylogenetic and ontogenetic 

development, participate to progressively more integrative functions. 

The prefrontal cortex represents the highest level of the cortical 

hierarchy involved in the representation and execution of actions 

(Fuster, 2001) and it is fundamental for top-down control over higher-

order executive functions (Lodge, 2011). 

The most important function of the PFC is represented by the 

“working memory”, which is the type of memory that is active and 

relevant only for a short period of time (usually on the scale of 

seconds) and keeps events “in mind” for brief time windows 

(Goldman-Rakic, 1995). It has been demonstrated that cells in the 

PFC of the monkey fire persistently at high rates while the animal 

retains an item of visual information in short-term memory; in 
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delayed-response tasks, this type of ‘memory cells’ fire more 

frequently during the delay periods, which are the periods when short-

term memory is required, than during baseline periods (Goldman-

Rakic, 1995; Fuster, 2001). The involvement of prefrontal cells in 

working memory is related to the need to retain information for an 

impending action that is in some way dependent on that kind of 

information (Fuster, 2001). 

 

2.2.1 – ANATOMY OF THE PFC 

The PFC is the association cortex of the frontal lobe, located rostrally 

to the motor and premotor cortices. Phylogenetically, the PFC is one 

of the latest cortices to develop, with the maximum relative growth in 

the human brain, where it is the most extensive cortical area of the 

cerebral hemisphere because it constitutes nearly one-third of the 

neocortex (Groenewegen and Uylings, 2000; Fuster, 2001). 

Furthermore, in the course of ontogeny, the PFC undergoes late 

development, because in humans it is a late-maturing cortex, which 

reaches full maturity only during adolescence, when higher cognitive 

functions, such as propositional speech and reasoning, develop 

(Fuster, 2001). 

The PFC can integrate a variety of information due to the profuse 

variety of its connections and thus it is well suited for a role as brain’s 

“executive”; it is able to synthesize information from various brain 

systems and exert control over behaviour (Miller et al., 2002). The 

PFC has interconnections with brain areas processing external 
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information (with all sensory systems and cortical and subcortical 

motor system structures) as well as with those processing internal 

information (limbic and midbrain structures) (Fuster, 2001; Miller et 

al., 2002). In this way the PFC is involved in many parallel and 

functionally segregated cortical-subcortical circuits, which are 

essential for sensorimotor, cognitive, emotional/motivational 

behavioural and visceral functions (Groenewegen and Uylings, 2000). 

The PFC can be subdivided in three major regions: orbital, medial and 

lateral (Van de Werd et al., 2010). The orbital region is involved in 

emotional behaviour through an inhibitory control exerted via its 

afferents to hypothalamus, basal ganglia and other neocortical areas; 

in fact, it is known, from the famous case of Phineas Cage, that 

lesions of the orbital PFC cause changes of personality and disorder of 

attention (Fuster, 2001). The medial portion of the PFC (including the 

infralimbic, prelimbic, dorsal and ventral anterior cingulated and 

medial precentral areas) receives a strong dopaminergic innervation 

from the VTA, it is a component of the motive circuits involved in 

reward-oriented behaviours and drug abuse, but it also controls 

general motility, attention and emotion; loss of spontaneity and 

difficulty in the initiation of movements and speech appear when the 

medial PFC is lesioned (Fuster, 2001; Steketee, 2003). Finally, the 

lateral PFC plays a crucial role in the organization and execution of 

behaviour, speech and reasoning; in fact a lesion to this area causes 

deficit in planning and attention and the so called “dysexecutive 

syndrome” (Groenewegen and Uylings, 2000; Fuster, 2001). 
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2.2.2 – DOPAMINERGIC AFFERENTS  

In the PFC DAergic projections from the mesencephalon follow a 

bilaminar distribution pattern in the upper (layer I) and deeper (layers 

V and VI) layers and rarely ramify, in the way that DAergic 

varicosities are organized along the unmyelinated axon (Goldman-

Rakic et al., 1992). The synaptic nature of the DAergic mesocortical 

pathway has been the subject of a long debate; it has been estimated 

that almost 40% of DAergic axon varicosities in the PFC forms clear 

symmetric synapses, while the remaining ones are likely to contribute 

to extrasynaptic DA release (Smiley and Goldman-Rakic, 1993). It is 

now accepted that DA in the PFC has a synaptic as well as a non-

synaptic signalling component (Dopamine Handbook, Oxford 

University Press, 2010). 

DAergic afferents forming symmetric synapses mainly release DA on 

the spines and thus selectively target the distal dendritic field of 

pyramidal neurons (Smiley and Goldman-Rakic et al., 1993); these 

same spines are often the targets of an asymmetric bouton, which is 

typical of axons containing excitatory amino acids. Given the fact that 

the spine synapses are the structures through which pyramidal neurons 

receive the major sensory inputs and are the sites of pyramid-to-

pyramid communication, which represents the cellular basis of 

working memory, these three-way synaptic complexes, known as 

“synaptic triads” (Fig. 6), allow a direct DAergic modulation of local 

spine responses to excitatory inputs. In this way, DAergic terminals 

can regulate the integration of inputs performed by a pyramidal 

neuron and directly alter the output of the cortex through axonal 
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projections to different cortical structures (Goldman-Rakic et al., 

1989; Goldman-Rakic et al., 1995; Goldman-Rakic et al., 2000). 

However, DAergic synapses can also target pyramidal and non-

pyramidal dendritic stems: specifically, it has been demonstrated the 

specificity of DAergic axodendritic synapses for parvalbumin (PV)-

expressing interneurons (Fig. 7; Sesack et al., 1998). This population 

of local circuit neurons includes chandelier and wide-arbor cells, 

which contact the soma and the axon initial segments of pyramidal 

neurons, exerting a strong inhibition. Thus, synaptically released DA 

modulates pyramidal neurons directly, through distal axospinous and 

to a lesser extent axodendritic synapses, and indirectly, through 

perisomatic interneuron-mediated inhibition (Sesack et al., 2003). 

Extrasynaptically released DA or DA escaping from synapses could 

also play an important role in the modulation of PFC activity and 

functionality. Different indirect anatomical evidences support a 

function of DA as a volume transmitter: some varicosities do not form 

morphologically identified synapses, DATs are localized at a distance 

from DAergic synapses and varicosities and they are expressed at low 

levels in the PFC (Sesack et al., 2003), and DAergic receptors are 

positioned at extrasynaptic locations (Pickel et al., 2002). 

Thus, DA signals target neurons through a synaptic mode, with a 

degree of specificity in cell types and dendritic compartments 

innervated, and through an extrasynaptic mode, which is less specific. 

Extrasynaptic DA release and diffusion produce a background tone of 

receptor activation that boosts synaptic DA inputs and raises the 
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Figure 6. Diagram of Synaptic Arrangements 
Involving the Dopamine Input to the Cortex 
(A) Afferents labeled with a dopamine (DA)- 
specific antibody terminate on the spine of a 
pyramidal cell in the prefrontal cortex, together 
with an unidentified axon (UA). (B) Enlarge- 
ment of axospinous synapses illustrated in (A) 
showing apposition of the DA input and a pre- 
sumed excitatory input (UA) that makes an 
asymmetrical synapse on the same dendritic 
(D) spine 
(C) Diagram of ultrastructural features of the 
axospinous synapses illustrated in (B); the do- 
pamine terminal (darkened profile represent- 
ing DA immunoreactivity) forms a symmetrical 
synapse; the unidentified profile forms an 
asymmetrical synapse with the postsynaptic 
membrane (diagram modified from data pre- 
sented in Goldman-Rakic et al., 1989). 

frontal neu rons in the delay period of the delayed-response 
task without altering the general excitability of the cell (Wil- 
liams and Goldman-Rakic, 1995). Further analysis of this 
type of synaptic complex in terms of physiological/pharma- 
cological interactions between inhibitory and excitatory re- 
ceptors may bring insight into the modulation of cognitive 
function by dopamine and other modulatory neurotrans- 
mitters. Studies on the memory-enhancing potential of low 
doses of D1 receptor antagonists administered systemi- 
cally are currently being studied in our laboratory. 

Clinical Significance 
The significance of observations on the cortical dopamine 
innervation for cognition is that they may suggest a variety 
of ways in which dopamine transmission in the cortex may 
alter cognitive function. It may be possible to predict condi- 
tions of optimal functioning depending on the availability 
of dopamine in the cortical synaptic cleft and on the avail- 
ability, affinity, and concentration of specific receptor sites 
in the cortex. Recent findings on the high density of D1 
receptors in prefrontal cortex draw attention to the poten- 
tial functional significance of these receptors for the cogni- 
tive deficits in disorders like schizophrenia. Since multiple 
subtypes of the D1 receptor family of receptors have now 
been cloned, future work will have to define the specific 
subtypes most critical for the cognitive phenomena ad- 
dressed here. Evidence that dopamine and putative gluta- 
mate profiles in prefrontal cortex are apposed to the mem- 
brane surface of the same dendritic spine (Goldman-Rakic 
et al., 1989) gives rise to hypotheses concerning the inter- 
actions of glutamate and dopamine receptors in higher 
cortical processes. Infusion of AMPA or kainate into the 
prefrontal cortex of both rats (Jedema and Moghaddem, 
1994, Soc. Neurosci., abstract) and monkeys (Moghad- 
dem, Youngren, and Goldman-Rakic, unpublished data) 
increases dopamine release in this cortex, and dopamine, 
in turn, inhibits pyramidal cell firing (e.g., Ferron et al., 
1984; Sesack and Bunney, 1989). In human cortical slices, 
dopamine enhances N-methyI-D-aspartate-induced spik- 
ing in cortical neurons, and the effect can be blocked by 

SCH23390, a nonselective D1 antagonist (Cepeda et al., 
1992). 

D1 receptors, along with other monoaminergic recep- 
tors, have been explored as possible targets of atypical 
neuroleptics. We might expect changes in these and/or 
related receptors to be present in the cortex of schizo- 
phrenics and/or as a function of neuroleptic treatments. 
These predictions have been indirectly supported by stud- 
ies of receptor regulation after chronic exposure to the 
atypical neuroleptic, clozapine, in experimental animals 
(Lidow and Goldman-Rakic, 1994). The cardinal cognitive, 
emotional, and motivational syndromes consistently asso- 
ciated with schizophrenia bear strong resemblance to the 
thought disorders, attentional problems, inappropriate or 
flattened affect, and lack of initiative, plans, and goals 
that characterize patients with physical prefrontal damage 
(Goldman-Rakic, 1991). Most recently, schizophrenics 
have been tested on the spatial oculomotor working mem- 
ory task that we have used to study working memory in 
rhesus monkeys (Park and Holzman, 1992); conversely, 
rhesus monkeys with prefrontal lesions exhibit the same 
type of predictive eye tracking disorder observed in nearly 
80% of schizophrenic patients (MacAvoy et al., 1991). If 
the prefrontal cortex is the part of the cortex most responsi- 
ble for working memory function and if this process is dys- 
functional in schizophrenia, as we think, then probing how 
the memory cells of the prefrontal cortex are influenced 
by dopamine, glutamate, and other neurotransmitters is 
essential for understanding dysfunction in schizophrenia. 
The effects of these neuromodulators have received less 
attention in the neocortex than in the basal ganglia, and 
now that specific receptors have been implicated in the 
working memory functions mediated by the prefrontal cor- 
tex, the study of their role in cognitive function would seem 
to be a promising line of study. 

Multiple Working Memory Domains and Distributed 
Neuronal Networks 
Spatial and feature working memory mechanisms of pre- 
frontal cortex can be dissociated at the cellular and areal 
level (Wilson et al., 1993). It has recently been shown that 

Neurobiology: Goldman-Rakic et al.

a! off

W ,X,Jo.\E 5 #
%.l i
Ss'} A.Is ...

f A% }.rob r.
.' f /*

'.: X a:

Proc. Nati. Acad. Sci. USA 86 (1989) 9017

i\s'Ag -b;
w kA > S S* *i tV.

Xa wtsKaHe ;X.-V se ,

I .

J
C

I
-.2;

d

-I

I

N

FIG. 2. Electron micrographs taken from layer II of the monkey prefrontal cortex immunostained for DA (a and b) or TH (c and d). The
micrographs demonstrate some of the very characteristic and numerous synaptic triads of this cortical layer. In these synaptic triads the same
spine (S) is postsynaptic to an immunopositive axon (TH or DA) and a nonimmunoreactive axon terminal (A). Triads with TH-positive
axo-spinous synapses could not be differentiated from DA-positive triads in distribution, incidence, or ultrastructural criteria. The DA and the
TH axons establish exclusively symmetric synaptic membrane specializations, whereas the nonimmunopositive axons in the synaptic triads form
asymmetric synaptic connections. Although the DA- or TH-positive and the unstained axon components of the triad were often found in close
apposition (see a, b, and d), there was no evidence of membrane specialization between them. Note the presence of the characteristic spine
apparatus in all spines (S). (Bars = 1 gm.)

Fig. 3a shows an example of a Golgi-identified pyramidal
neuron in layer III of prefrontal cortex. Examination of serial
sections of one of its terminal apical dendrites revealed that
TH-containing boutons formed symmetric synapses on the
soma and dendritic shaft ofthis silver-impregnated pyramidal
cell. Most important, the spines of pyramidal cells also
formed synapses with TH-immunopositive boutons (Fig. 3 c
and d). Finally, although the silver precipitate obscures
membrane specializations to some degree, we were able to
observe synaptic triads that were indistinguishable from
those observed with the DA and TH antisera in our single-
label material-i.e., the same Golgi-impregnated spine in
contact with an immunopositive bouton forming a symmetric
contact and an unstained bouton forming an asymmetric
contact (Fig. 3 c and d).

DISCUSSION
The present study, an ultrastructural visualization of dopa-
minergic terminals in the primate cerebral cortex, presents

evidence in the cortex of a synaptic arrangement in which the
spines of pyramidal neurons are targets of DA afferents and
another, as yet unspecified, but presumably excitatory input.
These findings, which will be discussed in greater detail
below, support the idea that DA terminals can directly alter
the output of the cortex through their contacts with cortical
efferent neurons.

Distribution and Mode of Termination of DA- and TH-
Immunopositive Boutons. Numerous studies have shown a
significant DA innervation ofthe cerebral cortex, particularly
its prefrontal and anterior temporal areas (2, 3, 6-8, 11, 14).
In previous studies of TH immunoreactivity, the DA inner-
vation was described as bilaminar with higher fiber density in
layers I and layers V and VI (6, 7). The present light
microscopic observations of TH- and DA-labeled profiles
support this general pattern ofDA distribution in the cortex.
Moreover, the DA innervation described in the present and
previous studies matches the distribution of D1 and D2
receptors in the same areas (P.S.G.-R., D. W. Gallager, and
M. S. Lidow, unpublished observations).
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Figure 6. Diagrams of synaptic arrangements involving the dopamine 
input to the cortical pyramidal neurons.  A) DAergic (DA) afferents 
terminate on the spine of a pyramidal cell in the PFC, together with an 
unidentified axon (UA). B) Enlargement of axospinous synapses illustrated 
in (A), showing apposition of the DA input and a presumed excitatory input 
(UA) that makes an asymmetrical synapse on the same dendritic (D) spine 
(S). C) Diagram of the ultrastructural features of the axospinous synapses in 
(B); the dopamine terminal (darkened profile) forms a symmetrical synapse; 
the unidentified profile forms an asymmetrical synapse with the post-
synaptic membrane (from Goldman-Rakic, 1995). D) Electron micrograph 
from layer II of the monkey PFC, immunostained for DA (DA: dopamine; S: 
spine; A: non-immunoreactive axon terminal) [Scale bar: 1 µm] (from 
Goldman-Rakic et al., 1989). 
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Figure 7. DAergic afferents to cortical interneurons. A) Electron 
micrograph from the middle layers of monkey PFC: a parvalbumin-positive 
dendrite (PV-d) is innervated by a TH-positive terminal (TH-t) and an 
unlabeled terminal (Ut), both forming symmetric synapses. B) Drawing of 
the selectivity of DA terminal inputs to subclasses of local interneurons. The 
predominant synaptic contacts of DA terminals are the distal dendrites and 
spines of pyramidal neurons (1), but they can contact the dendrites of 
GABAergic neurons in layer I-IIIa (2); in the middle layers IIIb-IV of PFC, 
DAergic terminals form synapse-like contacts on the dendrites of PV 
neurons (wide arbor and chandelier cells) (from Sesack et al., 1998). 
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2.2.3 – DISTRIBUTION OF DOPAMINERGIC RECEPTORS IN 

THE PFC 

The diverse physiological actions of DA are mediated by at least five 

distinct G protein-coupled receptor subtypes: D1 and D5 subtypes, 

belonging to the D1-like family, are coupled to Gαs proteins and 

activate adenylyl cyclase pathway (elevating the cAMP level), 

whereas the D2-like family, including D2, D3 and D4 subtypes, inhibits 

adenylyl cyclase and activates K+ channels (Missale et al., 1998). In 

the CNS DAergic receptors are widely expressed, because they are 

involved in the control of different functions, such as locomotion, 

cognition, emotion and affect; for this reason, almost two decades of 

research have produced maps of their cellular and subcellular 

distribution (Dopamine Handbook, Oxford University Press, 2010). 

D1-LIKE FAMILY IN THE PFC. The D1-like receptors are the most 

abundant DAergic receptors in the PFC (almost 20-fold more 

abundant than D2 family receptors). Immunoelectron microscopy 

studies have revealed that D1 receptors are expressed on distal 

dendrites and spines of prefrontal pyramidal neurons, in the 

perisynaptic membranes flanking asymmetric axospinous synapses 

(Goldman-Rakic et al., 2000). Furthermore, the D1 receptor is present 

also on the PV-containing GABAergic interneurons (basket and 

chandelier cells), preferentially in the distal dendrites, adjacent to 

asymmetric synapses, as well as in presynaptic terminals (as it is 

recognized for pyramidal neurons) (Muly et al., 1998). Both in 

pyramidal neurons and in interneurons D1 receptors have been found 

to colocalize and physically and functionally interact with NMDA 
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receptors, providing evidence for a synergistic action of D1 and 

NMDA receptors in the PFC in the modulation of the balance between 

pyramidal neuron and interneuron firing, to filter weak or irrelevant 

stimuli (Kruse et al., 2009). D5 receptors show a rather 

complementary expression in the PFC: they are present on all somata 

and throughout the dendrites (including numerous spines) of 

pyramidal neurons and on somata and proximal dendrites of calretinin 

(Glausier et al., 2009) and to a lesser extent PV interneurons, where 

the C-terminal domain of D5 receptor can contact and modulate 

GABAA receptors (Oda et al., 2010). 

D2-LIKE FAMILY IN THE PFC. Compared to D1 receptors, the 

distribution of D2 receptors is poorly understood and not completely 

clear. D2 receptors are predominantly expressed on dendritic stems of 

both pyramidal and non-pyramidal neurons and on axonal varicosities 

(Paspalas et al., 2006). Despite a predominant non-synaptic 

distribution, D2 receptors have been also found in symmetric 

axodendritic synapses in monkey PFC and rodent neocortex 

(Dopamine Handbook, Oxford University Press, 2010). Furthermore, 

they are present on axons, where presynaptic D2 receptors act as 

autoreceptors able to regulate DA release, and on glutamatergic 

varicosities, where they function as heteroreceptors (Paspalas et al., 

2006). D4 receptors show a high affinity for atypical antipsychotics, 

but little is known about their expression pattern in the PFC: they are 

expressed mainly by GABAergic interneurons and in a subset of 

pyramidal neurons in monkey PFC, at the soma and dendritic 

processes (Mrzljak et al., 1996). 
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2.3 - DOPAMINERGIC MODULATION OF PFC 

ACTIVITY 

Several cell types exist in the mPFC, including excitatory (glutamate) 

pyramidal output neurons, cholinergic efferents, inhibitory 

GABAergic interneurons and cholinergic interneurons. DAergic 

neurons synapse on at least two cell types, pyramidal neurons and 

non-pyramidal GABAergic interneurons; these GABAergic cells 

synapse on pyramidal neurons in the mPFC as well (Steketee, 2003). 

The actions of DA on cortical circuits have been studied using 

different approaches and techniques, such as ex vivo rodent slice 

preparations and in vivo experiments in anesthetized rats and behaving 

monkeys; studies in rodents have been useful to identify the 

mechanisms at the basis of DA influence on intracellular signalling 

events, while the in vivo studies allowed to link DA actions to higher 

cognitive operations (Dopamine Handbook, Oxford University Press, 

2010). 

Following the discovery of the mesocortical DA system in 1973 by 

Thierry and colleagues, there was an incredible growth of functional 

data on the role of DA in the PFC both in vivo and in vitro. However, 

the studies were performed under different experimental conditions 

and this, combined with the variety of DAergic receptors, their 

effecter mechanisms, the regional heterogeneity in expression and the 

species-specific features of PFC architecture, generated controversial 

findings and opposing interpretations of the results (Seamans and 

Yang, 2004). Now it is well accepted that DA is not a classical, fast 

ionotropic neurotransmitter (as glutamate, GABA and acetylcholine), 
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but it acts as a neuromodulator with differential effects on CNS (Yang 

et al., 1999). 

 

2.3.1 – DOPAMINE EFFECTS ON PYRAMIDAL NEURONS 

While dorsolateral prefrontal cortical areas of macaque monkeys and 

humans present multiple common characteristics, significant 

anatomical and functional differences have been found between rat 

medial PFC and monkey dorsolateral PFC (Preuss, 1995). 

In primate PFC, where DA receptors and fibres are present in high 

density in the superficial layers, layer III pyramidal neurons receive 

numerous excitatory synaptic connections, such as local and long 

range projections from pyramidal cells in the same cortical region but 

in different layers, associational and callosal projections from other 

cortical regions, and projections from the mediodorsal thalamus 

(Melchitzky et al., 1998; Melchitzky et al., 2001; Urban et al., 2002). 

Layer II/III also contain most of the pyramidal cells that originate 

long-distance intrinsic horizontal connections mediating intrinsic 

excitation, which is essential to delay-related activity in monkey PFC 

neurons (Goldman-Rakic, 1995). Thus, the regulation of layer III 

pyramidal neuron activity by DA could have a significant impact on 

local excitation in the PFC and its propagation to other regions (Henze 

et al., 2000). Using PFC slices from male cynomolgus monkeys, 

Henze et al. (2000) have shown that application of DA at a 

concentration as low as 500 nM increases the excitability of layer III 

pyramidal neurons to depolarizing current steps (increase of the 
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number of spikes, decrease of the voltage threshold of the first action 

potential and of the inter-spike interval between the first and the 

second evoked spike) without altering the resting state of these 

neurons, and that this effect requires activation of D1-like, but not of 

D2-like, receptors (Henze et al., 2000). Although early studies have 

suggested that pyramidal cells in rat PFC superficial layers are not 

responsive to DA receptor activation, more recent studies have shown 

that a proportion of these neurons is able to respond to DA: in fact, 

bath application of DA to rat PFC slices causes a moderate increase in 

the glutamate-mediated EPSCs through the activation of D1 receptors 

and the involvement of Ca2+-dependent postsynaptic mechanisms 

(Gonzalez-Islas and Hablitz, 2003; Bandyopadhyay et al., 2005). 

Furthermore, DA D1 receptor-mediated enhancement of EPSCs causes 

alterations of the spatiotemporal spread of activity and it can have a 

proconvulsant effect: DA can either enhance activity locally or, if the 

enhancement is strong enough, result in epileptiform events, which are 

able to propagate across the slice (Bandyopadhyay et al., 2005). 

Together with the DA-mediated EPSC enhancement, it has been 

demonstrated that DA is able to cause a synapse-specific reduction of 

the strength of excitatory synaptic transmission at synapses onto 

pyramidal cells in layer III of monkey PFC, through a combined 

action of D1 and D2 receptors: in this way, the increased cell 

excitability previously described together with the selective 

depression of excitatory synaptic input could increase the relative 

weight only of specific synaptic inputs (Urban et al., 2002). Thus, 

dopaminergic modulation of superficial layer cell activity is an effect, 

which is found in PFC across species, even if it is more robust in 
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primates than in rodents and it is likely to modulate significantly the 

interaction between dorsolateral PFC and other neocortical regions 

(Henze et al., 2000). 

The deep layers of rodent PFC receive the strongest DAergic 

innervation and for this reason the majority of studies of DA action on 

pyramidal neurons in vitro concentrated on layers V and VI (Henze et 

al., 2000). It has been reported that DA is able to modulate the 

excitability of layer V pyramidal neurons, in a different manner 

according to the receptors involved: in fact, bath application of D1 

agonist SKF38393 to rat PFC slices determines a concentration-

dependent excitability increase through a facilitation of NMDA 

receptor currents via PKA activation, while D2 agonist quinpirole 

induces a decrease of excitability inhibiting NMDA- and AMPA-

mediated responses, without modifying the membrane potential or the 

action potential threshold (Gulledge and Jaffe, 1998; Gulledge and 

Stuart, 2003; Tseng and O’Donnell, 2004). This latter effect on 

NMDA currents requires activation of GABAA receptors and thus it 

suggests that it is mediated by an increase in GABAergic transmission 

(Gulledge and Jaffe, 2001); on the contrary, the D2 inhibitory action 

on AMPA responses requires intracellular Ca2+ and the PLC-IP3 and 

partly the cAMP-PKA cascades (Tseng and O’Donnell, 2004). In 

detail, DA effect on NMDA responses can act in opposite directions, 

because it has been demonstrated that at low concentrations DA 

enhances NMDA currents (Zheng et al., 1999) and inhibitory post-

synaptic currents (IPSCs; Trantham-Davidson et al., 2004) via D1 

receptors, while high DA concentrations determine a decrease of 

NMDA currents (Zheng et al., 1999) and IPSCs (Trantham-Davidson 
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et al., 2004) through D2 receptors. Therefore, the amount of DA 

released may determine the receptor subtype that is activated and that 

affects the tuning of PFC networks encoding working memory 

(Trantham-Davidson et al., 2004). Furthermore, in PFC slices, 

prestimulation of D1 and D2 DA receptors with continuous application 

of a low concentration of DA (priming phase) is able to convert 

NMDA-independent long-term depression (LTD, described by Otani 

et al., 1998) to LTP, which depends on NMDA receptor activation 

during the priming process and mGluRs during the induction, thus 

suggesting the importance of tonic background DA levels in the 

regulation of cognitive processes (Matsuda et al., 2006). The 

excitatory action of DA has been identified also in slices from ferret 

PFC, where D2 receptor activation is able to promote bursting in layer 

V pyramidal neurons in response to minimal extracellular stimulation 

in layer III (Wang and Goldman-Rakic, 2004). DA is also able to 

suppress a slowly inactivating outward K+ conductance (Yang and 

Seamans, 1996) and an inwardly rectifying K+ current (IRKC) to 

facilitate the transition to the up-states (Dong et al., 2004) and to 

increase the gain of the input-output function of layer V pyramidal 

neurons, reducing the slow afterhyperpolarization (sAHP) via 

activation of D1 receptors and, eventually, of non-DAergic receptors 

(such as β-adrenergic receptors) at high DA concentrations; this 

modulation of the input-output function is able to facilitate and 

stabilize persistent activity in prefrontal pyramidal neurons (Thurley 

et al., 2008). Various works from different groups have also reported 

an inhibitory action of DA on the activity of layer V pyramidal 

neurons: Rotaru et al. (2007) demonstrated that D1 receptor activation 
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decreases EPSP amplification down-regulating persistent sodium 

currents (INaP) through an enhancement of Na+ channel slow 

inactivation, thus attenuating subthreshold responses to slow 

depolarizing current ramps. In this way, in depolarized pyramidal 

neurons D1 receptor activation would decrease the effectiveness of 

temporal summation, favouring coincidence detection, as opposed to 

temporal integration (Rotaru et al., 2007). Furthermore, DA is able to 

decrease the amplitude of EPSPs, evoked by superficial layer 

stimulation in adult rat PFC slices, through a direct D2 action on 

pyramidal neurons and a D2-mediated upregulation of local 

GABAergic activity that sustains inhibition; this latter mechanism is 

absent in prepubertal rat slices, thus suggesting that the periadolescent 

maturation of the DAergic control of excitatory and inhibitory 

neurotransmission could be critical to fine-tuning PFC functions and 

activity, which are fundamental for mature cognitive processes (Tseng 

and O’Donnell, 2007). The interactions between DA and GABA on 

PFC pyramidal neurons have also been examined by Seamans et al. 

(2001): DA produces biphasic effects on GABAA-mediated IPSCs, 

causing an initial reduction in IPSCs via D2 receptor activation 

(determining a presynaptic reduction in GABA release and a small 

postsynaptic reduction in GABAA receptor conductance), followed by 

a delayed and long-lasting increase in IPSC amplitude mainly 

mediated by D1 receptors (increase in the intrinsic excitability of 

interneurons) (Seamans et al., 2001).  

One hypothesis for working memory involves the formation of 

reverberant circuits able to maintain activity for a short period of time. 

A well described pyramidal neuron feature is the enhanced output 
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during specific phases of working memory tasks; at the same time, a 

level of synaptic inhibition is required to constrain firing only to those 

neurons which provide behaviourally significant output. The acute 

presence of DA, through inhibition of TTX-sensitive conductances 

and enhancement of GABAergic transmission, may gate appropriate 

firing, increasing the signal-to-noise level through the attenuation of 

weak signals and allowing output only from those neurons receiving 

the strongest excitatory drive (Gulledge and Jaffe, 1998; Tseng and 

O’Donnell, 2004). Delayed increases in excitability may regulate 

tonic levels of excitability. In this way DA release during working 

memory tasks may not only set the stage for reverberatory activity, 

but may also constrain such heightened activity to behaviourally 

relevant neurons, establishing a network state for proper working 

memory function (Gulledge and Jaffe, 1998 and 2001; Seamans et al., 

2001; Gorelova et al., 2002; Fig. 8).  

Thus, combined activation of D1, D2, GABA and glutamate receptors 

may allow a “gating with filtering” phenomenon; disruption of these 

interaction may contribute to abnormal coordination of pyramidal 

neuron firing and participate to the development of cognitive deficits 

observed in schizophrenia and related neuropsychiatric disorders 

(Tseng and O’Donnel, 2004; Matsuda et al., 2006). 
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Figure 8. A two-state model of DA action in PFC. Peaks denote up-states, 
corresponding to sustained recurrent activity required to hold items in 
working memory. (Left) In state 1, the D2 modulation predominates, and 
inhibition is reduced. Thus, multiple inputs have access to the working 
memory buffers, allowing multiple representations to be held in PFC 
networks nearly simultaneously. (Right) In state 2, the D1 modulation 
predominates and inhibition increases. Thus, inputs have difficulty accessing 
PFC networks and only particularly strong inputs, able to overcome the 
effects of increased inhibition, produce active and stable network 
representations, even after the offset of the initiating stimulus. In this way, 
DA may first allow the exploration of the input space (state 1), and then it 
shuts off the influence of weak inputs and stabilizes one or a limited set of 
representations, which completely control PFC output (from Seamans et al., 
2001 and Seamans and Yang, 2004). 

 

2.3.2 – DOPAMINE EFFECTS ON GABAERGIC NEURONS 

DA and GABA interact in a complex manner in the PFC. DA induces 

an increase of the excitability of fast-spiking (FS) interneurons in 

layer II, III and V of rat PFC (Zhou and Hablitz, 1999; Gorelova et al., 

2002): this effect is mediated by D1-like receptors, which determine 

the suppression of Cs+-sensitive inward rectifying and voltage-

independent leak K+ conductances, responsible to set the resting 
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interneuronal excitability, and thereby increases evoked IP-
SCs in deep layer PFC pyramidal neurons and certain stri-
atal interneurons. On the other hand, when D2 receptors are
present, their activation depresses IPSCs in both PFC and
striatum. These data are consistent with those of Harsing
and Zigmond (1997), who demonstrated that D1 receptor
stimulation increases while D2 receptor stimulation reduces
[3H]GABA release in striatum and thereby provides another
example of the biphasic nature of DA action (Calabrese
2001).

Functional implications of DA modulation of GABAergic
interneurons in PFC

Morphological heterogeneity of local circuit GABAergic
neurons and the targets of their axonal arbors suggest that these
interneurons can play different roles in regulating cortical
circuitry. Fast-spiking parvalbumin-containing GABA basket
cells innervate the soma and proximal dendrites of pyramidal
cells, while the axonal cartridge synapses of the FS chandelier
cells innervate the initial segment of pyramidal cell axons to
provide potent, but nondiscriminatory inhibitory effect on py-
ramidal cell excitability (Somogyi et al. 1998; Miles et al.
1996; Tamás et al. 1997; Thomson et al. 1996). Dopamine D1
receptor activation of FS GABAergic (parvalbumin-immuno-
reactive) interneurons that innervate the axon hillock of pyra-
midal neurons can result in a suppression of spike initiation in

these cells. We suggest that this powerful mechanism might
account for the “inhibitory” actions of D1 receptors on firing of
PFC pyramidal neurons in vivo (Williams and Goldman-Rakic,
1995).
Given that dynamic GABAergic feedforward and feedback

inhibition of pyramidal neurons can regulate timing of spike
coding, membrane oscillation frequencies, network synchroni-
zation, ion channel activation kinetics, dendritic signaling, and
synaptic plasticity (Cobb et al. 1995; Fricker and Miles 2001;
Galarreta and Hestrin 2001; Kanter and Haberly 1993; Kanter
et al. 1996; Miles et al. 1996; Tamas et al. 1998; Tsubokawa
and Ross 1996), a DA activation of GABAergic interneurons
that innervate the perisomatic region of pyramidal neurons may
influence diverse events including synchronizing firing pat-
terns to phase-lock activity with interneurons (Cobb et al.
1995; Jeffreys et al. 1996; Kawaguchi 2001; Whittington et al.
1995) or 2) inter-posing IPSPs between repetitive spike firing
of pyramidal neurons to restructure their temporal pattern of
firing without changing the mean firing rate. Indeed, simulta-
neous multi-unit recordings from PFC or cortical neurons of
monkey performing some memory tasks have shown that the
memory encoding is accomplished by a restructuring of firing
patterns without changing the overall mean firing rate (Abeles
et al. 1993; de Charms and Merzenich 1996; Vaadia et al.
1995).
Perhaps most important to PFC function is the joint DA and

GABA regulation of circuits that mediate different aspects of

FIG. 11. A schematic summary of the electrophysiological mechanisms that mediate DA actions in FS interneurons. The voltage
ranges through which the 3 outward K! currents are active are displayed on the left, with dark brackets outlining the ranges for
each current. DA suppresses a voltage-dependent IA (Slow) K! current via undefined DA receptor (or nonreceptor) mechanisms
to induce repetitive firing in response to depolarizing pulses. DA D1 receptor activation suppresses a voltage-independent, outward,
leak K! current to depolarize FS interneurons. DA, via activation of an undefined receptor (or nonreceptor) mechanism, also
suppresses a voltage-dependent inward-rectifier K! current, thus resulting in an increase in input resistance. Note that although this
current is called an inward rectifier, the flow of K! current is outward at membrane potentials more positive than its reversal
potential (e.g., approximately "90 mV, the equilibrium potential for K!, Hille 2001). Collectively, the actions of DA on these 3
K! currents lead to increase neuronal excitability and subsequent GABA release from the FS interneurons. The released GABA,
in turn, suppresses or modulates spike firing in pyramidal cells that the FS interneurons innervate. This mechanism could underlie
the “inhibitory” action of DA on pyramidal PFC neurons in vivo.
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membrane potential and input resistance of interneuron membrane, 

and of slowly inactivating outward rectifying K+ current, regulating 

subthreshold synaptic events and repetitive firing (Gorelova et al., 

2002; Fig. 9). This excitatory action of DA on interneurons has been 

reported also by Tseng et al. (2006) using in vivo experiments: in 

response to VTA stimulation, FS interneurons of layers V and VI 

show an enhanced firing, accompanied by a decrease in pyramidal 

neuron activity. Thus, these mechanisms might explain the 

“inhibitory” actions of D1 receptors on firing of PFC pyramidal 

neurons (Williams and Goldman-Rakic, 1995). 

 

 

 

 

 

 

 

Figure 9. A schematic summary of the mechanisms that mediate DA 
actions in FS interneurons and that cause an increase of FS interneuron 
excitability. The voltage ranges through which the three K+ currents are 
active are displayed on the left. DA suppresses a voltage-dependent IA 
(slow) K+ current via undefined DA receptor mechanisms to induce 
repetitive firing. D1 activation blocks a voltage-independent, outward, leak 
K+ current. Through unknown receptor DA also inhibits a voltage-dependent 
inward-rectifier K+ current, determining an increase in input resistance (the 
flow of this current is outward at membrane potentials more positive than its 
reversal potential) (from Gorelova et al., 2002). 
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Furthermore, it is known that DA can also act in the opposite direction 

on GABAergic interneurons, leading to a decreased feedforward 

inhibition to PFC pyramidal neurons: in fact, activation of D4 

receptors, either by exogenous agonist or endogenous DA, induces a 

persistent reduction of synaptic AMPA responses in layer I 

GABAergic interneurons, through a postsynaptic mechanism which 

causes an alteration in the AMPA receptor trafficking involving the 

myosin V-mediated transport along actin (Yuen and Yan, 2009). The 

DA-mediated reduction of interneuron activity has been observed first 

in vivo by Tierney et al. (2008): both iontophoretic application of DA 

and VTA stimulation determine an inhibition of layer V interneuron 

firing which is mediated by both D1 and D2 receptors; this effect is 

preceded by a short-latency fast EPSP in pyramidal cells, that is likely 

the result of DA and glutamate corelease (Lavin et al., 2005; Tierney 

et al., 2008). 

Thus, DA can act through its receptors to modulate different ionic 

currents (Fig. 10) on different time scales in different cell types to 

produce different modifications in neuronal excitability and a 

modulation of the network behaviour (Lapish et al., 2007). 

 

2.3.3 – DOPAMINE EFFECTS ON NETWORKS 

It has been demonstrated that DA is able to modulate inhibitory 

transmission in a circuit-dependent manner: in fact, using paired 

whole-cell recordings of synaptic connections from adult ferret PFC 

slices, Gao et al. (2003) have shown that DA decreases the IPSP 
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neuronal excitability vs membrane depolarization. Unlike
the slower changes in evoked excitability, the depolariza-
tion of interneurons that can be observed with the focal
pressure application of DA occurs within seconds of DA
application (Fig. 1). However, the exact time frame of this
depolarization is not clear due to technical constraints when
using focal pressure application, such as the diffusional
properties of the brain slice and variability in the placement
of the pressure application pipette relative to the cell being
recorded. However, at least in the brain slice preparation,
this potent and relatively short-lived effect of DA on fast
spiking interneurons is not observed for the DA modulation
of a variety of intrinsic and synaptic currents in PFC pyra-
midal and interneurons (Gorelova et al. 2002; Gonzalez-
Burgos et al. 2005; Gulledge and Jaffe 2001; Henze et al.
2000; Seamans et al. 2001a,b ;Yang and Seamans 1996).

Fast-spiking interneurons that are the targets of this DA
modulation synapse near the spike initiation zone of
pyramidal neurons and directly regulate their spike initia-
tion and timing (Szabadics et al. 2006; Tamas et al. 2000).
Thus, a synchronous DA-mediated depolarization of fast-
spiking interneurons might be a highly effective way to
quickly shut off pyramidal neuron activity, and this could
contribute to the transient inhibition in spontaneous firing
after VTA stimulation or DA iontophoresis discussed above.
Accordingly, Pirot et al. (1992) showed that the GABA
antagonist bicuculline blocked the iontophoretic DA and
VTA-mediated inhibition of spontaneous firing in 57 and
51% of cells, respectively. Moreover, a D2 antagonist re-
duced the DA-mediated and VTA stimulation induced in-
hibition of spontaneous firing in PFC in 89 and 54% of
cells, respectively. Furthermore, depleting DA stores by
pretreatment with α-methly-p-tyrosine reduced the number
of cells inhibited by VTA stimulation to 39% and in this
subset of cells the VTA-induced inhibition was no longer

influenced by sulpiride (a D2 antagonist), but was blocked
by bicuculline (Pirot et al. 1992). Thus, there is both a DA-
dependent activation of local GABAergic interneurons and
direct inhibition of PFC neurons through GABAergic
neurons.

The direct effect of GABAergic interneurons by VTA
stimulation may relate to potentially unique properties of

�Fig. 1 Orders of magnitude in the observed time course following
dopamine (DA) application or VTA stimulation. a A very fast EPSP–
IPSP sequence can be recorded in prefrontal cortical cells after
stimulation of the VTA in-vivo. The EPSP is evoked with a latency on
the order of milliseconds and is thought to be the result of corelease of
glutamate from dopamine cells in the VTA. b Depolarization of a fast-
spiking interneuron by DA in the prefrontal cortex in vitro. Local
pressure application of DA leads to depolarization and repolarization
of the membrane potential that seems to follow the diffusion of the
drug in the slice on the timescale of seconds (Kroener and Seamans,
unpublished observations). c Modulation of a variety of intrinsic and
synaptic currents by DA has been shown to occur over minutes and
hours both in vivo and in vitro. Activation of D1- and D2-type
receptors occurs in both pyramidal cells and interneurons, adding to
DA’s ability to modulate network behavior. The time course and
direction of some of the effects indicated in the diagram have been
shown to be concentration- and receptor-specific. It is assumed that in
vivo the very long lasting effects that have been reported in
experimental settings can be curtailed by fluctuating levels of
extracellular DA and opposing effects at the different DA receptors
that result from it. See text for details
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amplitude in FS non pyramidal-pyramidal neuron (FS NP-P) 

connections, while IPSP amplitude in non-FS non pyramidal-

pyramidal neuron (non-FS NP-P) pairs is increased by DA. The 

former effect, which concerns FS interneurons known to target the 

perisomatic domain of pyramidal cells, involves a pre-synaptic 

mechanism related to GABA release; instead, the latter one, involving 

non-FS cells known to synapse on peridendritic regions of pyramidal 

neurons, occurs via a post-synaptic action (Gao et al., 2003). 

 

Figure 10. DAergic 
modulation of 
currents. Modulation 
of a variety of 
intrinsic and synaptic 
currents by DA has 
been shown to occur 
over minutes and 
hours both in vivo and 
in vitro. Activation of 
D1- and D2-like 
receptors occurs in 
both pyramidal cells 
and interneurons, and 
this makes DA able to 
modulate network 
behaviour (from 
Lapish et al., 2007). 

 

 

Furthermore, DA directly modulates unitary excitatory synaptic 

neurotransmission in local pyramidal-to-pyramidal (P-P) circuits that 

mediate recurrent excitation, but not in pyramidal-to-FS non 
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pyramidal (P-FS NP) pairs: through activation of D1 receptors DA 

decreases the probability of glutamate release, thus attenuating local 

horizontal excitatory synaptic transmission in layer V neurons (Gao et 

al., 2001; Gao and Goldman-Rakic, 2003). 

PFC functions (i.e. working memory, memory retrieval and selective 

attention) need coactivation of NMDA and DA D1 receptors; 

however, it is known that DAergic modulation follows an inverted-U-

shaped profile: too little or too much DAergic receptor activation is 

detrimental for working memory, with moderate D1 receptor 

activation optimizing PFC functions and working memory 

performance, in the presence of glutamatergic transmission (Fig. 11; 

Goldman-Rakic et al., 2000; Vijayraghavan et al., 2007; Kroener et 

al., 2009). This type of modulation of neuronal populations and 

circuits has been also described by Stewart and Plenz (2006), using 

multielectrode arrays to record network-level events in slices (the so 

called ‘avalanches’, rapidly propagating negative local field potentials 

with diverse spatiotemporal patterns): DA and NMDA regulate the 

spontaneous occurrence of neuronal avalanches in PFC superficial 

layers via an inverted-U pharmacological profile, because optimal 

avalanche induction is obtained with 30 µM DA, while at higher or 

lower DA concentrations the avalanches are reduced (Stewart and 

Plenz, 2006). 
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Ž .Fig. 3. A model for relationship between D receptor stimulation and working memory performance. Dopamine, acting at D receptors red , enhances1 1
Ž . Ž . Ž .glutamatergic inputs to both pyramidal cells gray and interneurons blue . At low levels of dopamine release A , these inputs are not enhanced to either

pyramidal neurons or interneurons. At moderate levels of dopamine release, the glutamatergic inputs to pyramidal cells are primarily enhanced leading to
Ž .an increase in pyramidal cell delay activity and improved working memory function B . At high levels of dopamine release, the glutamatergic inputs are

enhanced to both pyramidal cells and interneurons, leading to a reduction in pyramidal cell activity by feed forward inhibition with resultant impairment of
Ž . w xworking memory function C . From 45 .

enhancement is more effective on pyramidal cells. With
this arrangement, increasing levels of dopamine stimula-
tion of D receptors will result in enhanced pyramidal cell1
firing, and with it working memory performance. However
at some point, the D effect on pyramidal cells will plateau1
and further increases in dopamine levels will result mainly
in enhancement of interneuron activity. Pyramidal cell
delay activity will then be limited by D mediated feed-1
forward inhibition, resulting in impairment of working

Ž .memory function Fig. 3 .
Two lines of evidence support the possible differential

effectiveness of dopamine at D receptors in pyramidal1
versus nonpyramidal cells hypothesized above. First, pyra-
midal cell dendrites have a higher density of close contacts
with dopaminergic axon terminals than interneuron den-

w xdrites 51 , and thus are in closer proximity to dopamine
release sites than interneurons. Second, the D receptor1

w xacts via a cascade of diffusable second messengers 52 .
On pyramidal neurons, the spine may act as a diffusion
barrier to maintain a high concentration of second messen-
gers at the associated excitatory synapse for maximal

w xeffect 53,54 . On interneurons, D receptor and asymmet-1
ric synapses are located on the dendritic shaft, which
would allow for more diffusion of second messengers and
thus a reduced effect at the adjacent asymmetric synapse.
While this model parsimoniously explains the relation-

ship between D receptor stimulation and working memory1
function, other aspects of the modulatory control of cogni-
tive function have yet to be worked out. In particular, the
effect of D action on cognitive processes must be more2
fully addressed, especially in light of the recent localiza-

w xtion of D receptors on cortical interneurons 55,56 . In4
addition, the role of serotonin in modulating cortical func-

w xtion is just beginning to be understood 57 . The more that
is learned about the localization of neurotransmitter recep-
tors in the functional circuitry of the prefrontal cortex, the

greater the opportunity to achieve new insight into the
complex phenomena relevant to neuropsychiatric disor-
ders.
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Figure 11. Model to explain the 
relationship between D1 receptor 
stimulation and working 
memory performance. DA, 
acting at D1 receptors (red), 
enhances glutamatergic inputs to 
both pyramidal cells (grey) and 
interneurons (blue). At low levels 
of DA release (A), the inputs are 
not enhanced to either pyramidal 
and GABAergic neurons. At 
moderate levels of DA release, the 
glutamatergic inputs to pyramidal 
cells are primarily enhanced 
(higher close contacts between 
DAergic terminals and pyramidal 
cell dendrites), thus improving 
working memory function (B). At 
high levels of DA release, the 
glutamatergic inputs are enhanced 
to both pyramidal cells and 
interneurons, with a resultant 
impairment of working memory 
function (C) caused by 
feedforward inhibition of 
pyramidal cell activity (from 
Goldman-Rakic et al., 2000). 
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2.4 – CONNECTIONS BETWEEN VTA AND PFC 

 

2.4.1 – VTA TO PFC CONNECTIONS 

A10 DA-containing fibres consist of small diameter, non-myelinated 

axons that ascend in the medial forebrain bundle (MFB). The majority 

of ascending (and descending) connections of the VTA are ipsilateral, 

while only thalamus, neostriatum and other forebrain areas receive 

minor contralateral projections; furthermore, it has been shown that 

some VTA neurons might innervate more than one region  (Oades and 

Halliday, 1987), but the majority of ascending projections originates 

from non-collateralized cells (Sesack et al., 2003). It is possible to 

notice a topography of the origin of VTA projections: in fact, the more 

medial VTA neurons project to the ventral PFC, whereas the more 

lateral neurons project to the dorsolateral PFC in the monkey; 

furthermore, mesocortical projections tend to have their origin 

dorsorostrally in the VTA, while, by contrast, most mesolimbic 

projections originate in the ventrocaudal VTA (Oades and Halliday, 

1987). DAergic cells that send projections to the PFC have unique 

physiological properties, in comparison with mesoaccumbens 

DAergic neurons, because they show higher baseline firing rates, 

more APs in each burst, higher DA metabolism and turnover and 

higher sensitivity to mild stressful stimuli; this is due to the fact that 

DAergic neurons that modulate the activity of PFC glutamatergic cells 

are themselves subject to afferent glutamate regulation within the 

ventral midbrain (Sesack et al., 2003). 
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2.4.2 – PFC TO VTA CONNECTIONS 

The connections between the VTA and the PFC are reciprocal and 

there is a strong feedback pathway from the PFC to the VTA; in fact, 

most areas receiving a projection from the VTA project back to the 

VTA itself, which can act as a mediator of dialogue with the 

frontostriatal and limbic/extrapyramidal systems (Oades and Halliday, 

1987; Tong et al., 1996). Glutamate PFC afferents to the VTA 

originate from layer V and VI neurons (Thierry et al., 1983) and 

exhibit a degree of specificity in their synaptic targets, because they 

form asymmetric axodendritic synapses on mesoaccumbens 

GABAergic but not DAergic cells and on mesoprefrontal DAergic but 

not GABAergic neurons; in this way the PFC selectively slows down 

the firing of mesoaccumbens neurons and accelerates the activity of 

mesoprefrontal cells (Sesack and Pickel, 1992; Carr and Sesack, 

2000b; Sesack et al., 2003). Furthermore, these PFC to VTA 

projections have a relatively slow conduction velocity (0.6-5.5 m/s), 

which suggests that they are thin and poorly myelinated fibers 

(Thierry et al., 1983; Naito and Kita, 1994), and they can innervate 

several mesencephalic structures sending collaterals, thus modulating 

the activity of various cell populations (Thierry et al., 1983). 

 

2.4.3 – FUNCTIONAL COUPLING BETWEEN THE VTA AND 

THE PFC 

DA can affect the activity in the PFC; the effects of DA involve the 

modulation of the transitions between active glutamate-driven up 
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states and resting down states of pyramidal neurons. It has been 

demonstrated that there is a strong interdependence between VTA 

population activity and PFC up states: in fact, in vivo the fluctuations 

of membrane potentials in PFC pyramidal neurons and PFC local field 

potentials (LFPs) are correlated with LFP oscillations in the VTA, and 

when the VTA is transiently blocked with lidocaine, PFC LFPs 

disappear, the up states have an increased variability in duration and 

PFC neurons display a decreased firing rate (Peters et al., 2004). Thus, 

a transient inactivation of the mesocortical system can desynchronize 

up states in PFC neuronal populations, because VTA firing is able to 

synchronize a local cortical network; at the same time, DAergic cell 

burst firing requires NMDA receptor activation, which derives from 

cortical inputs. In this way, there is a continuous reverberation 

between a glutamatergic drive of VTA cell firing by the PFC and 

VTA support of PFC up states (Peters et al., 2004: Seamans et al., 

2003). Moreover, a recent work has demonstrated that in PFC-VTA 

circuits in vivo a 4 Hz (2-5 Hz) oscillation appears and becomes the 

predominant pattern of activity during working memory tasks and it is 

phase coupled to hippocampal theta oscillations when working 

memory is in use (Fujisawa and Buzsáki, 2011). Furthermore, it has 

been shown that in most DAergic neurons the rhythmic bursting is 

inversely correlated with the degree of PFC depolarization, thus 

suggesting that part of the PFC information is conveyed to DAergic 

cells at least partially through inhibitory GABAergic neurons (a subset 

of which is found to fire in synchrony with the active up states of PFC 

cells) (Gao et al., 2007; Lodge, 2011). 
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2.4.4 – IN VITRO REGENERATION OF THE 

MESOCORTICAL PATHWAY 

It is known that the extracellular environment of the adult CNS exerts 

an inhibitory action on the axonal regeneration, but a partial re-growth 

of axons after CNS injury has been observed. This supports the idea 

that adult CNS neurons may have an intrinsic capacity to evoke 

mechanisms that promote spontaneous axonal regeneration after 

injury (Muramatsu et al., 2009). In this perspective, it has been 

demonstrated that organotypic co-cultures of the VTA/SN-complex 

and the PFC can be used as an appropriate model to study the post-

injury regeneration of DAergic fibres (Franke et al., 2003). 

In fact, the study of the development and regeneration of functional 

connections in mammaliam CNS requires the use of appropriate 

model systems. The development and growth of complex connections 

and functionality within the brain involve processes which cannot be 

mimicked by neuronal networks of dissociated cells in culture, which 

represent a relatively simple system to analyze different parameters, 

as the induction of neurite sprouting. Alternatively, using in vivo 

models, it is difficult to maintain a precise control of the experimental 

conditions and these models are often time consuming (Hofmann and 

Bading, 2006). Thus, organotypic brain slices constitute a model, 

which is closer to the in vivo situation than cell cultures, and they 

allow long-term experiments, unlike acute slice preparations (Stoppini 

et al., 1991; Papp et al., 1995; Hofmann and Bading, 2006). 

Franke et al. (2003) and Heine et al. (2007) have reconstructed the 

mesocortical system in vitro and demonstrated that in co-cultures 
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containing the VTA/SN-complex and the PFC, dopaminergic 

mesencephalic neurons are able to innervate the target areas in the 

PFC (Fig. 12), in a way that resembles the normal appearance of 

tissue from young rats. In fact, in the co-cultures, TH-positive fibres 

in PFC layers I and II form a band of parallel terminals that run along 

the medial cerebral surface, while in deeper layers they are 

perpendicular to the pial surface (as it has been described for rats in 

vivo) (Franke et al., 2003). It remains unclear whether the observed in 

vitro newborn projections derive from axonal regeneration of the 

neurons severed by the culture procedure, or from a priori outgrowth 

of undamaged cells, that had not yet sent an axonal process to the 

target tissue at the time of preparation (Franke et al., 2003). 

Nevertheless, it seems possible that the mechanisms that regulate fibre 

outgrowth of DAergic neurons may be the same as those operating 

during normal ontogenetic development (Franke et al., 2003). 
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Fig. 4. Examples of co-cultures of the VTA/SN-complex and the prefrontal cortex (PFC). (A) Photomicrograph montage of TH-positive neurons and
fibers in a co-culture of VTA/SN-PFC (DIV 21). (B) Camera lucida drawing of the complete co-culture. The inset is drawn to scale and illustrate the
location of (A) marked by the frame and of the fibers that had crossed the border between the co-cultivated slice. (C) Fibers (arrow) that had crossed
the border, at higher magnification. (D) VTA/SN-complex/PFC co-culture (DIV 21). Note the outgrowth of the TH-positive fibers (arrow) of the neurons
originating in the VTA/SN-complex over long distances into their target region. Scale bars: 25!m (A); 500!m (B); 15!m (C); 100!m (D).

(Fig. 4). These TH-immunopositive axonal profiles had
grown over considerable distances and traversed the PFC
to reach the upper cortical layers (Fig. 4B and D). The
majority of TH-positive fibers run in parallel to the cerebral
surface (Fig. 5B). Fibers in deeper layers predominantly
run perpendicular to the pial surface. This is in line with
the normal fiber distribution in young rats (Fig. 5A). The
camera lucida drawings illustrate this characteristic bands
of terminals (Fig. 5C and D). TH-positive cells in the
PFC were not found. Staining for TH was absent in single
cultures of the PFC at all investigated time points (2–4
weeks in vitro). Immunostaining of fibers was not found
in co-cultures that failed to develop a fiber bridge. Some
co-cultures were grown for 10–12 days to allow the projec-
tions to develop and to be labeled afterwards using biocytin
crystals. After tracing, several biocytin-filled processes
which invaded the bridge that had formed between the two
cultures were found. The results of the biocytin tracing
corroborate the findings using TH-immunostaining to show
the target orientated ingrowth (results not shown).

3.3. Co-cultures of the ventral tegmental area and the
substantia nigra-complex with the striatum

In contrast to the sparse innervation of the PFC, in
co-cultures of the VTA/SN-complex and the STR many
TH-immunostained fibers were found in the striatal part
(Fig. 6). In both co-culture systems some of the stained
fibers often followed the edge along the bridge between the
slices and others run directly across the bridge. These fibers
were branching and formed a normal pattern of innervation
of their terminal field. In the striatum, areas with sparse and
stronger TH-IR innervation were found, in contrast to the
typical layered structure of TH-IR fibers in the cortex. This
dense distribution of TH-positive fibers was also observed in
the STR of the young rats. As in the PFC, in single slices cul-
tures containing the STR, no or only a faint TH-IR was found
at all investigated time points (2–4 weeks in vitro). When
striatal slices were prepared from very young rats (postnatal
days 0–3) or at postnatal day 7, the expression of TH was not
altered in the STR and TH-positive neurons were not present.

Fig. 1. (A) Schematic drawings illustrate the preparation procedure of organotypic slice cultures as described previously (Franke et al., 2003). Slices
were taken from 3 to 5 day-old rats. Transverse cuts were made at the level of A and B to isolate the VTA/SN-complex (A) and the PFC (B). The blocks
of tissue A and B were then prepared according to the broken lines and selected slices (300 !m thick) were placed on membranes as co-cultures.
(B, C) An overview about the culture system containing the border region, characterized by immunofluorescence labeling of (B) MAP2 (neuronal
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Fig. 1. (A) Schematic drawings illustrate the preparation procedure of organotypic slice cultures as described previously (Franke et al., 2003). Slices
were taken from 3 to 5 day-old rats. Transverse cuts were made at the level of A and B to isolate the VTA/SN-complex (A) and the PFC (B). The blocks
of tissue A and B were then prepared according to the broken lines and selected slices (300 !m thick) were placed on membranes as co-cultures.
(B, C) An overview about the culture system containing the border region, characterized by immunofluorescence labeling of (B) MAP2 (neuronal
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Figure 12. Co-cultures of VTA/SN-complex and PFC. A) 
Photomicrograph montage of TH-positive neurons and fibres in a co-culture 
at 21 div. B) Camera lucida drawing of the complete co-culture; the inset 
indicates the location of (A). C) Fibres (arrow) that had crossed the border, 
at higher magnification. D) VTA/SN-complex/PFC co-culture (21 div). Note 
the outgrowth of the TH-positive fibres (arrow) of VTA/SN neurons over 
long distances in the target region. E-F) Overview about the culture system 
containing the border region, characterized by immunofluorescence labelling 
of  (E)  MAP2  (neuronal marker)-  and  (F)  GFAP  (astroglial marker)- ()  

E F 
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2.5 - PATHOLOGIES 

Many psychiatric disorders (such as schizophrenia, addiction and 

attention-deficit/hyperactivity disorder) show cognitive and emotional 

alterations, which are related to an abnormal functioning and 

modulation of the mesocortical system (PFC and anatomically-related 

brain areas, and VTA) (Artigas, 2010). 

 

2.5.1 – SCHIZOPHRENIA 

Schizophrenia is a disorder of cognitive neurodevelopment, which 

presents deficits in cognition (i.e. impairments in attention and 

executive functions, abnormalities in working memory) normally 

appearing and progressing years before the onset of psychosis 

(Hoftman and Lewis, 2011). This disorder is directly proportional to 

the degree of genetic relatedness to an affected individual and linked 

to several identified susceptibility genes (Lewis et al., 2005) and it is 

characterized by marked anatomical, cellular and neurochemical 

alterations of the PFC (such as reduced PFC volume and layer 

thickness, tight packing of pyramidal neurons, reduced neuropil and 

energy metabolism, alterations of neurotransmitters such as GABA 

and DA and abnormal pruning of excitatory synapses, which cause 

lower spine density in deep layer III) (Artigas, 2010; Hoftman and 

Lewis, 2011). 

 

positive cells and fibres (10 div) [Scale bars: 25 µm (A); 500 µm (B); 15 µm 
(C); 100 µm (D, E, F)] (from Franke et al., 2003; Heine et al., 2007). 
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It is known that working memory depends on the coordinated and 

sustained firing of subsets of PFC pyramidal neurons between the 

presentation of a stimulus cue and the later initiation of a behavioural 

response; during working memory tasks, inhibition might exert both a 

spatial role (to control which PFC pyramidal neurons are activated) 

and a temporal role (to control when they are active during the 

different phases of working memory). Thus, the reduced level of 

GAD67 and GAT1 mRNA expression in PFC PV-containing 

interneurons and the up-regulation of GABAA receptors at pyramidal 

neuron axon initial segments found in schizophrenia indicate an 

impairment in GABA-mediated inhibition, which could provide a 

mechanism for the disturbances in working memory in schizophrenic 

patients. In fact, a deficit in the synchronization of pyramidal cells, 

resulting from impaired perisomatic inhibition, might contribute to 

deficits in the gamma band oscillation, normally induced and 

sustained during the delay period of working memory tasks (Lewis et 

al., 2005). There are indications that this alteration in inhibition could 

be a consequence of the weakening of pyramidal cell network activity, 

which happens during development due to genetic and/or 

environmental insults and is caused by progressive PFC spine loss 

leading to reduced pyramidal cell network excitation (Arnsten, 2011). 

All these alterations determine a reduced cortical drive on VTA 

DAergic neurons projecting to the PFC, causing a functional decrease 

in the PFC DA levels, which induces the appearance of the negative 

symptoms of schizophrenia and the increase of the DAergic tone in 

subcortical sites (responsible of the positive symptoms of the 

disorder), due to the removal of corticofugal glutamatergic neurons 
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from tonic DA-mediated inhibition (Glowinski et al., 1984; Goldstein 

and Deutch, 1992; Yang et al., 1999; Arnsten, 2011). 

 

2.5.2 – ADDICTION 

Drug addiction is a complex behavioural phenomenon which is 

characterized by compulsion to continue seeking and administering 

drugs, despite the severe consequences to work, social relationships 

and health (Kauer, 2004). It is widely accepted that addictive drugs 

cause functional changes in DA-containing neurons, resulting in an 

increase of neuronal activity and of DA release from their terminals 

(Bonci et al., 2003; Kauer, 2004). Amphetamine and cocaine 

determine a depression of the spontaneous firing rate of VTA DAergic 

neurons because, blocking DA re-uptake by DAT, the higher 

extracellular DA level activates D2 autoreceptors; furthermore, it has 

been recently shown that a single exposure to cocaine or amphetamine 

is able to induce LTP of AMPA-mediated excitatory transmission in 

DAergic neurons, thus favouring DA release at synaptic terminals 

(Bonci et al., 2003; Kauer, 2004). Instead, opioids cause an increase in 

the firing frequency of DAergic neurons, through the inhibition of 

afferent GABAergic neurons and reduced GABA release from 

presynaptic terminals; these acute effects determine an increase of DA 

release in the PFC and NAcc and have been associated with reward 

(Bonci et al., 2003). In normal individuals, following the intake of a 

drug, homeostatic responses tend to re-establish the initial level of 

neuronal activity, but in a percentage of vulnerable individuals (who 

have a genetic predisposition, modulated also by developmental and 
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environmental factors) erroneous responses are established and 

propagated to various regions of the reward circuit. In this way, a 

prolonged changed state substitutes the physiological one and the 

maintenance of the changed state leads to continued drug use. Thus, 

drug seeking can be seen as a persevering effort of the individual to 

retain the defective coding of neuronal activity by repeatedly 

activating drug-induced responses (Bonci et al., 2003). 

Recently, preclinical and clinical studies have also discovered and 

began to clarify the role of PFC in addiction; in fact, on the basis of 

imaging studies it has been shown that a disrupted function of the PFC 

leads to a syndrome of impaired response inhibition and salience 

attribution in addiction, characterized by excessive salience to the 

drug and drug-related cues, which results in drug seeking and taking 

(Goldstein and Volkow, 2011). 
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3. MATERIALS AND METHODS 

	  

3.1 – ANIMALS 	  

Neonatal mice pups (CD1® mice, Harlan Laboratories, Italy) of 

postnatal day (P) 1-3 were used for the preparation of the organotypic 

dopaminergic slice co-cultures. The animals were housed under 

standard laboratory conditions, under a 12 h light/dark cycle and 

allowed access to lab food and water ad libitum.	  

All the animal use procedures were approved by the Committee of 

experimental animal protection. The number of animals used was 

minimized as well as their sufferings.	  

	  

3.2 - PREPARATION OF THE SLICE CO-CULTURES	  

Slice co-cultures were prepared from P1-3 mice according to the 

protocol described by others (Franke et al., 2003; Heine et al., 2007; 

Fig. 13 I and II), with some modifications. Briefly, mice pups were 

decapitated and the brains were removed from the skull under sterile 

conditions. The brains were apposed to an agar block (Serva, 

Heidelberg, Germany) and tissue blocks containing the VTA/SN-

complex or PFC were dissected, fixed onto a specimen stage of a 

vibratome (Leica, VT 1000S, Nussloch, Germany) with Loctite Super 

Attack glue (Henkel, Dusseldorf, Germany) and placed in ice-cold 

(4°C) solution containing the following (in mM): 87 NaCl, 25 
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NaHCO3, 1.25 NaH2PO4, 7 MgCl2, 0.5 CaCl2, 2.5 KCl, 25 D-glucose 

and 75 sucrose, equilibrated with 95% O2 and 5% CO2 (pH 7.4). 

Coronal sections of 200 µm (Shimono et al., 2002a and 2002b) were 

cut at the mesencephalic and forebrain levels. In the preparation of 

organotypic slice cultures we did not attempt to separate the VTA and 

the SN; for further discussion this area will be named VTA/SN-

complex.	  

The slices were separated into the different brain areas and transferred 

into Petri dishes filled with the same ice-cold solution. Selected 

sections were placed on MEA petri dishes (30 µm diameter ITO 

electrodes 200 µm apart, Multichannel Systems, Germany), pre-

treated with Plasma Cleaner (Harrick Plasma, Ithaca, New York) and 

pre-coated with collagen 3.5 mg/mL (Collagen type I, rat tail, 

Millipore, Italy; Maeda et al., 2004), to cover the 8 x 8 microelectrode 

array (Fig. 13 III and IV). The sections of the VTA/SN-complex and 

the PFC were placed on the MEAs, in the way that the VTA faced the 

medial PFC (Fig. 13 IV a). We positioned the slices trying to leave the 

smallest possible distance (< 300-400 µm) between them, with each 

slice covering almost half of the electrodes. The cultures on MEA 

dishes were kept at 37°C in 5% CO2 for 1 h before adding the culture 

medium up to an interface level (250 µL) and covered with gas 

permeable covers (MEA-MEM, Ala Scientific Instruments, Inc., 

USA). The medium contained 25% MEM, 25% Basal Medium Eagle 

without glutamine (Gibco, Life Technologies), 25% Horse Serum 

(EuroClone), supplemented with glutamine to a final concentration of 

2 mM, 0.6% glucose and Pen/Strep 150 µg/mL (Sigma-Aldrich); the 

pH was adjusted to 7.2 for the period of incubation. Sterile distilled 
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water was added around the probe to increase humidity and prevent 

over-drying of the culture medium in the MEA dish (Shimono et al., 

2002b). 	  

All the cultures were maintained at 37°C in 5% CO2; after two days in 

vitro (DIV) the incubation medium was changed with a serum-free 

medium, consisting of Neurobasal Medium (NB) supplemented with 

B27 (Invitrogen, Italy), glutamine 1 mM and Pen/Strep 150 µg/mL 

(Sigma-Aldrich, Italy). For the co-cultures on MEA dishes the 

medium was changed with half volume every day.	  

We maintained the co-cultures up to 4 weeks in vitro to study the 

regeneration and the functional properties of the growing projections 

between the VTA/SN-complex and the PFC. As described by Stewart 

and Plenz (2008), the position of the electrodes under both the areas of 

the co-cultures was established during the culture preparation and 

checked after 1-2 div and later during the development, because it has 

been shown that organotypic cultures adhere to the substrate, slightly 

expand and flatten during postnatal maturation (Stoppini et al., 1991; 

Stewart and Plenz, 2008).  
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Figure 13. Schematic illustration of the organotypic co-culture 
preparation procedure from P1-3 mice. (I) Tissue blocks were dissected at 
the position A and B to obtain the ventral tegmental area/substantia nigra-
complex (VTA/SN, A) and the prefrontal cortex (PFC, B). (II) Blocks were 
trimmed along the dashed lines and coronal sections of the regions of 
interest (200 µm; asterisks) were selected and incubated as co-cultures on 
multi-electrode arrays (MEA, III) (modified from Franke et al., 2003 and 
Heine et al., 2007). (IV) In a-c, pictures of VTA/SN-PFC co-cultures on 
multi-electrode arrays with an inter-electrode distance of 200 (a, c) or 500 
(b) µm, taken at 1 (a), 7 (b) and 14 (c) DIV, respectively. In (b), the border 
region between VTA/SN and PFC is shown and it is possible to notice the 
newborn projections grown between the two areas of the co-culture. In (c), 
detail of the projections originating from the external border of the PFC. It is 
possible to note the difference between the area where the projections are 
present (central part of the picture) in which the collagen, used to allow the 
slices to adhere to the MEA, has been metabolized, and the left side of the 
picture, where projections are absent [Scale bars: (a) 200 µm; (b, c) 100 µm]. 
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3.3 – MULTI-ELECTRODE ARRAY RECORDINGS	  

Data recordings were done as described (Gullo et al., 2009; Gullo et 

al., 2010) with some changes. Briefly, raw analogue signals sampled 

at 32 kHz were recorded at 36°C in CO2-controlled incubators, from 

MEA-1060BC preamplifiers (bandwidth 0.1-8 kHz, Multichannel 

Systems, Germany) and detected through MC_Rack Software (version 

4.0, Multichannel Systems, Germany) by using appropriate filters to 

separate spikes (0.25-5 kHz) and local field potentials (LFPs, 5-200 

Hz; Santos et al., 2010). For the characterization of the firing 

properties during the development of the cultures, MEA recordings 

were performed between 3 and 28 days in vitro (div); for the other 

experiments, we used only 12-20 div MEA dishes, because this age 

interval is considered to be the optimal temporal window for having a 

fairly stable activity (Wagenaar et al., 2006; Santos et al., 2010).	  

	  

3.3.1 – SPIKING ACTIVITY	  

The spike signals were detected through MC_Rack software using a 

fixed threshold of -5 standard deviations from the background noise of 

each electrode, and sorted in units through a mixed amplitude-

duration criterion in a window of 2 ms (as described in Gullo et al., 

2009) and cleaned of artefacts using the OFFline Sorter program 

(Plexon Inc., USA). The electrodes, which responded irregularly 

during the experiments, were excluded from the analysis. To perform 

burst detection and analyze their properties, we used the procedures 

described in Gullo et al. (2009), with some modifications. Briefly, for 
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each identified channel unit, we computed the following 

characteristics: the autocorrelation function (ACF), the time at which 

the decaying phase of the autocorrelation halved (ACHL), the burst 

duration (BD), the number of spikes in each burst (SN), the spike rate 

(SR), the intra-burst spike rate (IBSR), the Fano Factor (FF) and the 

inter-burst interval (IBI) (Gullo et al., 2010). The data for all the 

bursts of a specific neuron were averaged in defined time segments 

corresponding to the control or the presence of different drugs or 

treatments. We were able to classify neurons on the basis of an 

Unsupervised Learning Approach, consisting of data reducing 

principal component analysis (PCA), followed by the K-means 

clustering procedure (Johnson, 2002; Duda, 2000). In the clustering 

processing we also used an outliers removing procedure, which 

discarded from results those units having a Mahalanobis distance from 

the centroid of its cluster bigger than a fixed threshold (here we used 

2; Fig. 14). The procedure identified two statistically different 

clusters, as previously described (Gullo et al., 2010), which were 

named with the subscript “e” (excitatory) and “i” (inhibitory), 

respectively. The two identified clusters obeyed all the following rules 

at the same time (in control conditions): ACHLe << ACHLi; BDe << 

BDi; SNe << SNi; SRe << SRi; IBSRe >> IBSRi; FFe << FFi; IBIe ≤ 

IBIi; NNe ≈ NNi × 4. To analyze the burst structure we applied a 

scanning window of variable duration (5-30 ms) in order to search the 

start of the up states, collect the spikes and identify the major burst 

leaders (MBLs, which are those neurons able to trigger al least 4 % of 

the total recorded bursts; Ham et al., 2008). From the two clusters 
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defined above it was possible to identify how the spikes belonging to 

each clusters are elicited during the burst time-course.	  

Furthermore, we applied a new procedure described in Gullo et al. 

(2012), that consists in a PCA-based classification of network states, 

performed by using the following features: i) the shape of the spike 

number time histograms (SNTH); ii) the number of engaged neurons 

(NN); iii) burst duration (BD). The statistical significance of the 

classification was evaluated using a 2-sample paired t test (p < 0.05) 

and the states, which included less than 4 % of the total recorded 

bursts in the considered time segment, were discarded. After the 

identification of the statistically different states, the programme output 

consisted in a series of files, associated to the two clusters of neurons, 

that described: i) the probability density function of finding 1, 2, 3, i-

th spikes (FSH) and its cumulative probability (cFSH) in order to 

investigate the mode of firing of these neurons; ii) the time histograms 

of the number of spikes (SNTH), of the neurons engaged in the 

activity (for each time bin, NNTH) and its ratio, called excitability 

(EXTH) (Gullo et al., 2012).	  

	  

3.3.2 – LOCAL FIELD POTENTIAL ACTIVITY	  

Recordings of LFPs were captured simultaneously by positive and 

negative thresholds (± 5 standard deviations from the background 

noise of each electrode) and filtered in the 5-200 Hz frequency band. 

For each electrode, LFPs were further sorted by PCA analysis into 2 

clusters. Data were averaged during time segments of 600 s or more.	  
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Figure 14. Optimization and identification of units in the same 
electrode. Left and right graphs represent data obtained before and after 
outliers removal (during on-line acquisition and off-line analysis, 
respectively). In A, plots of average spike waveforms (1.2 ms) in each 
defined unit and, below, the corresponding inter-spike interval histograms 
(ISI histograms, 50 ms full scale). Notice that in the upper-right corner of 
these rectangles the number of spikes of the specific unit is indicated. In B, 
3D plots in the feature space of PCA1, PCA2 and full-width at half valley 
maximum (FWHM) dimensions (same colours as in the upper panels). It is 
possible to note that the outliers of yellow and blue units completely inhibit 
the view of the purple cluster only before the procedure. The total p-value of 
the MANOVA-test changed from 10-5 to 10-30 before and after the outliers 
removal with a Mahalanobis threshold of 2. This data have been obtained 
from a recording which lasted more than 5 h. Notice that the outliers 
removal determines a strong decrease in the number of spikes in each unit 
(modified from Gullo et al., 2009).	  
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3.4 – DRUG APPLICATION	  

As previously described (Gullo et al., 2009), all the findings reported 

here in presence of different drugs were obtained in just a few hours 

and so they can be considered at steady state. All the experiments with 

the MEA technique were performed by adding the drugs in volumes 

that were always less than 1% of the total volume of the solution 

bathing the co-cultures. The drugs (Gabazine, also known as 

SR95531, and Eticlopride) were purchased from Sigma and Tocris 

(UK) and kept as frozen stock solutions in distilled water at -20 °C 

until diluted to their appropriate concentrations.	  

	  

3.5 – DATA ANALYSIS	  

We used OriginPro 7.0 (OriginLab Co., Northampton, MA, USA) to 

analyze data and Corel Draw 15.1 (Corel Corporation, Ottawa, 

Canada) to prepare the figures. All the results are indicated as mean ± 

SEM and n indicates the number of experiments performed; drug 

effects were calculated as percentage of change from control values. 

Statistical analysis was performed with OriginPro 7.0 software 

package using paired Student’s t-Test and ANOVA, if necessary, at 

the indicated significance level (p). If the data normality test was not 

satisfied, the Kolmogorov-Smirnov test was used.	  
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4. RESULTS 

 

Through the MEA platforms, we recorded two different types of 

spontaneous activity from the VTA/SN-PFC co-cultures: i) a very fast 

activity (250 Hz-5 kHz), namely bursts of action potentials and ii) 

local field potentials (LFPs), which are characterized by frequencies 

ranging from 5 to 200 Hz and represent population synaptic potentials, 

afterpotentials of somatodendritic spikes and voltage-gated membrane 

oscillations, thus reflecting the input to a given brain area and its 

internal processing (Juergens et al., 1999; Belitski et al., 2008; Rasch 

et  al.,   2008).  In  Fig.  15A, an  exemplificative  burst, recorded from 

a co-culture at 5 div and interesting both the VTA/SN-complex and 

the PFC, is shown. Different neurons from both the slices participated 

to the burst, with a variable number of action potentials. Fig. 15B 

shows some examples of LFPs, recorded from the PFC (upper row) 

and the VTA/SN-complex (lower row). The waveforms shown in the 

graphs are represented as average ± sem of 900 s recording periods. 

We followed the VTA/SN-PFC co-cultures during their in vitro 

development and we characterized the developmental profile of 

single-neuron properties and network firing patterns, in order to 

evaluate the functionality of the newborn projections between the 

VTA/SN-complex and the PFC. 
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Figure 15. Types of activity recorded from VTA/SN-PFC co-cultures. 
(A) Example of a burst of action potentials (bandwidth 250 Hz-5 kHz) 
recorded from a co-culture at 5 div. Each row shows the activity of a neuron, 
while each vertical line represents the timestamp of an action potential; the 
dashed line separates neurons belonging to the VTA (n = 13, bottom) from 
those belonging to the PFC (n = 12, upper part). (B) Example of local field 
potentials (bandwidth 5-200 Hz) recorded from the VTA/SN- complex 
(bottom part) and the PFC (upper part). The waveforms shown in the graphs 
are represented as average ± sem of 900 s recording periods. 
 
 

4.1 – CHARACTERIZATION OF THE DEVELOPMENT OF 

VTA/SN-PFC CO-CULTURES 

The first step for the characterization of VTA/SN-PFC co-culture 

development consisted in the quantification of the following 

properties of VTA/SN-complex and PFC neuron spontaneous bursting 

activity during the time in culture: burst rate (bursts/min), intra-burst 

spike rate (IBSR, Hz), burst duration (BD, s), spike number (SN), 

inter-spike interval in burst (ISI in burst, ms), peak IBSR (Hz) and the 



	   69	  

percentage of spikes in bursts (%). We observed a gradual but 

significant increase of the burst frequency both in the VTA/SN-

complex (black) and in the PFC (grey) from 10 different co-cultures 

(Fig. 16A, left); in fact, while after the first three days in vitro the 

VTA/SN-complex and the PFC showed a very low average burst rate 

(1.3 ± 0.2 and 0.5 ± 0.3 bursts/min, respectively), the frequency of the 

bursts increased up to 5.1 ± 0.7 and 3.9 ± 0.6 bursts/min in the 

VTA/SN-complex and the PFC, respectively, after two weeks of 

culture (p-value < 0.01). Differently, IBSR changed during the 

development only in the VTA/SN-complex (Fig. 16B, left): in fact, 

while the average IBSR of PFC neurons remained constant throughout 

all the in vitro maturation, VTA/SN-complex neurons showed an 

increase of IBSR values from 18.4 ± 3.2 Hz during the first days of 

culture to 40 ± 3.6 Hz at 13-15 div (p-value < 0.01), then remaining 

stable and not statistically different from PFC values. Furthermore, we 

observed that both BD and SN did not undergo a significant change 

during the development in vitro: in fact, BD of PFC neurons displayed 

a trend towards increase without reaching statistical significance, 

while VTA/SN-complex activity showed stable BD values (Fig. 16C, 

left); on the contrary, VTA/SN-complex and PFC neurons differed in 

their SN values only in the first days of development (10.6 ± 2.4 and 

26.3 ± 3.4 spikes in burst, in the VTA/SN-complex and in the PFC, 

respectively), with similar SN averages during the remaining in vitro 

maturation (18.1 ± 4.4 in the VTA/SN-complex and 15.7 ± 3.7 in the 

PFC at 13-15 div; Fig. 16D, left).  

Using our software for the discrimination of excitatory and inhibitory 

neurons (Gullo et al., 2009), we analysed the previously described 
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parameters in the PFC of the co-cultures, distinguishing between the 

excitatory (red) and the inhibitory (black) clusters of neurons. For 

both the clusters, the burst rate increased from 1.4 ± 0.4 and 1.9 ± 0.6 

bursts/min at 1-3 div to 5.1 ± 0.7 and 6.3 ± 0.2 bursts/min at 13-15 div 

(p-value < 0.05), for excitatory and inhibitory neurons, respectively 

(Fig. 16A, right). At the same time, we observed that IBSR 

significantly increased after two weeks of culture only for the 

excitatory cluster (77.1 ± 4 Hz at 1-3 div and 108 ± 8.9 Hz at 13-15 

div, p-value < 0.05; Fig. 16B, right) and that excitatory neuron IBSR 

was statistically different and higher than inhibitory cluster value 

(77.1 ± 4 and 43.3 ± 2.9 Hz at 1-3 div, p-value < 0.01; 108 ± 8.9 and 

53.5 ± 7.6 Hz at 13-15 div, p-value < 0.01, for excitatory and 

inhibitory neurons, respectively), in agreement with the well known 

high spike frequency inside the bursts of excitatory neurons, 

compared to the low IBSR of interneurons (Csicsvari et al., 1999; 

Barthó et al., 2004). Contrarily, during the first days of culture, BD 

and SN of excitatory and inhibitory neurons were similar and they 

differed only later in the development: in fact, both BD and SN of 

inhibitory neurons were higher than the corresponding values of the 

excitatory cluster at 13-15 div (BD: 0.25 ± 0.11 s and 0.59 ± 0.14 s, 

Fig. 16C, right; SN: 5.2 ± 0.7 and 13.4 ± 3.5, p-value < 0.05, Fig. 

16D, right, for excitatory and inhibitory neurons, respectively), as 

expected from the known firing properties of principal cells and 

interneurons.  

In Fig. 16E, F and G, the developmental trend of ISI, peak IBSR and 

the percentage of spikes in burst (%) are represented. We observed a 

progressive decrease of ISI in the VTA/SN-complex (black) from 94.3  
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Figure 16. Characterization of the developmental features of the 
VTA/SN-PFC co-cultures. (A) On the left, burst rate (bursts/min) of the 
PFC (grey line, empty squares) and of the VTA/SN-complex (black line, 
empty circles) during the development of the co-cultures. On the right, 
histograms of the burst rate for the excitatory (red) and inhibitory (black) 
neurons  recorded  from  the PFC at 1-3  (early development) and 13-15 ()  



	   72	  

± 8.5 ms at 1-3 div to 57.3 ± 5 ms at 13-15 div (p-value < 0.01) and an 

increase of PFC ISI (grey) from 22.8 ± 0.6 ms at 1-3 div to 43.7 ± 4.8 

ms at 13-15 div (p-value < 0.05, Fig. 16E). An opposite trend was 

identified for the peak IBSR (Fig. 16F): in fact, while this parameter 

significantly  decreased in the  PFC (290 ± 21.6  Hz at 1-3 div and 214  
 
 

 
(advanced development) div. (B) On the left, intra-burst spike rate (IBSR, 
Hz) measured in the PFC (grey line with empty squares) and in the 
VTA/SN-complex (black line with empty circles) during the development. 
On the right, IBSR histograms of excitatory (red) and inhibitory (black) 
neurons belonging to the PFC at 1-3 and 13-15 div. (C) On the left, burst 
duration (BD, s) during the development of the PFC (grey line, empty 
squares) and the VTA/SN-complex (black line, empty circles) of the co-
cultures. On the right, as in A and B, burst duration histograms of PFC 
excitatory (red) and inhibitory (black) neurons at 1-3 and 13-15 div. (D) On 
the left, number of spikes in burst (SN) during the development of the 
VTA/SN-complex (black line with empty circles) and of the PFC (grey line 
with empty squares). On the right, SN for excitatory (red) and inhibitory 
(black) neurons of the PFC at the beginning (1-3 div) and after two weeks of 
development. (E) Inter spike interval (ISI) in burst (ms) in the VTA/SN-
complex (black, empty circles) and in the PFC (grey, empty squares) during 
the development. (F) Peak firing frequency in burst (peak IBSR, Hz) in the 
co-cultures (VTA/SN-complex and PFC, indicated by a black line with 
empty circles and by a grey line with empty squares, respectively) during the 
development. (G) Percentage of spikes in burst, on the total number of 
spikes recorded from the VTA/SN-complex (black line, empty circles) and 
the PFC (grey line, empty squares) during development. The data shown in 
A-G clearly indicate that during the development of the co-cultures the 
VTA/SN-complex and the PFC go towards a similar mature condition with 
comparable firing properties, due to the progressive growth of new 
projections, which are able to link the two areas and allow a continuous 
communication. In all the graphs, data are obtained following the 
development of 10 co-cultures; the continuous and dashed lines indicate a p-
value of 0.01 and 0.05, respectively, for the PFC or the VTA/SN-complex; 
the double and the single asterisks indicate a p-value of 0.01 and 0.05, 
respectively, in the comparison between the PFC and the VTA/SN-complex 
at each developmental stage (ANOVA followed by Bonferroni test).  
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± 10.1 Hz at 13-15 div, p-value < 0.05), the VTA/SN-complex 

showed a gradual increase in the peak IBSR values during the first 

two  weeks of  development  (86.8 ± 3.8 Hz at 1-3 div and 199.5 ± 9.1 

Hz at 13-15 div, p-value < 0.01). Finally, we quantified the percentage 

of spikes, which are organized in bursts, on the total number of the 

recorded spikes. We observed that while in the PFC the amount of 

spikes being part of bursts remained constant and high throughout the 

development (94.9 ± 3.1 % and 92.1 ± 1.9 % at 1-3 and 13-15 div, 

respectively), with few spikes occurring out of the identified bursts, in 

the VTA/SN-complex the burst firing pattern matured during the 

development, as indicated by the progressively increasing percentage 

of spikes encompassed in bursts (57.3 ± 6.2 and 89.1 ± 1.2 at 1-3 and 

13-15 div, respectively; Fig. 16G). After 13-15 div the percentage of 

spikes in burst remained stable for both the PFC and the VTA/SN-

complex. The data shown in Fig. 16 A-G clearly indicate that during 

the in vitro development the VTA/SN-complex and the PFC tend to 

reach a similar mature condition, with homogeneous firing properties, 

in parallel with the progressive growth of new projections, which are 

able to link the two areas and allow a continuous communication. 

From Fig. 16 it is also possible to note that the characteristics of 

VTA/SN-complex and PFC firing reached a stable condition within 

two weeks of culture and then remained stable during the late 

development.  

To characterize the developmental features of the activity in the 

VTA/SN-complex and in the PFC of the co-cultures, we also recorded 

the local field potentials, representing population synaptic events. 
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With the progressive maturation of the co-cultures, we observed a 

gradual increase in the amplitude of the LFPs, recorded either from 

the VTA/SN-complex and the PFC. In Fig. 17 exemplificative LFP 

waveforms (mean ± sem, obtained averaging the LFPs captured 

during 900 s recording periods; thick black lines) recorded from a co-

culture  are represented; the  thin  black lines  show  the correspondent 

spike rate (Hz). It is possible to note the gradual LFP amplitude 

increase at 6 (a), 10 (b), 14 (c) and 17 (d) div, together with an 

increase of the spike rate, both in the PFC (first row) and in the 

VTA/SN-complex (second row); later in the development the LFP 

amplitude remained almost stable (data not shown). 

 

 

 

 

 

 
 
 
 
 
 
Figure 17. Developmental changes of local field potentials. 
Exemplificative average waveforms recorded from a VTA/SN-PFC co-
culture (LFPs from the PFC in the first row and those from the VTA/SN-
complex in the second row) during the development in vitro. The thick black 
lines represent the average waveform (mean ± sem) of a 900 s recording 
period at 6 (a), 10 (b), 14 (c) and 17 (d) days in vitro, while the thin black 
lines show the corresponding spike rate histograms [bin = 0,001 s].  
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4.2 – EXCITATORY AND INHIBITORY NEURONS IN THE 

VTA/SN-PFC CO-CULTURES 

To further characterize the VTA/SN-PFC co-cultures we investigated 

the distribution of excitatory and inhibitory cells. For this aim, we 

calculated the number of excitatory and inhibitory neurons recorded 

from the PFC through the MEA technique during the development of 

the VTA/SN-PFC co-cultures. We observed a progressive increase of 

the average number of excitatory (red) and inhibitory (black) neurons 

(Fig. 18), recorded from each culture and successively identified 

through the software for the analysis of the electrophysiological data, 

from 1-3 div to 9-15 div (excitatory cluster: 3 ± 1.2 and 22.1 ± 3 

neurons at 1-3 and 13-15 div, respectively; inhibitory cluster: 1.1 ± 

0.5 and 8.1 ± 1.3 neurons at 1-3 and 13-15 div, respectively). In this 

analysis, we considered the maturation of the co-cultures up to 17-19 

div, because from the previous data illustrated in Fig. 16 it was clear 

that after this developmental stage the co-cultures  maintained  a  

stable condition. From these data it is possible to note that the 

excitatory/inhibitory ratio in mature VTA/SN-PFC co-cultures at 13-

15 div is ≈ 3.  
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Figure 18. Increase of the number of excitatory and inhibitory neurons 
recorded from the PFC during the development of the VTA/SN-PFC co-
cultures. Histograms of the average number of excitatory (red, left) and 
inhibitory (black, right) neurons recorded from the PFC during the 
development of 10 co-cultures. These values indicate an 
excitatory/inhibitory neuron ratio of about 3. The continuous and dashed 
lines in the graphs indicate a p-value of 0.01 and 0.05, respectively 
(ANOVA followed by Bonferroni test). 
 
 
 

4.3 – APPEARANCE OF DIFFERENT FIRING PATTERNS IN 

THE VTA/SN-PFC CO-CULTURES DURING DEVELOPMENT 

From all the parameters previously described in Fig. 16 it is possible 

to note that the differences in the firing between the VTA/SN-

complex and the PFC of the co-cultures tended to disappear during the 

first two weeks in vitro, parallel to the progressive growth of the 

newborn projections between the two areas. Thus, we evaluated how 

the network firing patterns of the whole VTA/SN-PFC co-cultures 

changed during the in vitro development. We collected the starts of 

network bursts in the VTA/SN-complex and in the PFC of 10 different 

co-cultures and then we compared them to look for different 

propagation patterns of activity. Four patterns of network bursts were 
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observed during the development (Fig. 19A): i) bursts restricted to the 

VTA/SN-complex, while the PFC remained silent (named VTA-only 

bursts); ii) bursts confined in the PFC, without activation of the 

VTA/SN-complex (called PFC-only bursts); iii) bursts which started 

in the VTA/SN-complex and rapidly propagated to the PFC (indicated 

as VTA-to-PFC bursts) and iv) bursts which arose in the PFC and 

back-propagated to the VTA/SN-complex (namely, PFC-to-VTA 

bursts). Furthermore, we quantified the percentage incidence of these 

burst patterns during the development of the co-cultures. The VTA-

only bursts were the predominant firing pattern during the early 

development, at 1-3 div (78.2 ± 14.5 %), when we could also observe 

PFC-only bursts (21.8 ± 14.5 %) but no propagating bursts between 

the VTA/SN-complex and the PFC (Fig. 19A, right). This can be 

explained by the fact that, after 1-3 div, the growth of new projections 

is still at the very beginning: thus, the connection between the two 

areas of the co-cultures is limited, and not sufficient to let the activity 

propagate, or absent. After 5-7 div, the percentage of VTA-only bursts 

significantly decreased to 29.8 ± 10.7 % (p-value <<< 0.01), less 

PFC-only bursts were observed (even if the decrease was not 

significant), but there was the remarkable appearance of VTA-to-PFC 

bursts (61.7 ± 10.8 %, p-value <<< 0.01 in comparison with the 

previous developmental phase). At this developmental stage we also 

recorded a very limited number of PFC-to-VTA bursts (2.2 ± 1.7 %). 

After 9-11 div this trend was maintained: we observed a further 

reduction in the incidence of VTA-only bursts (13 ± 6.1 %), the 

disappearance of PFC-only bursts (Fig. 19A, left, inset) and an 

additional increase in VTA-to-PFC bursts (86.3 ± 6 %, Fig. 19A, 



	   78	  

right). The developmental profile of the firing patterns reached a 

stable condition after two weeks in cultures: in fact, the incidence of 

VTA-to-PFC bursts remained almost stable (80-90 %), the VTA-only 

bursts and the PFC-to-VTA bursts were less than 15 % each, while no 

PFC-only bursts were recorded (Fig. 19A). Then, we analyzed the 

propagating bursts (VTA-to-PFC and PFC-to-VTA bursts) and we 

characterized the developmental changes of the propagation delays. 

We observed a progressive reduction in the VTA-to-PFC burst 

propagation delays: the delay significantly decreased from 99.6 ± 10.8 

ms at 5-7 div, when this type of firing patterns first appeared, to 47.4 

± 4.7 ms at 17-19 div (p-value < 0.05); then, the delay remained 

constant during the subsequent week of culture (Fig. 19B, left). On the 

contrary, we could not distinguish a clear developmental profile for 

the PFC-to-VTA burst delays: at 5-7 and 9-11 div the incidence of 

PFC-to-VTA bursts was too low (< 2.5 %) to allow the quantification 

of the delay; from 13-15 div throughout the remaining development, 

when this propagation pattern represented > 5 % of the total recorded 

network bursts, we calculated the delays, but the variability was too 

high to identify a clear developmental trend (Fig. 19B, right). In fact, 

the PFC-to-VTA propagation delay significantly decreased from 28.7 

± 9.5 ms at 13-15 div to 9.8 ± 1.1 ms at 17-19 div (p-value < 0.01), 

but then we observed a successive increment during the last week in 

vitro.  

Furthermore, we analyzed how network bursts are triggered in the 

VTA/SN-complex and in the PFC, during all the four previously 

identified firing  patterns, quantifying the major burst leaders (MBLs),  
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Figure 19. Patterns of activity during development and propagation 
delays. (A) Percentage incidence (mean ± sem) of different patterns of 
activity recorded during the development of the co-cultures (n = 10): bursts 
restricted to the VTA (VTA-only bursts, left) or to the PFC (PFC-only 
bursts, left, inset), bursts originating in the VTA and propagating to the PFC 
(VTA-to-PFC bursts, top right) and bursts starting in the PFC and back-
propagating to the VTA (PFC-to-VTA bursts, bottom right). (B) Propagation 
delays (mean ± sem) of VTA-to-PFC (left) and PFC-to-VTA (right) bursts 
during  the development of the co-cultures (n = 10). At 5-7 and 9-11 div the 
percentage of PFC-to-VTA bursts is too low to allow the computation of the 
average delay (n.c. = not calculated). The continuous and dashed lines in A 
and B indicate a p-value of 0.01 and 0.05, respectively (ANOVA followed 
by Bonferroni test). 
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according to a procedure described by Ham et al. (2008). As described 

by  these authors,  we classified  a  neuron as  a MBL  if it triggered at 

least 4% of the network bursts in the VTA/SN-complex or in the PFC. 

We calculated the percentage of MBLs and the percentage of network 

bursts triggered by MBLs for each of the 10 co-cultures previously 

used for the analysis of the propagation patterns and delays during the 

development in vitro (we did not consider the 21-23 div interval 

because it is clear, from the previous analysis, that the development of 

the firing patterns did not change at this time point) and then we 

averaged the results. We observed that both in the VTA/SN-complex 

and in the PFC there was a progressive decrease of MBLs during the 

development (Fig. 20A): while at 1-3 div 51.1 ± 10.3 % of the 

neurons in the PFC (grey) and 56.8 ± 9.5 % of those in the VTA/SN-

complex (black) were classified as MBLs, this incidence significantly 

decreased after 9-11 div to 21.9 ± 2 % in the PFC and 22.6 ± 3 % in 

the VTA/SN-complex (p-value < 0.01 for both, while the VTA/SN- 

complex and the PFC did not significantly differ one from the other at 

each developmental stage). This means that during the development of 

the co-cultures there was a gradual increase in the potential initiation 

sites of activity in the networks, revealing an enrichment in the 

propagation pathways of synaptic activity inside each area of the co-

cultures. This result was accompanied by a slight reduction in the 

percentage of network bursts triggered by MBLs (Fig. 20B), but this 

change was not statistically significant. 

In Fig. 20C, the data from an exemplificative VTA/SN-PFC co-

culture  are  shown.   From  these  histograms   (which  represent  four  
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Figure 20. Increase in the variety of initiation sites for the spontaneous 
activity of the VTA/SN-PFC co-cultures during the development. (A) 
Major Burst Leaders (MBLs, measured as the percentage of the total number 
of neurons recorded at each stage of the maturation) during the development 
of the VTA/SN-complex (black line with empty circles) and the PFC (grey 
line with empty squares) of 10 co-cultures. A neuron is considered a MBL if 
it leads at least 4 % of all the recorded network bursts (according to Ham et 
al., 2008). It is possible to note that during the development, the percentage 
of MBLs decreased: this implies that there was a gradual increase of the ()   



	   82	  

different stages of the maturation of the co-cultures, namely 3, 9, 14 

and 18 div) it is possible to note some previously described features of 

the  development:  i)  the  number  of  neurons  recorded  from  the co-

cultures progressively increased during the days in vitro, as evident 

from the x-axis; ii) the percentage of MBLs in the VTA/SN-complex 

and in the PFC decreased during the development (the values for the 

co-culture in analysis are shown in the inset tables in each panel of the 

graph); iii) neurons could change their behaviour during the time in 

culture. In fact, it is possible to note that they can behave as MBLs 

only during the early stage of development (at 3 div, as neurons 32a 

and 37a) or in the central phase of the maturation of co-cultures (at 9-

15  div,  like  neuron  32b) or  they  can  have  a  predominant  role  in 

 
 

potential initiation sites of activity in the co-cultures. The continuous and 
dashed lines indicate a p-value of 0.01 and 0.05, respectively (ANOVA 
followed by Bonferroni test). The lines in the upper part of the graph refer to 
the statistics of the VTA/SN-complex (black), while those in the lower part 
concern the PFC (grey). There is not a difference between the VTA/SN-
complex and the PFC during development. (B) Percentage of network bursts 
triggered by MBLs during development. The asterisks indicate a p-value of 
0.05 (ANOVA followed by Bonferroni test). (C) Histograms of the 
percentage of network bursts leaded by each neuron recorded at different 
stages of the development (3, 9, 14 and 18 div) for one representative 
VTA/SN-PFC co-culture. The neurons indicated on the x-axis include those 
belonging both to the VTA/SN-complex and the PFC. The grey dotted line 
in each of the four graphs represents the threshold for a neuron to be 
considered a MBL (≥ 4 % of the network bursts leaded). The insets (top 
right of each graphs) indicate the percentage of MBLs in the VTA/SN-
complex and in the PFC at each time point. It is possible to note that neurons 
can have different behaviours during development: they can act as MBLs 
only during the early stage of development (see neurons 32a and 37a in the 
graphs) or in the central phase of the maturation of the co-cultures (like 
neuron 32b) or they can have a very predominant role in triggering activity 
steadily during the development (as neuron 78a). 
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initiating network bursts steadily throughout the development (see 

neuron 78a). 

Therefore, during the time in culture we assisted to a progressive 

maturation of the activity of the VTA/SN-PFC co-cultures, which 

showed complex firing propagation patterns appearing concomitantly 

with the growth of projections from one area of the co-cultures to the 

other. 

 

4.4 – DISRUPTION OF THE NEWBORN PROJECTIONS 

COMPLETELY ABOLISHES THE CORRELATED ACTIVITY 

OF THE VTA/SN-PFC CO-CULTURES 

To test whether the correlated activity recorded in the VTA/SN-PFC 

co-cultures was due to the newborn projections grown between the 

two areas of the cultures during the in vitro development, these 

connections were cut in the middle of the border region between the 

two slices, using the tip of a needle and without making the slices 

detach. Before and after the cutting procedure, the spontaneous 

activity was recorded for 1 hour, in order to evaluate the changes 

caused  by the disruption of the projections. At first, we computed the 

single neuron properties before and after the cut. In Fig. 21A and B, 

exemplificative auto-correlograms of an excitatory (red) and an 

inhibitory (black) neuron from the PFC of a co-culture, recorded from 

the electrodes indicated by the dashed circles, are shown in presence 

of intact projections (Fig. 21A) and after their cut along the red dashed 

line (Fig. 21B). The disruption of the newborn projections did not 
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change the single neuron properties of the two clusters: in fact BD, 

SN, IBSR, FF and ACF of both excitatory (red) and inhibitory (black) 

neurons of the PFC did not show a significant change in response to 

the cut of the projections (Fig. 21C and D). Then, we analyzed the 

network properties of the VTA/SN-PFC co-cultures; the two panels in 

Fig. 21E and F show the raster plots of the spiking activity in the 

VTA/SN-complex (14 neurons) and in the PFC (15 neurons) in 

presence of intact (Fig. 21E) and disrupted (Fig. 21F) projections 

between the slices. It is clear that the disruption of the projections 

between the two areas of the co-cultures caused the complete loss of 

the highly correlated activity, which was observed in control. To 

verify this change, the cross-correlograms of the spiking activity 

(shown in Fig. 21G as normalized spike frequency) in the VTA/SN-

complex and in the PFC was calculated in control and after the cut of 

the projections, using a neuron of the PFC as the reference. When the 

projections were eliminated, there was the loss of correlation in the 

network activity, as shown by the flat profile of the cross-correlogram 

of the VTA (Fig. 21G, right). In fact, while in control the propagation 

delays of VTA-to-PFC and of PFC-to-VTA bursts were in the order of 

tenths of milliseconds (Fig. 21G, middle), indicating a high level of 

correlation (as shown also by the cross-correlogram in Fig. 21G, left), 

in absence of intact projections the delays of the activity appeared to 

be randomly distributed in the order of tenths of seconds. This means 

that when the VTA/SN-complex and the PFC were linked by the 

projections, there could be propagation of activity from the VTA/SN- 

complex to the PFC and vice-versa; on the contrary, when the 

projections   were   not  continuous   but  interrupted  by  the   cut,  the  
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Figure 21. Functional role of the new-born projections for the 
correlated  activity  between  the  VTA/SN-complex  and  the  PFC.  ()     
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propagation of activity was blocked and both the VTA/SN-complex 

and the PFC continued to fire spontaneously according to their 

intrinsic frequency, each independently from the other. 

 

4.5 – PHARMACOLOGICAL DISINHIBITION OF THE 

ACTIVITY: GABAZINE-MEDIATED EFFECTS ON VTA/SN-

PFC CO-CULTURES 

To  demonstrate  that  the   model  of  organotypic  VTA/SN-PFC  co-  
 
 
 

(A-D) Single neuron properties are not changed cutting the newborn 
projections in the border region between the VTA/SN-complex and the PFC. 
In A and B, exemplificative auto-correlograms of an excitatory (red) and an 
inhibitory (black) neuron, recorded from the electrodes indicated by the 
dashed circles, are shown in control condition (A) and after the cut of the 
projections (B; the red dashed line indicates the cut). Each plot has the same 
x-axis of ± 20 ms and the y-axis (spikes/s) has maximum values ranging 
from 70 to 150 [Time bin for auto-correlograms: 0.1 ms]. In C and D, 
properties of all the excitatory (red) and inhibitory (black) neurons recorded 
in the PFC of a co-culture in presence of intact (C) and cut (D) projections. It 
is possible to note that the disruption of the newborn projections did not 
change the properties (BD, SN, IBSR, FF and ACF) of the neuron clusters. 
(E-G) Network properties of the co-cultures before and after the cutting of 
the projections. In E and F, raster plots of the activity of neurons belonging 
to the VTA/SN-complex (n  = 14) and the PFC (n = 15) in presence of intact 
(E) and disrupted (F) projections. It is evident that when the projections 
between the two areas of the co-cultures were destroyed, the highly 
correlated activity was completely lost [Scale bar: 1 s]. In G, cross-
correlograms of the activity (shown as normalized spike frequency) in the 
VTA/SN-complex (black circles) and in the PFC (grey squares), computed 
using a neuron of the PFC as the reference, in control (left) and after the cut 
of the projections (right). The panel in the middle shows the distribution of 
the propagation delays (absolute values) between the areas of the co-
cultures; the inset presents a magnification of the delays in control condition 
at a higher temporal resolution [Time bin for cross-correlograms: 5 ms]. 
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cultures can be used to test the effects of different pharmacological 

agents (such as modulators of the activity or potentially interesting 

neuroregenerative substances), we applied gabazine (GZ or SR95531), 

a blocker of GABA-A receptors, at two different concentrations (200 

nM and 10 µM), known to act on phasic and both phasic and tonic 

inhibition, respectively (Stell and Moody, 2002). In order to allow GZ 

to enter the slice tissue properly, we recorded the spontaneous activity 

at each concentration for 30 min and we considered the second half of 

the recording sessions to evaluate the drug effects and calculate the 

firing parameters (expressed as percentage change relative to control, 

which is indicated as 100%). In Fig. 22A, the single neuron properties 

of the excitatory (red) and inhibitory (black) clusters of PFC cells are 

shown (average data of 5 experiments, with a total number of 263 

excitatory and 93 inhibitory neurons): BD of excitatory neurons 

increased almost two-fold (180.1 ± 24.2 %, p-value < 0.05) with 200 

nM GZ in comparison with control and further with 10 µM GZ (up to 

337.3 ± 39.7 %, p-value < 0.01), while there was no change in BD of 

inhibitory neurons; SN and SR of the excitatory and inhibitory 

clusters increased with both the concentrations of GZ (SN: 168.2 ± 

17.7 % and 145 ± 17.8 % at 200 nM GZ and 284.7 ± 40.2 % and 

229.4 ± 40.9 % at 10 µM GZ, with p-values < 0.01 and 0.05, for 

excitatory and inhibitory neurons, respectively; SR: 336.6 ± 93.9 % 

and 279.6 ± 60.1 % at 200 nM GZ, with p-value < 0.05, and 732 ± 

175.4 % and 416.6 ± 82.8 % at 10 µM GZ, with p-values < 0.01 and 

0.05, for excitatory and inhibitory neurons, respectively); finally, the 

excitability (calculated as the spike number/neuron number ratio) of 

both the clusters of neurons significantly increased with the high GZ 
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concentration (260.2 ± 48 % and 230.6 ± 25.6 %, with p-values < 0.05 

and 0.01, for excitatory and inhibitory neurons, respectively), while 

with 200 nM GZ the effect was visible only for the excitatory cluster 

(174.3 ± 28.2 %, p-value < 0.05). We also evaluated the interval 

between successive network bursts (network burst-inter burst interval, 

NB-IBI) both in the VTA/SN-complex and the PFC (Fig. 22B): we 

observed a reduction of the NB-IBI, corresponding to an increase in 

the frequency of network bursts, in both the areas of the co-cultures 

when we blocked phasic and tonic inhibition through 10 µM GZ (47.8 

± 6.2 % and 61.8 ± 11.1 % in the PFC and the VTA/SN-complex, 

respectively; p-value < 0.01), while the block of phasic inhibition with 

200 nM GZ caused only a small but not significant change.  

Furthermore, we considered the VTA-to-PFC bursts, which represent 

the most frequent identified propagation pattern, and we analyzed if 

the treatment with GZ caused a change in the propagation delay. We 

observed that the propagation delay of VTA-to-PFC bursts 

significantly decreased to 73.7 ± 8.1 % in presence of 200 nM GZ (p-

value < 0.05) and to 43.8 ± 6.4 % with 10 µM GZ (p-value < 0.01), in 

comparison with control (Fig. 22C). 

Fig. 22D shows the properties of PFC network states from one 

exemplificative experiment performed with GZ. We have calculated 

the FSH (first column) in control and in presence of 200 nM and 10 

µM GZ: the treatment with GZ caused an increase of the probability 

of having bursts with a high number of spikes (> 10), both for 

excitatory (red) and inhibitory (black) neurons; this effect appeared 

first on inhibitory neurons, being evident already with 200 nM GZ and 

further enhancing with 10 µM GZ, while the increase in the 
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spikes/burst probability of excitatory neurons was evident mainly in 

presence of 10 µM GZ. Furthermore, the cFSHs (Fig. 22D, second 

column) indicate that, in addition to an increase of the spikes per burst 

(evident from the shift towards the right of the cFSH profile compared 

to control), GZ caused an increase of the average percentage of 

excitatory (red) and inhibitory (black) neurons, which are engaged 

during the network bursts. Finally, in order to study how these two 

clusters of neurons are progressively recruited during the bursts, we 

have computed the NNTHs (Fig. 22D, third column), which allowed 

the identification of different network states (short and long bursts). In 

particular, while in control only one significant network state (short 

bursts) was found to be predominant (94.4 % on the total recorded 

bursts), the treatment with GZ caused the appearance of a second, 

longer network state (36.9 % and 25.4 % of all the recorded bursts in 

presence of 200 nM and 10 µM GZ, respectively) and the increase of 

the excitatory (red) and inhibitory (black) neurons engaged in the 

activity in each time bin (5 ms). 

The disinhibition expected and observed as a consequence of the 

treatment with GZ on the spiking activity of VTA/SN-PFC co-cultures 

was also evident in the local field potential activity, simultaneously 

recorded with the MEAs. In Fig. 22E, exemplificative average traces 

(mean ± sem) of LFPs (black thick lines) from the PFC of an 

experiment are shown with the corresponding instantaneous spike 

rates (black thin lines). It is evident that 200 nM GZ caused an 

increase in the amplitude of LFPs, which was accompanied by the 

appearance of an oscillatory activity in presence of 10 µM GZ. This is  
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Figure 22. Effects of gabazine (GZ) on the activity of the VTA/SN-PFC 
co-cultures. (A) Histograms of single neuron properties (first row: burst 
duration, BD, on the left and spike number in burst, SN, on the right; second 
row:  spike rate,  SR, on the  left and  excitability, measured as the spike ()  
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number/neuron number ratio, on the right) in the PFC in presence of 200 nM 
or 10 µM of gabazine (SR95531). Excitatory and inhibitory neurons are 
indicated in red and black, respectively (5 experiments, with a total number 
of 263 excitatory and 93 inhibitory neurons). (B) Gabazine effect on the 
inter-burst interval for network bursts (NB-IBI), recorded in the PFC (grey) 
and in the VTA (black) of the same experiments used in A. (C) Gabazine-
induced changes on the propagation delay of VTA-to-PFC bursts at low (200 
nM) and high (10 µM) concentrations. All the data (mean ± sem) shown in 
A-C are obtained normalizing all the values of 5 experiments to the value 
found in the control condition of each experiment and then averaging the 
normalized values. In A-C, the dotted line indicates the control level; the 
continuous and dashed lines indicate a p-value of 0.01 and 0.05, 
respectively, in the comparison between values at different concentrations of 
gabazine or between values of the two clusters of neurons at the same GZ 
concentrations; the double and the single asterisks indicate a p-value of 0.01 
and 0.05, respectively, in the comparison with the control (ANOVA 
followed by Bonferroni test). (D) Properties of network states in control 
(first row) and in presence of 200 nM (middle row) or 10 µM (lower row) 
GZ from the PFC of an exemplificative experiment (46 excitatory and 11 
inhibitory neurons). In the first and the second column, probability 
histograms of having a certain number of spikes in each burst (firing spike 
histograms, FSH) and cumulative probabilities (cFSH), respectively. For 
cumulative data, the full scale represents the totality of the identified neurons 
in each cluster. The third column shows the time histograms of the number 
of neurons engaged during the bursts (neuron number time histograms, 
NNTH, measured as the number of neurons NN per bin) during short bursts 
(on the left) and long bursts (on the right). The percentages indicate the 
relative amount of the two network states (short and long bursts) among the 
recorded bursts during control and in presence of 200 nM or 10 µM 
gabazine. It is possible to note that gabazine is able to modify the network 
states and the relative amounts of the two identified ones. In all the graphs in 
D, the red and the black lines indicate excitatory and inhibitory neurons, 
respectively. (E) Effect of gabazine on local field potentials recorded from 
an electrode under the PFC of a co-culture. The thick black lines represent 
the average waveforms (mean ± sem) of 900 s recording periods in control 
(left) and in presence of 200 nM (middle) and 10 µM (right) GZ, while the 
thin black lines show the corresponding spike rate histrograms [bin: 0.001 s]. 
It is possible to note that gabazine caused an increase in the average 
amplitude of LFPs and the appearance of an oscillatory activity at high 
concentrations. 
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consistent with the previously observed increase in the spiking 

activity, which was the consequence of the block of phasic and tonic 

inhibition through the blockade of GABAA receptors. 

 

4.6 – D2 RECEPTOR-MEDIATED MODULATION OF THE 

VTA/SN-PFC CO-CULTURE ACTIVITY 

Since the VTA/SN-complex contains DAergic neurons, which 

physiologically project to the PFC, and that the PFC contains DA 

receptors, we decided to test whether the spontaneous activity of the 

VTA/SN-PFC co-cultures could be modulated by DA receptor 

blockade. We applied 10 µM eticlopride, a D2 receptor blocker, in the 

co-cultures on MEAs, as we did with GZ, and we evaluated the firing 

parameters in the PFC. In Fig. 23A, the effects of eticlopride on BD, 

SR and excitability (expressed here as normalized values) of PFC 

excitatory (red) and inhibitory (black) neurons are shown (average 

data of 4 experiment, with a total number of 112 excitatory and 37 

inhibitory neurons). The treatment with 10 µM eticlopride caused a 

significant decrease of BD and excitability of inhibitory neurons (48.5 

± 13.9 % and 54.8 ± 12.6 % for BD and excitability, respectively, 

where the control is referred as 100 %, p-value < 0.01), while 

excitatory neurons did not show a modification of their BD and 

displayed a slight but not significant decrease in their excitability. 

Differently, both PFC excitatory and inhibitory neurons showed a 

marked SR decrease (42.5 ± 17.8 % and 37 ± 13.9 %, p-value < 0.05 

and 0.01, for excitatory and inhibitory clusters, respectively). 

Furthermore, we evaluated the NB-IBI (Fig. 23B) for both the 
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VTA/SN-complex (black) and the PFC (grey) in presence of the D2 

receptor antagonist: 10 µM eticlopride caused a marked increase in the 

interval between successive network bursts in both the regions of the 

VTA/SN-PFC co-cultures (197.1 ± 38.2 % and 496.1 ± 120.1 %, p-

value < 0.05, for the PFC and the VTA/SN-complex, respectively), 

thus indicating that D2 receptor blockade caused an inhibition of the 

activity (evident from the lower burst rate and spike rate, Fig. 23A and 

B). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 23. Effects of eticlopride on the activity of the VTA/SN-PFC co-
cultures. (A) Histograms of single neuron properties (burst duration, BD, on 
the left; spike rate, SR, in the middle; excitability, measured as the spike 
number/neuron number ratio, on the right) in the PFC in presence of 10 µM 
eticlopride. Excitatory and inhibitory neurons are indicated in red and black, 
respectively (4 experiments, with a total number of 112 excitatory and 37 
inhibitory neurons). (B) Eticlopride effect on the inter-burst interval for 
network bursts (NB-IBI), recorded in the PFC (grey) and in the VTA (black) 
of the same experiments used in A. All the data (mean ± sem) shown in A 
and B are obtained normalizing all the values of 4 experiments to the value 
found in the control condition of each experiment and then averaging the 
normalized values; the dotted line indicates the control level; the double and 
the single asterisks indicate a p-value of 0.01 and 0.05, respectively, in the 
comparison with the control (ANOVA followed by Bonferroni test).  
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5. DISCUSSION 

 

The aim of the present study was to characterize the developmental 

features of the VTA/SN-PFC co-cultures maintained on 

multielectrode array platforms, in order to study the functionality of 

the neuronal projections which have been demonstrated to grow in 

vitro (Franke et al., 2003; Heine et al., 2007) between the two areas of 

the cultures, the VTA/SN-complex and the PFC. We have followed 

the development of the co-culture spontaneous activity up to four 

weeks in vitro, and we have demonstrated that the newborn 

projections are functional, because they allow the activity to propagate 

from the VTA/SN-complex to the PFC and in the opposite direction 

and in their absence the propagation is lost, and that the progressive 

development of the connections is accompanied by the appearance of 

different activity patterns. Furthermore, through our pharmacological 

experiments with the GABA-A receptor blocker gabazine and the D2 

receptor antagonist eticlopride, we have proven that the VTA/SN-PFC 

co-cultures can be used as an appropriate model to study the effects of 

different pharmacological agents (such as modulators of the activity or 

potentially interesting neuroregenerative substances). 

 

5.1 – THE IMPORTANCE OF REGENERATION 

It is known that spontaneous functional recovery after injuries to the 

adult CNS, such as brain contusion and spinal cord injuries, which 
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cause neuronal cell death and a loss of axonal connections, rarely 

occurs, thus causing permanent functional deficits as a consequence of 

CNS neuron inability to spontaneously regenerate (Muramatsu et al., 

2009). The failure of axonal regeneration after injury to the adult 

CNS, in contrast with the regenerative potential of embryonic and 

peripheral nervous system, has been attributed to different factors 

(Huebner and Strittmatter, 2009), such as the presence of a tissue 

environment and of inhibitory molecules in myelin which inhibit the 

growth of axons (McDonald, 1999; He and Koprivica, 2004; Schwab 

et al., 2006), the inhibiting effect of the astroglial scar (Silver and 

Miller, 2004; Fitch and Silver, 2008), and the lack of a sufficient 

trophic support which leads to the retrograde death of injured neurons 

(Fernandez er al., 1999; Hains er al., 2003). In recent years, many 

studies have been done to face the problem of CNS regeneration and 

these works have found that a form of naturally occurring 

regeneration of axons exists also in animal models of CNS injury; in 

fact, spontaneous axon sprouting of the corticospinal tract (CST) was 

identified in vivo at the proximal sites of injury in spinal cord injury 

(Harel and Strittmatter, 2006) and few damaged CST axons regrew 

beyond the lesion site (Steward et al., 2008). Furthermore, many in 

vitro studies have analysed the regenerative abilities of different CNS 

pathways, such as the serotoninergic raphe-hippocampal pathway 

(Papp et al., 1995), the corticostriatal (Plenz and Aertsen, 1996a and 

1996b) and the thalamocortical connections (Rennie et al., 1994), the 

perforant pathway (Hofmann et al., 2004; Hofmann and Bading, 

2006), the nigrostriatal system (Snyder-Keller et al., 2008) and the 

meso-cortico-limbic dopaminergic pathway (Franke et al., 2003; 
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Maeda et al., 2004; Heine et al., 2007). Here we have reconstructed 

the meso-cortico-limbic system in vitro in the form of organotypic co-

cultures and we have demonstrated that the projections between the 

VTA/SN-complex and the PFC, which are able to regenerate in the 

slice cultures following an innervation pattern that is similar to what 

occurs in vivo (as described by Franke et al., 2003), are able to 

propagate the electrical activity between the two areas of the 

reconstructed dopaminergic system, thus allowing a continuous and 

reciprocal communication. Therefore, not only the neuronal 

connections regenerate, but they are also functional. 

 

5.2 – NEURONAL SPONTANEOUS ACTIVITY 

Although many studies using organotypic cultures on MEAs 

concentrated on evoked activity (Egert et al., 1998; Jahnsen et al., 

1999; Shimono et al., 2002b; Van Bergen et al., 2003; Hofmann et al., 

2004; Cater et al., 2007), many other groups focused on the 

spontaneous activity of the cultures (Beggs and Plenz, 2003 and 2004; 

Plenz and Thiagarajan, 2007; Gireesh and Plenz, 2008; Stewart and 

Plenz, 2008; Santos et al., 2010) or both (Darbon et al., 2002; Shew et 

al., 2009). In this work we have recorded and analysed the 

spontaneous activity of VTA/SN-PFC co-cultures, in the form of 

bursts of spikes and local field potentials. In fact, spontaneous 

synchronous activity, which is the ongoing activity in the absence of 

intentional sensory input such as during sleep or anesthesia (Sanchez-

Vives and McCormick, 2000), is an emerging property of many 

central networks and it is originated by the interactions of many 
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relatively simple network component, such as chemical and electrical 

synapses between neurons, ion channels and transporters (Corlew et 

al., 2004; Fellin et al., 2004; Dupont et al., 2006). Besides, the 

complex dynamics of the ongoing activity in cortical circuits in 

absence of and preceeding sensory stimulation play an important role 

in development (Thompson, 1997; Sur et al., 1999), in shaping neural 

activity during stimulus presentation and to ensure the reliability of 

synaptic trasmission, plasticity and information processing (Harris, 

2005), and they may reflect an “off-line” mode of information 

processing (Steriade et al., 1993; Hoffman and McNaughton, 2002; 

Luczak et al., 2007). Furthermore, there is growing evidence that the 

dynamics underlying spontaneous depolarizing events, also called up 

states, are strikingly similar to those of sensory-evoked activity 

(Sanchez-Vives and McCormick, 2000; Kenet et al., 2003), due to the 

presence of common constraints on both the order in which neurons 

fire and the possible combinations of neural firing rates and patterns, 

which determine the activity temporal structure (Luczak et al., 2009). 

In this way, the firing patterns which can be expressed by neuronal 

circuits are restricted to a limited “vocabulary”, with spontaneous 

events widely sampling it, and responses to sensory stimuli 

reproducing smaller subsets of it (Luczak et al., 2009; Harris et al., 

2011). Thus, these data suggest that spontaneous activity patterns may 

be an useful experimental model to understand the mechanisms which 

regulate the connectivity and the flow of activation within neuronal 

networks, both in slice and in dissociated cultures, in the absence of 

stimuli (Luczak et al., 2007; Gullo et al., 2009). In particular, the 

principal feature of developing neuronal networks on MEAs is the 
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spontaneous reverberating activity, generated and modulated by sets 

of excitatory and inhibitory synaptic transmission systems (Eytan and 

Marom, 2006; Baltz et al., 2010), which has been described as spikes 

during synchronous bursting in cortical cultures (Keefer et al., 2001; 

Gramowski et al., 2004; Tateno et al., 2005; Van Pelt et al., 2004; 

Wagenaar et al., 2006; Baltz et al., 2010) and as LFPs in organotypic 

slices (Beggs and Plenz, 2003 and 2004; Hofmann et al., 2004; Sun 

and Luhmann, 2007). We have observed the activity of the VTA/SN-

PFC organotypic co-cultures and recorded both spikes (high-

frequency range, 250-5000 Hz), organized in bursts which 

characterized both the VTA/SN-complex and the PFC and whose 

patterns varied during the in vitro development, and LFPs (low-

frequency range, 5-200 Hz) (Fig. 15). It is known that these two types 

of electrical activity reflect different aspects of information 

processing: in fact, single-unit spikes are attributable to the spiking 

activity of pyramidal and inhibitory neurons, thus reflecting the 

cortical output, while LFPs reflect the complex summation of synaptic 

currents and other types of slow activity, such as voltage-dependent 

membrane oscillations, produced by multiple inputs onto cells of all 

layers (Belitski et al., 2008; Rasch et al., 2008; Harris et al., 2011). 

We were able to correlate the spike rate with the correspondent 

simultaneous local field potential (Fig. 17) and we found that, as 

described by Pouille et al. (2009), Harris et al. (2011) and Isaacson 

and Scanziani (2011), LFPs anticorrelate with the instantaneous firing 

rate of local neurons, with negative LFP deflections, which 

correspond to pyramidal neuron firing, occurring at the times of 
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increased firing rate, and positive deflections, characterized by the 

activity of interneurons, occurring when the firing rate decreases. 

 

5.3 – THE COMBINATION OF ORGANOTYPIC CULTURES 

WITH MULTIELECTRODE ARRAY RECORDINGS 

The analysis of the formation of functional connections in the CNS 

requires appropriate model systems to study its mechanisms; while 

cultures of dissociated neuronal cells are a relatively simple model to 

study phenomena such as neuroprotection and toxicity and in vivo 

studies are often time consuming and difficult to interpret, 

organotypic brain slices are closer to the in vivo situation than cell 

cultures and combine the advantages of experiments performed in cell 

cultures with the analysis of complex systems such as those studied in 

vivo (Stoppini et al., 1991; Gähwiler et al., 1997; Hofmann and 

Bading, 2006). In fact, in these cultures the cytoarchitecture of the 

tissue is maintained and the neurons retain a high degree of 

morphological and electrophysiological similarities when compared 

with the same cell types in vivo (Karpiak and Plenz, 2002). Moreover, 

the organotypic co-culture of brain regions is diffusing as an effective 

and powerful means to reconstruct brain circuitry in a simplified and 

easily manipulated model. On the other hand, electrophysiological 

recordings are necessary to demonstrate the formation and the 

functionality of projections and synapses, but traditional single-cell 

recording techniques are limited to the analysis of few cells per day 

and for periods not longer than 10-12 h. However, the combination of 

organotypic culture technique with multielectrode array recordings 
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allows to perform extracellular non-invasive multi-site recordings 

from electrodes covering the whole slice preparation, simultaneously 

and repeatedly, and to analyse the firing patterns at an integrated level 

(Egert et al., 1998; Shimono et al., 2002a and 2002b; Hofmann et al., 

2004). Here we combined the VTA/SN-PFC organotypic co-cultures 

with MEA recordings to monitor the electrical activity over extended 

periods of time (up to four week in vitro). We were able to monitor 

the developmental changes of spontaneous spiking activity and LFPs 

in the VTA/SN-complex and in the PFC (Fig. 16 and 17) and we 

evaluated the single neuron parameters, such as burst duration, intra-

burts spike rate, burst rate and spike number; we noticed that the 

differences in the firing between the two regions of the co-cultures 

tended to disappear in the first two weeks of culture, in parallel with 

the growth of projections between the areas, thus leading the 

VTA/SN-complex and the PFC to have similar firing properties. 

Furthermore, we were able to characterize the developmental increase 

in the number of excitatory and inhibitory neurons recorded from the 

PFC and identified through our software of analysis, and we found an 

excitatory/inhibitory neuron ratio of about 3 (Fig. 18). These data 

have been confirmed by immunolabelling experiments performed in 

collaboration with Prof. Peter Illes’ and Prof. Heike Franke’s group at 

the Rudolf-Boehm Institute for Pharmacology and Toxicology, 

University of Leipzig (Leipzig, Germany) and with Prof. Alida 

Amadeo at the University of Milan (Milan, Italy); in fact, these 

experiments demonstrated that already at 8-9 div the VTA/SN-

complex and the PFC were strictly connected by neuronal and glial 

newborn projections (data not shown, but see also Heine et al., 2007), 
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which allow a continuous communication between them, and that also 

in the physiological condition there is a ratio of ≈ 3 between the 

number of excitatory and inhibitory neurons in the PFC. It is 

important to remind that the in vitro grown projections have been 

demonstrated to be target-specific, because while also in co-cultures 

of the VTA and hippocampus, which is a minor target of DAergic 

fibres, a growth of fibres is present, in co-culturing the VTA with the 

cerebellum, which is not a physiological target of DAergic 

projections, no growth of fibres into the cerebellar slices has been 

described (Østergaard et al., 1990; Holmes et al., 1995).  

In addition to the developmental profile of single neuron properties in 

the two areas of the co-cultures, we also evaluated if activity patterns 

involving simultaneously the whole co-cultures were present, in order 

to study the functionality of the newborn projections in the 

propagation of activity. We observed a correlated activity between the 

VTA/SN-complex and the PFC (Fig. 19) in the form of bursts which 

originated in the VTA/SN-complex and propagated to the PFC (VTA-

to-PFC bursts) and bursts which arose in the PFC and back-

propagated to the VTA/SN-complex (PFC-to-VTA bursts); both these 

two types of communication between the two areas disappeared when 

the newborn projections were destroyed, thus proving their functional 

role (Fig. 21). The presence of this bidirectional propagation of 

activity is in agreement with in vivo experiments, which have 

demonstrated the functional coupling and the reciprocal modulation 

between the VTA and the PFC electrical activity (Sesack and Pickel, 

1992; Seamans et al., 2003; Peters et al., 2004; Tseng et al., 2006; Gao 

et al., 2007; Fujisawa and Buzsáki, 2011). Furthermore, we have also 
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analysed the propagation delays of the correlated activity and we have 

seen that during the in vitro development of the VTA/SN-PFC co-

cultures there was a progressive decrease of the VTA-to-PFC burst 

propagation delay from 99.6 ± 10.8 ms at 5-7 div, when we started to 

observe this firing pattern, to 47.4 ± 4.7 ms at 17-19 div, when the co-

cultures have fully developed (Fig. 19). Given that the two slices have 

been placed on MEAs in the way that each of them covered about half 

of the electrodes and that we have observed that activity could start 

from different neurons in the network (Fig. 20, as described by Ham 

et al., 2008), we can assume that the distance, which neuronal signals 

have to cover to propagate from one slice to the other, is of about 800 

µm, which corresponds to the distance between the central points of 

the two slices, perpendicularly to their juxtaposed borders. Under this 

assumption, we can calculate a VTA-to-PFC burst propagation 

velocity of ≈ 0.02 m/s when the VTA/SN-PFC co-cultures are mature. 

Deniau and co-workers (1980) and Thierry and colleagues (1980) 

have reported that the conduction velocity of VTA-cortical fibres, 

based on antidromic activation, ranges between 0.55 and 11.5 m/s. It 

is also known that the fibres with high conduction velocity (11.5 m/s) 

are not DAergic fibres, but myelinated non-DAergic projections, 

given that they are not affected by 6-OHDA lesions (Thierry et al., 

1980; Glowinski et al., 1984). Instead, the low value of 0.55 m/s 

reported for mesolimbic DAergic fibres, which are normally thin and 

unmyelinaed in the rat (Naito et al., 1994), is comparable with the 

value of 0.58 m/s reported for nigrostriatal DAergic fibres (Guyenet 

and Aghajanian, 1978; Lapish et al., 2007). The value of VTA-to-PFC 

burst propagation velocity that here we have obtained (0.02 m/s) is 
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twenty times slower than the slowest fibres reported by Deniau et al. 

(1980) and Thierry et al. (1980); therefore, the latency of the VTA-to-

PFC bursts is much longer compared to what is expected for 

monosynaptic events, but this can be explained considering that the 

projections linking the VTA/SN-complex and the PFC in the co-

cultures have re-grown in vitro after the slicing procedure and 

assuming that the bursts were polysinaptically generated (Overton and 

Clark, 1997). 

 

5.4 – THE VTA/SN-PFC CO-CULTURES AS AN USEFUL 

PHARMACOLOGICAL TOOL 

The organotypic cultures, maintained both on semiporous membranes 

(Stoppini et al., 1991) or on multielectrode arrays, have been widely 

used to study the effects of different substances on various processes: 

i.e., agonists or antagonists of purinergic receptors have been tested on 

enthorinal cortex-dentate gyrus (EC-DG) and on VTA/SN-PFC co-

cultures to study their effects on the regeneration of neuronal 

projections (Heine et al., 2006; Heine et al., 2007). Modulators of 

excitatory and inhibitory receptors and synapses have been used to 

study the mechanisms involved in the regulation of the activity of EC-

DG, hippocampal and cortical organotypic cultures (Shimono et al., 

2002b; Hofmann et al., 2004; Shew et al., 2009) and activators and 

blockers of DAergic receptors were useful to understand the DAergic 

modulation of NAcc activity in VTA-Nacc-PFC triple cultures 

(Maeda et al., 1995). In this work we verified how dishinibition 

obtained through the application of two different concentrations of 
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gabazine (GABA-A receptor antagonist), known to act on phasic and 

both phasic and tonic inhibition (Stell and Moody, 2002), and 

blockade of D2 receptors with eticlopride were able to modify the 

activity of VTA/SN-PFC co-cultures. 

The treatment with GZ (Fig. 22) caused a strong dishinibition of the 

activity in both the areas of the co-cultures, as it is possible to note 

from the observed increase of burst duration, spike number, spike rate, 

and excitability and decrease of the network burst inter-burst interval 

of the VTA/SN-complex and PFC neurons, in agreement with the 

dishinibitory effect previously described on primary dissociated 

cultures (Gullo et al., 2009; Gullo et al., 2010). Furthemore, using the 

procedure described by Gullo et al. (2012), we were also able to 

distinguish different PFC network states and to study the effects of GZ 

on them, computing the FSH, cFSH and NNTH. We observed that the 

dishinibition obtained with the application of GZ determined the 

appearance of new network states and the increase of the average 

number of neurons that are engaged during the network bursts. 

On the contrary, D2 receptor blockade with eticlopride (Fig. 23) 

caused a decrease of VTA/SN-PFC co-culture activity, as it results 

clear from the increase in the inter-burst interval both in the VTA/SN-

complex and in the PFC. This effect was also accompanied by a 

decrease of BD, SR and excitability of PFC excitatory and inhibitory 

neurons. These data are in agreement with whole-cell patch-clamp 

experiments on VTA/SN-PFC co-cultures performed by Dr. Ilenio 

Servettini at the University of Milano-Bicocca (now working at the 

University of Perugia), which showed that the treatment with 
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eticlopride causes a decrease of the VTA-evoked AMPA- and 

NMDA-mediated currents in PFC pyramidal neurons (data not 

shown). Thus, the patch-clamp results provide the mechanisms at the 

basis of the D2 receptor blockade inhibitory effect, which has been 

observed through the MEA experiments. However, the effects, here 

reported, observed with eticlopride contrast with other evidences 

indicating that the activation, and not the inhibition, of D2 receptors 

causes a decrease of neuronal excitability through the inhibition of 

AMPA- and NMDA-mediated responses (Gulledge and Jaffe, 1998 

and 2001; Gulledge and Stuart, 2003; Tseng and O’Donnell, 2004), 

but this can be attributed to differences in the experimental conditions, 

as it has been observed for other aspects of the DAergic 

neuromodulatory action (Seamans and Yang, 2004). 

 
.  
 

 

 

 

 

 

 

 

 



	   106	  

6. CONCLUSIONS 
 

In this work we have characterized the developmental features of 

VTA/SN-PFC co-culture spontaneous activity through the 

multielectrode array recording technique, which allowed us to 

demonstrate that the neuronal projections, which grow in vitro 

between the two areas of the co-cultures, are functional. In fact, we 

detected a correlated activity between the VTA/SN-complex and the 

PFC, expressed as bursts of activity of the whole co-cultures which 

were able to propagate from one area to the other and back and which 

disappeared when the newborn projections were interrupted. 

Furthermore we studied how the spontaneous activity of the in vitro 

reconstructed meso-cortico-limbic system could be modulated and we 

found that the treatment with the GABA-A receptor antagonist 

gabazine caused a dishinibition of the neuronal firing, while the 

blockade of D2 receptors with eticlopride determined a decrease in 

VTA/SN-PFC co-culture activity.  

Thus, the VTA/SN-PFC co-cultures on MEAs represent a good model 

and an useful and powerful tool to study the neuronal regenerative 

processes and their functionality over time; moreover, it enables us to 

analyse how these processes can be influenced by neuromodulators or 

potentially interesting novel neuroreparative substances and affected 

by detrimental (toxic/hypoxic) stimuli.  
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