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Chapter 1

Introduction

The treatment of disease by drugs is very important in medicine and a wide

variety of drugs which are active on almost all the organs of the body are

now available. Drug discovery still continues to be an area to which scientists

from around the world concentrate their efforts to find remedies for diseases

that haven’t yet a suitable cure.

1.1 Drug discovery and development process

If the underlying mechanism or cause of a disease is understood and if such

a disease represents a significant unmet medical need in patients, then a

research program aimed at better understanding the disease and finding an

effective therapy can be developed by either a pharmaceutical industry or

a research institution. A typical drug discovery and development process is

made up of different steps, as shown in Fig. 1.1.

Target identification and validation

Target identification and validation encompasses a wide variety of scientific

activities focused on identifying new target and confirming their role in dis-

eases. As the knowledge about human biology grows, scientists are moving

towards targeting cellular pathways of proteins rather than individual pro-

teins.

5



6 CHAPTER 1. INTRODUCTION

Figure 1.1: A typical drug discovery development process

Hit finding

Hit finding entails development of robust assay to test small-molecule com-

pounds in High Throughput Screenings (HTS). This stage entails develop-

ment of ligands with affinities to chosen targets.

Lead optimization

In lead optimization, small molecules (”hits”) are chemically altered to im-

prove their drug-like properties. At this stage ligands are modified to increase

their affinity for their target.

Early clinical safety and efficacy

To establish an initial safety profile of the drug, extensive toxicological and

safety pharmacological profiles are done using in silico, in vitro and appro-

priate animal models.

Phase I trials

In Phase I trials, the drug is tested in a small group of patients or healthy

volunteers (e.g: 20-80) to evaluate its safety, determine a safe dosage range,

and identify side effects.

Phase II trials

In Phase II trials, the drug is given to a larger group of people (e.g: 100-

300) to test its effectiveness, determine the effective dose range and to further

evaluate its safety.
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Phase III trials

In Phase III trials, the drug is given to large groups of people (e.g: 1,000-

3,000) to confirm its effectiveness, monitor side effects, compare it to com-

monly used treatments, and collect information that will allow the drug or

treatment to be used safely.

Registration

If quality, efficacy and safety of the drug are proved, a marketing authoriza-

tion is granted by regulatory authorities. From then on, a new drug can be

made commercially available to patients.

Post-launch activities

Once a drug is on the market, adverse effects need to be constantly monitored

and reported to the regulatory authorities.

Research and development of a drug is a long and very expensive process

at high risk of failure. The pharmaceutical industry has been facing several

challenges during the last years, and the optimization of their drug discovery

pipeline is believed to be the only viable solution. High-throughput tech-

niques do partecipate actively to this optimization, especially when comple-

mented by computational approaches aiming at rationalizing the enormous

amount of information that they can produce. In silico techniques, such as

virtual screening or rational drug design, are now routinely used to guide

drug discovery. Both heavily rely on the prediction of the molecular interac-

tion (’docking ’) occurring between drug-like molecules and a therapeutically

relevant target.

Thanks to the recent increase of performance computing systems, the

first three steps of the drug development process have been supported by

techniques that allow virtual experiments, with high saving of time and

money. Computational methods are effectively applied to accelerate the

process of lead identification and optimization: ’Computer-Aided Drug De-

sign’ (CADD) has an increasingly important role in simulating drug-receptor

interactions, whose comprehension requires a deep understanding of biophisi-
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cal and biochemical properties of both the ligand and the protein target at

an atomic level.

1.2 Virtual High Throughput Screening

(vHTS)

The ’chemical leads’ are small potential drug like molecules which are capable

of modulating the function of the target proteins that are further optimized

to act as a therapeutic drug against a targeted disease.

HTS identifies lead molecules by performing individual biochemical as-

says with over millions of compounds. However, the huge cost and time con-

sumed with this technology has lead to the integration of cheaper and effec-

tive computational methodology, namely Virtual High Throughput Screen-

ing (vHTS).

vHTS is a computational screening method which is widely applied to

screen in silico collection of compound libraries to check the binding affinity

of the target receptor with the library compounds. This is usually achieved

by using a scoring function which computes the complementarity of the tar-

get receptor with the compounds. HTS and vHTS are complementary meth-

ods and vHTS has been shown to reduce false positives in HTS [1]. Several

vHTS strategies have been practiced and the technique is being continuously

optimized for better performances. The successful vHTS requires the careful

implementation of each phase of computational screening experiment right

from target preparation to hit identification and lead optimization. Based

on the availability of structural data, vHTS is carried out using receptor

based screening methods, that involve usage of 3D-structure of the target

receptors to search for potential candidate compounds that can modulate

the target receptor function. Each of the database compounds is docked

into the receptor binding site and the best fit is predicted. This is usually

achieved by using a scoring function which computes the complementarity

of the target receptor with the compounds.
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1.3 Molecular Docking problem: overview

The ’docking problem’ is concerned with the generation and evaluation of

plausible structures of intermolecular complexes. Most docking algorithms

are able to generate a large number of possible structures, and so they also

requires a means to score each structure to identify those of most interest.

The two main information to be obtained from a molecular docking sim-

ulation are the correct conformation of a ligand-receptor complex and a

binding affinity prediction, expressed as docking energy ’Ed’.

The docking energy represents an approximation of the binding free en-

ergy variation, ∆Gbinding ≈ Ed, relevant to the complex-formation equilib-

rium:

R + L ⇋ RL (1.1)

starting from the free receptor (R) and the free ligand (L).

The docking problem involves many degrees of freedom: there are six degrees

of translational and rotational freedom of one molecule relative to the other

as well as the conformational degrees of freedom of each molecule.

In a real biological system, the system would include at least the ligand,

the macromolecular receptor, and the solvent molecules. Because of the

huge number of degrees of freedom associated with the solvent molecules

they are normally excluded from the problem, or in special cases implicitly

modeled in the scoring functions as a way to address the solvent effect.

However, even the remaining part of the system, ligand and receptor, has

a computational untreatable number of degrees of freedom, and therefore,

the dimensionality of the problem has to be reduced through the application

of different approximations, allowing the search space to be more effectively

sampled.

All this is necessary to include a molecular docking algorithm in a soft-

ware package for the screening (vHTS) of large ligand virtual libraries: the

docking algorithm must supply a reliable solution in a short time. Suppos-

ing to screen a virtual library of 106 compounds, for each additional second

needed by each molecular docking simulation an increase of about 11 days

will occur on the CPU time.
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1.3.1 Molecular docking approximations

The molecular docking problem can be faced by introducing a high number

of approximations, in order to obtain a simple model able, at the same time,

to represent the main properties of the real system. The combination of sev-

eral expertises (in chemistry, physics, informatics, mathematics) is therefore

needed to allow the development of advanced molecular docking softwares.

The main approximations are:

⋄ classical approach (force field)

⋄ pairwise additive potential

⋄ implicit solvent

⋄ fixed bond lengths of both the receptor and the ligand

⋄ fixed bond angles of both the receptor and the ligand

Furthermore, depending on whether the dihedral angles are held fixed or

not, the following type of molecular docking can occur:

⋄ Rigid docking: the easiest way to perform a molecular docking sim-

ulation is to hold fixed both the ligand and the macromolecule confor-

mations. Such approximation is obviously quite strong. This is a good

approximation for the ligand only if it has a small number of rotational

degrees of freedom.

⋄ Semi-flexible docking: current docking methods follow the assump-

tion that protein structures are rigid entities and that it is the ligand

that during the binding process changes its 3D-structure to find the

best spatial and energetic fit to the proteins binding site.

⋄ Flexible docking: during the course of the process, the ligand and

the protein adjust their conformations to achieve an overall ’best-fit’.

This approach is far from being applied because of the too high number

of receptor degrees of freedom.

The main limitation in the use of ’rigid receptor’ approximation is repre-

sented by the impossibility to take into consideration the ’induced fit’, that

is the conformational adjustment of the receptor due to the interaction with

the ligand, resulting in the maximization (absolute value) of the total binding

free energy variation.
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1.3.2 Instability of the problem

As it is posed, the molecular docking suffers from the problem of instability

and this is one of the reasons why the correlation between binding scores and

experimentally determined binding affinities is far from trivial [12]. Because

of the numerous approximations, the ’docking energy’ can be affected by an

error, the propagation of which can be dramatic for the calculation of the

dissociation constant, if Ed is used as an approximation of ∆Gbinding (1.2):

Kd = exp
( Ed

RT

)

(1.2)

where R = 1.987 ∗ 10−3 [kcal mol−1K−1] and T /[K] is the fixed absolute

temperature.

The ’percentage relative error’ of the dissociation constant Kd due to a

docking energy absolute error: δEd = Ed,i−Ed,True is given by the following

equation (1.3):

Kd%error ≡
Kd,i − Kd,T

Kd,T
· 100 =

(

exp
(δEd

RT

)

− 1

)

· 100 (1.3)

where:

⋄ Kd,i is the ’incorrect’ dissociation constant calculated by an ’incorrect’

docking energy Ed,i

⋄ Kd,T is the ’True’ dissociation constant calculated by the ’True’ dock-

ing energy Ed,T

⋄ δEd = Ed,i − Ed,T is the absolute error on the docking energy

Assuming a temperature T = 298.0 K, a plot of Kd%error vs δEd in the

range −1.2 < δEd/[kcal/mol] < +1.2 is shown in Fig. 1.2.

The error propagation function is nonlinear (it is an exponential function)

and the error on the Ed is highly amplified when Kd is calculated. Moreover,

since this function is not symmetric with respect to the y-axis, nor with

respect to the origin, the error propagation is different if δEd ≷ 0. In

particular, it would be better underestimate (considering docking energy

with its sign) than overestimate the docking energy, but this is not possible

to be known in advance.
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Figure 1.2: Docking energy absolute error propagation on Kd.

1.4 Motivations, purposes and outline of the

thesis

More than 30 programs are currently available [2] and most of them are

dedicated to virtual screening. The five most frequently cited ones represent

65% of the citations found in the literature: AutoDock (27%) [3], GOLD

(15%) [9], FlexX (11%) [10], DOCK (6%) [27] and ICM (6%) [11].

AutoDock is by far the most cited implementation (see Fig. 1.3). It relies on

a Lamarckian Genetic Algorithm (LGA) combined with a scoring function

based on the AMBER force field [15], and is known for its robustness and

accuracy [4]. It encompasses also a Monte Carlo simulated annealing and

a traditional genetic algorithm. However, the last two are not as efficient

and reliable as the LGA [2]. The program uses a five-term force field-based

function that comprises a 12-6 Lennard-Jones dispersion term, a 12-10 hy-

drogen bonding term, a coulombic electrostatic potential, an entropic term

and an intermolecular pairwise desolvation term. The scaling factor for each
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Figure 1.3: Docking software-number of citations for some of the most common

docking programs, analyzed from ISI Web of Science (2005)[2]

of these five terms is empirically calibrated from a set of structurally known

protein-ligand complexes. This flexible software is available for free for aca-

demic usage, and is thus often used to investigate new aspects of docking

and implement new ideas [5] [6] [7] [8]; the good accuracy and high versatil-

ity shown by the program have promoted the widespread use of AutoDock,

which explains the very high number of citations.

In the present work my aim was to develop a new molecular docking

software (’Semi-flexible model’) to be used for ’virtual High Throughput

Screening’ (vHTS). It would improve some of the main aspects of this type of

softwares in current use. To do so my reference point was software AutoDock

3.0, where I introduced the following changes that will substantially modify

the physical model of the problem:
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• Introduction of a modified scoring function (see Section: 4.1)

• Introduction of an univocal criterion to calculate the ligand con-

formational variation energy to be used for the docking energy calcu-

lation (see Chapter: 3)

• Implementation of a Fast Simulated Annealing (FSA) algo-

rithm including an acceptance ratio method (see Subsection: 4.3.7)

In order to obtain an efficient code to be included in a software package

for the virtual screening of ligand libraries, I took care of many aspects to

optimize both the algorithms and the code.

Once created, the molecular docking software can also be applied to many

other fields different from the traditional computer aided drug-design.

It can, for example, be applied in the biotechnological field to design

useful or valuable enzymes (Virtual Protein Engineering) in order to enable

new (catalyzed) reaction pathways to occur, or to convert from some certain

compounds into others (biotransformation). These products will be useful as

chemicals, pharmaceuticals, fuel, food or agricultural additives (see Section:

5.2).

1.5 In-home made molecular docking software

The developed software in formed by the modules listed here below (see

Fig.1.4):

• Add Hydrogens Tool (see Section: 2.1)

• Receptorial Site Finder (see Section: 2.2)

• Docking Box Generator (see Section: 2.3)

• Potential Energy Grids Calculator (see Section: 2.4)

• Ligand Optimizer (see Section: 3.2)

• Semi Flexible Molecular Docking (see Section: 4.1)
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I also wrote some additional modules to execute an useful series of func-

tions: an initial check of input PDB file containing the receptor structures; a

module for ’combining docking and molecular dynamic simulations’ in drug

design [42]; a module to select the most representative binding-site confor-

mation among a lot of conformations generated by the molecular dynamics

simulations.

Figure 1.4: Developed molecular docking software modules

1.5.1 Why C++

All modules are written in C++ programming language that seems to be by

far the language most commonly used for scientific programming. Because of

its rich object-oriented features, C++ is rapidly becoming the programming

language of choice for science and engineering applications. C++ is the

object-oriented version of C that allows the use of the nice programming

features of object-orientation. Features such as objects and classes introduce

complex programming syntax. However, the enhanced feature set of C++

simplifies many programming tasks and naturally structures a program into

logically independent units. C++ was chosen because it is a language that
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gives great control over memory and it is a mature and stable language with

many robust scientific libraries and tools. Most significantly, C++ provides

nearly the same range of control of hardware resources through high level

language constructs that is available through native machine instruction

set. This range includes addressing and modifying the contents of individual

memory locations and allocating and subsequently releasing the memory

available to a program during execution [14].



Chapter 2

Receptor preparation

The structural information for the receptor are obtained by X-ray crystal-

lography, NMR, or modelling techniques (see Figure 2.1). Since semi-flexible

molecular docking algorithm is based on the ligand-receptor geometric com-

plementarity, the 3D-structure of the receptor is of foundamental impor-

tance: the more accurate the physical description of this structure, the more

relevant, accurate and useful the predicted binding mode.

The receptor structure should therefore be carefully checked regarding to

two aspects. First, it should correspond to a biological conformation that is

relevant to the targeted biological mechanism. For instance, the presence of

crystal contacts in X-ray structures should be verified, as well as the impact

of the presence/absence of other interacting partners such as cofactors. Sec-

ond, the quality of the structure should be verified at an atomic level. For

instance, the docking of a ligand is likely to fail if the region encompassing

its native binding mode includes unresolved atoms; it also fails if the said

region has a poor sequence identity with the template structure (if created

by homology modeling), or encompasses flexible residues (reflected by a high

B-factor if the structure has been determined by X-ray, or multiple confor-

mations if determined by NMR). If such issues are identified, they have to

be addressed during the preparation of the structures for the docking.

The structures are usually ’refined’ before being used in the docking calcula-

tions with the aim to ’relax’ the system towards a lower energy conformation,

ideally the energy global minimum.

17



18 CHAPTER 2. RECEPTOR PREPARATION

Figure 2.1: Receptor structure determination techniques

2.1 Add hydrogens tool

Hydrogen bonds play a major role in the stabilization of protein-ligand com-

plexes. The ability of a functional group to form them depends on the

position of its hydrogen atoms. An accurate knowledge of the positions

of hydrogen atoms in proteins is therefore important to correctly identify

hydrogen bonds and their properties.

The high mobility of hydrogen atoms introduces several degrees of freedom

such as torsional changes, where the position of the hydrogen atom is rotated

around the last heavy-atom bond in a residue, and protonation states, where

the number of hydrogen atoms at a functional group may change.

X-ray crystallography cannot resolve hydrogen atoms in most protein crys-

tals, so in most PDB files hydrogen atoms are absent. Sometimes hydrogens

are added by modelling. Hydrogens are always present in PDB files resulting

from NMR analysis, and usually present in theoretical models. In proteins,

the average number of hydrogens per non-hydrogen atom, weighted to take

into account the frequencies of amino acids, is 1.01. Thus, hydrogens are

≈50% of all atoms in protein. Nucleic acids have fewer, ≈35%.

The aim of this module is the fast automated placement of hydrogen atoms

in the three-dimensional structure of a PDB file, containing either a protein

or a RNA molecule, before structure-based calculations are conducted.

Molecular docking calculations highly depend on the hydrogen positions and

a limit is that it is not possible to know in advance which will be the positions



2.1. ADD HYDROGENS TOOL 19

dC−H 1.02 Å

dN−H 1.01 Å

dO−H 0.96 Å

dSCys−H 1.34 Å

Table 2.1: X-H bond distances.

the hydrogens will assume when the the ligand enters the binding site. The

potential energy grid maps (see Section 2.4) will be built for a single structure

to be decided a priori ; consequently, a choice has to be made in order to

establish a criterion to position the hydrogens.

2.1.1 Hydrogens placement

Hydrogens are placed according to the geometrical and chemical character-

istics of the various amino acids that are recognized by the algorithm: bond

lengths are established beforehand and depend on the atom to which the

hydrogen is bound (see Tab.2.1). Hydrogen positions are determined by a

mixed procedure: they are established in a unique way for hydrogens bound

to N and Cα backbone atoms (see Fig.2.3) and for hydrogens bound to

planar fragments, such as the aromatic rings (Phe and Tyr), guanidinium

(Arg) and amide (Gln and Asn) functional groups (see Fig.2.2). When free

rotation is chemically allowed, as for hydroxyl (Tyr) and sulfhydryl (Cys)

functional groups, there is an initial at random orientation that is optimized

afterwards by means of a random search algorithm.

The user can choose whether to add polar hydrogens only (’united atom

model’), or polar and apolar hydrogens. Beside this, there is the possibility to

select the pH value according to which amino acid side chains are protonated.

Hydrogens atoms are added according to the pH value chosen by the user

and referring to the pKa values that are normally used in a protein pKa

calculation (see Tab.2.2 [19]).
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Figure 2.2: Arg, Asn, Gln and Phe side-chain planar fragments.

Amino acid pKaaverage

Tyr 10.00

Cys 8.75

Asp 4.40

Glu 4.40

His 6.90

Lys 10.10

Arg 12.00

Table 2.2: Average pKa values of amino acid side chains.
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2.1.2 Technical procedure

Here is a synthetic description of the procedure used by the algorithm to

add hydrogens atoms.

Data input

• Acquisition of the macromolecular (protein or RNA) structure from a

PDB file: storage of all macromolecular atomic coordinates

• Acquisition of the optimization cycles number ’Ncycles’

• Acquisition of the hydrogens adding mode:

⋄ flag = 0 ⇔ ’polar and apolar’ hydrogens

⋄ flag = 1 ⇔ ’only polar’ hydrogens

• Acquisition of the pH value

Backbone hydrogens placement

• Calculation of the triangular matrix containing the macromolecular

interatomic distances

• Calculation of the triangular matrix representing the macromolecular

connectivity:

⋄ flag = 0 ⇔ no covalent bond between the two atoms

⋄ flag = 1 ⇔ presence of covalent bond between the two atoms

• Hydrogen atoms addition to Cα:

⋄ the plane Π through the three points corresponding to: Cβ , Nbackbone

and CC=O,backbone is determined

⋄ the normal vector for the plane Π is determined

⋄ an H atom is placed at a distance d = 1.02 Å from Cα

• Hydrogen atoms addition to Nbackbone:

⋄ the N atom is considered sp2 hybridized
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Figure 2.3: Hydrogens atoms on Nbackbone and on Cαbackbone.

⋄ the H atom is positioned to form a CNH angle of 120 ◦ (where

C is CC=O,backbone ), trans to OC=O,backbone, and at a distance

d = 1.01 Å from Nbackbone.

Side chain hydrogens placement

• Calculation of the new triangular matrix (including backbone hydro-

gens) containing the macromolecular interatomic distances

• Calculation of the new triangular matrix (including backbone hydro-

gens) representing the macromolecular connectivity:

⋄ flag = 0 ⇔ no covalent bond between the two atoms

⋄ flag = 1 ⇔ presence of covalent bond between the two atoms

• Addition of all ’polar’ or ’polar and apolar’ hydrogens, according to

the input hydrogen adding mode

• Side chains are protonated according to the input pH value and refer-

ring to the pKa values listed in Tab.2.2 [19].

⋄ if pH < pKa ⇒ side chain is protonated

⋄ if pH ≥ pKa ⇒ side chain remains in the deprotonated form
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Optimization of the orientations

• Calculation of potential energy of the ’actual’ structure (cycle ’i’) of

the macromolecule ’Ei’:

⋄ ’van der Waals’ and ’electrostatic’ potential energy contributions

are taken into account

⋄ a cutoff distance of 10.0 Å on interatomic distances is used

• At random generation of hydrogens new positions (where free rotation

is allowed), always subject to appropriate geometric restraints:

⋄ bond distances are held constant

⋄ bond angles are held constant (e.g: COH angle = 104 ◦ for Ser,

Thr and Tyr)

• Calculation of the new value (cycle ’i+1’) of potential energy: Ei+1

• Evaluation of the potential energy variation ∆E = Ei+1 - Ei:

⋄ if ∆E < 0 ⇒ the new strucure is accepted, and it becomes the

actual structure

⋄ if ∆E ≥ 0 ⇒ the new strucure is rejected

• The whole procedure is repeated up to reaching the optimization cycles

number ’Ncycles’

Output print of the macromolecular structure with added hydro-

gens

• The final structure of the macromolecule (see Fig.2.4) is printed on

standard output in PDB file format.
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Figure 2.4: Protein structures before and after polar hydrogen atoms addition.

2.2 Receptorial site finder

The identification and visualization of protein cavities is the starting point

for molecular docking simulations. Sites of activity in proteins usually lie in

cavities, where the binding of a substrate typically serves as a mechanism

for triggering some event, such as a chemical modification or conformational

change. Consequently, binding sites are often targeted when attempting

to interrupt molecular processes via therapeutics. Although binding site

locations are often furnished by X-ray data or fold recognition, a tool that

automatically predict these locations is however necessary to generate useful

information to build the docking box (see Section: 2.3).

This module is a computational tool that uses geometry to characterize re-

gions of buried volume in proteins and to identify positions likely to represent

binding sites based upon the size, shape, and burial extent of these volumes.

As a modelling tool, ’Receptorial site finder’ rapidly identifies favourable

regions on the protein surface, simplifies visualization of residues modulat-

ing binding in these regions, and provides a means of directly visualizing

buried volume, which is often inferred indirectly from curvature in a surface

representation (see Figure: 2.5).
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2.2.1 Technical procedure

To identify possible receptorial binding sites on the protein surface a purely

geometrical procedure is used [18]. The algorithm is designed to fill the

cavities in a protein structure with a set of spheres and to identify some

such spheres as the most likely centres of the binding pockets.

An initial coating of probe spheres is calculated with the protein as sub-

strate, then additional layers of probes are accreted onto the previously

found probe spheres. Only probes with low solvent exposure are retained,

and the routine finishes when an accretion layer produces no new buried

probe spheres.

Output

This module produces the following output files:

⋄ the structure of the macromolecule with probe spheres filling the pu-

tative binding site is printed on standard output (PDB file format)

⋄ the estimated volume of each putative binding site is printed on stan-

dard output

⋄ the geometric centre of each putative binding site is printed on stan-

dard output

2.3 Docking box generator

Once the receptorial site has been identified, this module delimits a space

where docking calculations will be performed. A docking box is built to

speed up subsequent calculation by drastically reducing the area on protein

surface on which the ligand will be docked.

’Docking box generator’ is an interactive module, which enables the user to

set the ’grid spacing’ (0.375 Å by default), to translate the docking box and

to vary its dimensions (see Figure: 2.6).
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Figure 2.5: Possible binding sites on the surface of the receptor found by the

module ’Receptorial site finder’

2.3.1 Technical procedure

The docking box is generated through a purely geometric approach: it is a

parallelepiped centred in the geometric centre of the selected binding site,

encompassing the whole volume of the same binding site. By means of a

rototranslation, the docking box is then positioned so as to have a corner in

the origin of the reference system and three edges along the x,y,z axes.

Output

The module ’Docking box generator’ generates a file containing:

⋄ the coordinates of the docking box centre

⋄ the docking box dimensions

⋄ the grid spacing

⋄ the box versors components (they identify how the box is oriented in

respect of the protein)
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Figure 2.6: Docking box containing the first receptorial binding site.

2.4 Potential energy grids calculator

The aim of this module is to speed up the subsequent molecular docking

simulation by simplifying the calculation of the interaction energy with the

macromolecule for each generated pose of the ligand. The approach con-

sists of generating pre-calculated potential energy grid maps, one for each

possible atom-type present in a ligand being docked. This helps to make

the docking calculations extremely fast, because for each generated pose the

calculation of the interaction energy as a sum of the pairwise interaction

energies between each ligand atom and all protein atoms is avoided.

A grid map consists of a three dimensional lattice of regularly spaced points,

inside the docking box generated by the previous module (see Section 2.3).

Default grid points spacing is 0.375 Å (roughly a quarter of the length of

a carbon-carbon single bond), but, if necessary, the user has the faculty to

vary this value. Each point within the grid map stores the potential energy

of a ’probe’ atom that is due to all the atoms in the macromolecule. The

interaction potential energy for the complex system (many-body system) is

approximated by the sum of two-body contributions (pairwise model).

The probe’s energy at each grid point is determined by the set of param-

eters supplied for that particular atom-type, and is the summation over all

atoms of the macromolecule of all pairwise interactions.



28 CHAPTER 2. RECEPTOR PREPARATION

Interaction energy is approximated by means of four main energy contri-

butions (AMBER force field [15]):

• electrostatic

• van der Waals

• desolvation

• hydrogen-bonding

A single grid map is to be generated, for example, for the electrostatic

(Coulomb) contribution: the potential energy value obtained by summing

the interaction between each atom of the macromolecule and a probe atom

with unit positive charge is associated to each point of the grid.

For the van der Waals contribution, instead, are generated so many maps

as are the possible atomic species that can be present in a ligand. Van der

Waals parameters, infact, strictly depend on the interacting couple of atoms

and therefore all possible cases are to be considered beforehand.

As detailed in the next section, altogether 18 grid maps are generated:

• 1 grid map (electrostatic contribution)

• 11 grid maps (van der Waals contribution)

• 2 grid maps (desolvation contribution)

• 4 grid maps (hydrogen-bonding contribution)

2.4.1 Technical procedure

Here is the description of the procedure used by the algorithm to generate

the potential grid maps.

Data input

• Acquisition of the coordinates of the docking box center (XC,YC,ZC)

• Acquisition of the box versors (they identify how the box is oriented

in respect to the protein)
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Figure 2.7: ’DockingBox.grid’ output file.

• Acquisition of the grid spacing (= 0.375 Å by default)

• Acquisition of the grid dimensions (Lx,Ly,Lz)

Generation of the grid

• Calculation of the grid points coordinates inside the box starting from

the origin and moving to the three directions according to the grid

spacing value. A number ’N’ of points dependent on the grid spacing

and on the docking box sizes is generated: each grid map will have a

number of rows equal to ’N’ (see Fig. 2.7).

• ’Clash’ labels assignment: if a point ’Pj ’ of the grid is too near to any

atom ’Ai’ of the macromolecule, no ligand atom could be placed there

(presence of a ’clash’): the label ’0’ is therefore assigned to the point

’Pj ’. On the contrary, if the distance ’dij ’ between ’Pj ’ and ’Ai’ is

acceptable (no ’clash’), the label ’1’ is assigned.

The threshold is the van der Waal radius of the atom ’Ai’:
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⋄ if dij < rvdw,i ⇔ flag = 0 [clash]

⋄ if dij ≥ rvdw,i ⇔ flag = 1 [no clash]

Generation of the electrostatic potential energy grid map

• In each point of the grid, the electrostatic contribution (Coulomb) is

pre-calculated as the summation of the pairwise interactions between

each atom of the macromolecule and a probe atom with unit positive

charge. This is obtained through one cycle over the atoms of the

macromolecule.

• Each term of the summation depends on the distance between the

actual grid point and the actual atom of the macromolecule, according

to the standard electrostatic Coulomb law.

• A sigmoidal distance ’d’ dependent dielectric function (2.1) is used to

model solvent screening (’Mehler Solmajer function’ [22]).

ǫ(d) = A +
B

l + keλβd
(2.1)

• It is so generated the electrostatic potential energy grid map (see Fig.

2.8).
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Figure 2.8: Electrostatic potential energy grid map
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Generation of the van der Waals potential energy grid maps

• To consider all the possible atomic species that can be present in a

ligand, 11 different atomic species are taken into account:

⋄ C [Carbon]

⋄ N [Nitrogen]

⋄ O [Oxygen]

⋄ H [Hydrogen]

⋄ P [Phosphorus]

⋄ S [Sulphur]

⋄ Fe [Iron]

⋄ F [Fluorine]

⋄ Cl [Chlorine]

⋄ Br [Bromine]

⋄ I [Iodine]

• In each point of the grid and for each of the 11 possible atomic species,

the van der Waals energetic contribution is pre-calculated as the sum-

mation of the pairwise interactions between each atom of the macro-

molecule and the considered atomic species. This gives rise to 11 grid

maps (see Fig. 2.10) and is obtained through two nested cycles:

⋄ over the atoms of the macromolecule

⋄ over the 11 atomic species of the ligand

• Each summation term representing the Van der Waals interaction ex-

perienced between two instantaneous dipoles is calculated by using the

’(6-12) Lennard-Jones’ truncated function (2.2) (see Fig. 2.9):
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EvdW(dij) =











Aij

d12
ij

−
Bij

d6
ij

if dij ≥ (rvdW, i + rvdW, j)

E(rvdW) if 0 < dij < (rvdW, i + rvdW, j)
(2.2)

where:

⋄ ’A’ and ’B’ are, respectively, the repulsive and the attractive pa-

rameters

⋄ ’i’ is the protein atom index

⋄ ’j’ is the index for the hypothetical ligand atom in the actual grid

point

The function is truncated for 0 < dij < (rvdW,i + rvdW,j) because of

the presence of the clash. The algorithm already takes into account

the clash in the previous phase of grid points generation, therefore

the calculation of the van der Waals potential in that zone of space is

unnecessary.

• A and B parameters are obtained from rii’ and ’ǫii’, which represent,

respectively, the sum of van der Waals radii of two like atoms and the

van der Waals well depth of the same two atoms.

Generation of the desolvation potential energy grid maps

• Carbon atoms only are considered in order to generate desolvation

potential energy grid maps, making a distinction between the 2 possible

cases:

⋄ Cal [Aliphatic carbon]

⋄ Car [Aromatic carbon]

• In each point of the grid and for each of the 2 carbon atom-types of the

ligand, the desolvation contribution is pre-calculated as the summation

of the pairwise interactions between each atom of the macromolecule

and the considered carbon atom-type.
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Figure 2.9: Truncated (6-12) Lennard-Jones function

Figure 2.10: Van der Waals potential energy grid map
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This gives rise to 2 grid maps (see Fig. 2.11) and is obtained through

two nested cycles:

⋄ over the atoms of the macromolecule

⋄ over the 2 carbon atom-types of the ligand

• Each summation term is calculated by using the relation (2.3), ob-

tained by a heuristic approach [20][21]:

Edesolv(dij) = (SiVj + SjVi)exp
(

−
d2

ij

2σ2

)

(2.3)

where:

⋄ ’Si’ and ’Sj ’ are the ’solvation terms’ for the receptor and the

ligand atoms respectively

⋄ ’Vi’ and ’Vj ’ are the ’atomic fragmental volume’ for the receptor

and the ligand atoms respectively

⋄ ’σ’ is the ’gaussian distance constant’ (= 3.5 Å)

⋄ ’dij ’ is the distance between atom ’i’ of the receptor and atom ’j’

of the ligand

Generation of the H-bonding potential energy grid maps

• To model the hydrogen-bonding interaction between the receptor and

the ligand, the 11 possible donor-acceptor couples listed in Tab.2.3 are

taken into account. They correspond to 10 possible atom-types of the

receptor and to 4 possible atom-types of the ligand.

• The H-bonding potential energy grid maps are generated in correspon-

dence with the 4 atom-types of the ligand:

⋄ H [hydroxyl]

⋄ H [ammonium]

⋄ O [carbonyl]

⋄ O [hydroxyl]
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Figure 2.11: Desolvation potential energy grid map
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• In each point of the grid and for each of the 4 possible atom-types of

the ligand, the H-bonding potential is pre-calculated as the summation

of the pairwise interactions between each atom of the receptor chosen

among those possible 10 and the considered atom-type of the ligand.

This gives rise to 4 grid maps (see Fig. 2.12) and is obtained through

two nested cycles:

⋄ over the atoms of the macromolecule

⋄ over the 4 atom-types of the ligand

• Each summation term representing the H-bonding interaction expe-

rienced by the donor-acceptor couple is calculated with a heuristic

method, by using the ’(10-12)’ form of the ’Lennard-Jones’ function

(2.4):

EH-bonding(dij) =
Cij

d12
ij

−
Dij

d10
ij

(2.4)

where ’Cij ’ and ’Dij ’ are respectively the repulsive and attractive pa-

rameters for the considered couples of atoms.

• Hydrogen bond directionality is not taken into account in the model

used inside this software.

Complete interaction energy expression

In each point ’j’ of the grid formed by N points, the interaction energy value

can be directly calculated by using the following expression:

Einteraction(j) = wel

M
∑

i=1

Eel(dij) + wvdW

M
∑

i=1

EvdW(dij) +

+ wdesolv

M
∑

i=1

Edesolv(dij) + wH-bonding

M
∑

i=1

EH-bonding(dij)

where:

⋄ ’M’ is the total protein atoms number
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Receptor (10 atom-types) Ligand (4 atom-types)

O (carbonyl) H (hydroxyl)

N (primary amine) H (hydroxyl)

N (secondary amine) H (hydroxyl)

N (secondary amine) H (ammonium)

O (hydroxyl) H (ammonium)

O (hydroxyl) H (hydroxyl)

H (secondary amine) O (carbonyl)

H (primary amine) O (hydroxyl)

H (ammonium) O (hydroxyl)

H (hydroxyl) O (carbonyl)

O (carboxyl) H (hydroxyl)

Table 2.3: Hydrogen-bonding donor-acceptor couples taken into account by the

program.
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Figure 2.12: H-bonding potential energy grid map

⋄ ’i’ is the protein atom index

⋄ ’j’ is the index for the actual grid point

⋄ ’wel’, ’wvdW ’, ’wH−bonding’, ’wdesolv’ are coefficients that have been

determined by linear regression analysis of complexes with known 3D-

structures and known binding free energies: as it will be explained in

the section on molecular docking, each potential energy term is scaled

through an appropriate multiplying factor in order to assimilate the

potential energy to the corresponding free energy term (see Section

4.1).





Chapter 3

Ligand preparation

The more accurate the physical description of the ligand structure is, the

more relevant, accurate and useful the predicted binding mode will be. Con-

sequently, particular attention must be given to the file preparation of the

ligand, of which molecular docking simulation will be made.

The ligand structure files usually come from ligand-receptor complex

structures determined by X-ray diffraction experiments and NMR experi-

ments, or from models generated by means of a calculator. On-line there are

large ligand databases, from which it is possible to download the compound

records that contain experimental or calculated three-dimensional coordi-

nates and sometimes information about biological activity.

However, in these files are often present some mistakes that can con-

siderably affect the simulations of molecular docking; these simulations are

dramatically sensitive to the propagation of even small errors (see Section

1.3.2).

For instance, the assignment of the hydrogen atoms has to be carefully

checked. It is possible that one of these hydrogen atoms clashes with the

receptor, so making the native pose unfavourable. For many small molecules,

there is no single ’correct’ protonation state valid in all cases, and it may

happen that one alternative protonation state could be more suitable.

Also, bond distances and bond orders of the molecule are to be carefully

checked: if there is an error in the structure file, and a single bond is taken

in place of a double bond, hydrogens will be added in excess. To avoid

41
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meaningless connectivity, a further check is needed. Furthermore, before

docking a ligand, atom types and charges for every atom in the ligand are

needed.

Another particularly important aspect concerns the choice of the ligand

initial conformation to be used for the molecular docking calculation. Al-

though the conformational variation energy of the ligand:

∆EL = ELbound
− ELunbound

when passing from the unbound to the bound conformation is a crucial term

in the docking energy calculation, a standard procedure that establishes how

to generate the ligand initial conformation has not been defined yet.

The said variation (in vacuo) must always be positive, as the docked

ligand conformation is necessarily less stable than that of the free ligand.

In the semiflexible docking model, what leads the docking process is the

compromise between the energy gained from the ligand-receptor interaction

and the energy used for the ligand deformation (see Section 4.1), being the

energy variation associated to the receptor equal to zero.

What induced me to develop a global optimizer (see Section 3.2) of the

ligand conformation was the attempt to establish an univocal criterion to

generate a single reference point for each ligand; reference point to be used

in the subsequent docking energy calculation.

To my opinion, this aspect of molecular docking should deserve more

consideration in as much as the absence of such a tool will lead to results

that depend on the initial ligand conformation.

I’m not in agreement with AutoDock 4.0, because instead of generating

a single reference point for each ligand, it gives the possibility to the user

to choose ”how the internal energy of the ligand should be treated when

estimating the free energy of binding, and can be set to one of the following

strings”:

− ’unbound same as bound’: this assumes the internal energy of the lig-

and is the same before and after binding

− ’extended’: this assumes the internal energy of the ligand is that of an

extended conformation when unbound

− ’compact’: this assumes the internal energy of the ligand is that of a

compact conformation when unbound
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Having said that, if a user takes into consideration the necessity to find

a single reference point, it will be difficult for him to find an optimizer

homogeneous with the docking module, both from the point of view of the

force field and on how to calculate the ligand energy.

The two developed modules:

⋄ ’Ligand optimizer’ (see Section 3.2)

⋄ ’Semi flexible molecular docking’ (see Section 4.1)

ensure such homogeneity from both points of view. Taking for granted that

the in vacuo optimized ligand structure, as the whole model on which the

molecular docking is based, is an approximation of the real system, my

target is to put in evidence the above aspects and to propose a new possible

approach.

3.1 Ligand preparation

Before passing to the real optimization phase, the file containing the struc-

ture of the ligand to be optimized, is to be prepared so that the following

requests are satisfied:

• hydrogen atoms are to be added in advance according to one of the

following models:

⋄ all hydrogens, in which all hydrogen atoms are explicit

⋄ polar hydrogens, in which only polar hydrogen atoms are explicit

(united-atom model)

⋄ polar and aromatic hydrogens, in which only polar and aromatic

hydrogen atoms are explicit

• the initial ligand conformation should be realistic from a physical and

chemical point of view, i.e. it must be a structure obtained by a pre-

vious local optimization: in particular, bond lengths and bond angles

are to be correct as they are held fixed during the optimization.

• the assignment of appropriate atomic partial charges to the ligand is

essential to obtain meaningful results from any electrostatics calcula-

tion; partial atomic charges must be established in advance: they will
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be held fixed, both during the optimization and during the subsequent

procedure of molecular docking.

For these reasons, the use of a program that performs a local optimiza-

tion and that attributes partial atomic charges to the ligand atoms is rec-

ommended. To this purpose MOPAC [25], that is a semiempirical quantum

chemistry software package for the prediction of chemical properties, results

to be highly suitable. Alternatively, if a reliable ligand structure is already

available, partial atomic charges can be assigned by an empirical method

such as ’Marsili-Gasteiger’ [24], that is based on the difference in electroneg-

ativities of the atoms.
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3.2 Ligand optimizer

This module is a global optimizer of the ligand conformation: it’s function is

to determine the in vacuo minimum classic conformation of the free ligand.

In order to reduce the system degrees of freedom, this is done in the space

of the conformations which depend on the torsion angles relevant to the

single bonds. The structure of a molecule can be defined with high precision

by the dihedral angles between three successive chemical bond vectors: the

dihedral angle varies only the distance between the first and fourth atom;

the other interatomic distances are constrained by the chemical bond lengths

and bond angles.

The value of minimum conformation energy is the reference to calculate

the ligand conformation energy variation between the bound and unbound

state in the subsequent module for the semiflexible molecular docking. A

fast simulated annealing (FSA) algorithm has been implemented to find the

global minimum energy ligand conformation. The objective function is the

classical intramolecular interaction energy, obtained taking into account the

electrostatic (Coulomb) and the van der Waals potential energy contribu-

tions. The global minimum energy conformation of the ligand is found by

means of a FSA (Fast Simulated Annealing) algorithm. It includes an accep-

tance ratio method for an optimal control of the ligand structures generation:

the control is active during the whole cooling phase.

The sampling rate of the conformational space results therefore in accor-

dance with the actual temperature inside the cycle and the space sampling

becomes more efficient from at least two points of view:

1st - the accuracy is improved: at high temperatures a number of states

can be generated possibly very different from one another and belonging to

separate potential energy basins of attraction. Together with the Metropolis

criterion, this avoids the system to be trapped in local minima.

2nd - the precision is improved: at low temperatures the conformations gen-

erated are quite closed together, which allows to obtain a thicker sampling

in the sorroundings of the minimum energy conformation.

Inside each cycle, the temperature is the control parameter: it is progres-

sively reduced (cooling phase) starting from the initial value ’Ti’, up to the

final value ’Tf ’ through decrements equal to the input cooling rate ’∆T’.

The reduction of the temperature takes place each time a new confor-
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mation is accepted. An equilibration phase in correspondence with each

new temperature value is not scheduled: in this sense this algorithm can be

defined ’Fast ’.

To provide for the previous approximation (absence of equilibration phase)

more runs and more cooling cycles inside each run can be made.

3.3 Technical procedure

Here is a description of the procedure used by the algorithm to perform the

global ligand optimization.

3.3.1 Data input

• Acquisition of Fast Simulated Annealing parameters specified by the

user

⋄ Acquisition of the number of runs

⋄ Acquisition of the number of cycles

⋄ Acquisition of the initial temperature Ti /[K]

⋄ Acquisition of the final temperature Tf /[K]

⋄ Acquisition of the cooling rate ∆T /[K]

• Acquisition of the ligand structure

⋄ Acquisition of all molecular atomic coordinates

⋄ Acquisition of the partial atomic charges of the ligand atoms

3.3.2 Determination of the ligand connectivity

Starting from the molecular atomic coordinates, it is necessary an initial

phase in order to establish the molecular connectivity. On every couple of

the ligand atoms the interatomic distance is calculated and compared with

a series of predefined possible bond distances well known in literature.

For the considered couple of atoms the absolute value of the difference

between their distance in the PDB file (dcalc) and the predefined distance

(dpredef) is calculated. If the result is lower than or equal to a predefined
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threshold of 0.2Å, |dcalc − dpredef| ≤ 0.2Å, the covalent bond is recognized

and a label is assigned.

• Calculation of the triangular matrix containing the molecular inter-

atomic distances

• Calculation of the triangular matrix representing the molecular con-

nectivity:

⋄ flag = 0 no covalent bond between the two atoms

⋄ flag = 1 presence of covalent bond between the two atoms

3.3.3 Rotatable bonds detection

The aim of this function is the detection of the covalent single bonds around

which the ligand can internally rotate. For each of them the dihedral angle ϑ

between three successive chemical bond vectors, where the second is relevant

to the detected single bond, will be the variable that represents the free

rotation. Covalent bonds belonging to blocked structures are detected and

labelled.

• Detection of aliphatic and aromatic rings.

⋄ Dihedral angles relevant to chemical bonds belonging to cyclic

structures are always held constant, even if the conformational

transition between two conformations is allowed, as it happens,

e.g., on the transition between the conformers of cyclohexane.

• Detection and optimization of amide functional groups (-CONH-).

⋄ amide groups are detected by searching a carbonyl (C=O) group

where the C atom forms a single bond with the N atom of a NH

group, and by evaluating the covalent bond lengths.

⋄ in case an amide group is detected, the value of dihedral angle

(OCNH) is evaluated: the molecule is rotated around the internal

CN axis up to reach the planar trans conformation.

⋄ in case a cyclic amide (lactam) is detected, the molecule is man-

tained in the planar cis conformation



48 CHAPTER 3. LIGAND PREPARATION

⋄ once the optimal amide conformation is obtained, during the sub-

sequent ligand optimization phase each amide group is held fixed,

as in the subsequent molecular docking calculations.

• Detection of double (C = C, C = N) and triple (C ≡ C, C ≡ N) bonds.

⋄ Double and triple bonds are detected according to their charac-

teristic bond lengths: the rotation of the molecule around the CC

or CN axes is not allowed.

3.3.4 Calculation of the ligand conformational energy
and start of the cooling cycle

Each time the ligand conformational energy is to be calculated, the following

procedure is used; it is exactly the same that is used in the subsequent

molecular docking module (see Section: 4.1). Namely, the same force field

and the same energy contributions and multiplying factors are used both in

the present module and in the semiflexible molecular docking module.

• Calculation of the ’1-n’ (with n > 3) electrostatic (Coulomb) poten-

tial energy contributions (with reference to the previously calculated

triangular matrix representing the molecular connectivity).

• Calculation of the ’1-n’ (with n > 3) van der Waals potential energy

contributions (with reference to the previously calculated triangular

matrix representing the molecular connectivity).

• Calculation of the ligand conformational energy EL:

EL = welEel(dkl) + wvdWEvdW(dkl) =

= wel

D−3
∑

k=1

D
∑

l=k+3

Eel(dkl) + wvdW

D−3
∑

k=1

D
∑

l=k+3

EvdW(dkl)

where:

⋄ ’k’ is a ligand atom index

⋄ ’l’ is another ligand atom index
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⋄ ’D’ is the total number of ligand atoms

⋄ ’wel = 0.1146’ is the multiplying factor of the electrostatic term

(see Section 4.1)

⋄ ’wvdW = 0.1485’ is the multiplying factor of the van der Waals

term

(see Section 4.1)

3.3.5 FSA - Fast simulated annealing algorithm

Here and in the next two subsections are the FSA algorithm sequence in-

structions.

• The ’i+1’ conformation of the ligand is generated from the ’i’ conforma-

tion by varying the dihedral angles related to the previously detected

rotatable bonds. All the dihedral angles are changed simultaneously;

their new values are generated at random, but within a pre-established

and temperature dependent range (see Subsection 3.3.7).

• The energy associated to the ’i+1’ conformation is calculated.

• The sign of ∆EL = EL,i+1 − EL,i is evaluated.

3.3.6 FSA - Metropolis criterion

• The ’i+1’ conformation is accepted or rejected according to the ’Metropo-

lis criterion’:

⋄ if ∆EL < 0 ⇒ the new conformation is accepted. A new confor-

mation is generated from the last one and the actual temperature

is reduced of ’∆T’ (cooling rate)

⋄ if ∆EL > 0 ⇒ the new conformation is accepted with a probability
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defined by the following equation:

Pacceptance =
Pi+1

Pi
=

=
exp(−βEL,i+1)

Z

exp(−βEL,i)
Z

=

=
exp(−βEL,i+1)

exp(−βEL,i)
=

= exp(−β(EL,i+1 − EL,i)) =

= exp(−β∆EL)

where:

− Pi+1 and Pi are the probabilities of the ’i+1’ and ’i’ confor-

mations according to the Boltzmann distribution

− β is equal to 1/kT, where k is the Boltzmann constant and

T is the absolute temperature

− Z is the partition function of the system

A random number ’r’ is therefore generated in the range [0,1]:

⊲ if 0 ≤ r ≤ Pacceptance

→ the ’i+1’ ligand conformation is accepted

→ the temperature is reduced by the quantity ∆T

→ a new ligand conformation is generated starting from the

just accepted conformation

⊲ if Pacceptance < r ≤ 1

→ the ’i+1’ ligand conformation is rejected

→ the temperature remains unchanged

→ a new ligand conformation is generated starting from the

previous ’i’ conformation
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3.3.7 FSA - Acceptance ratio method

This module includes an acceptance ratio method for an optimal control

of the ligand structures generation: the control is active inside each cycle

during the whole cooling phase, from the initial temperature Ti to the final

temperature Tf .

• Each new ’i+1’ conformation is generated from the previously accepted

’i’ conformation, through a simultaneous variation of all the ’F’ dihe-

dral angles:

ϑi+1,j = ϑi,j + δϑi,j with : j = 1, 2, ..., F (3.1)

where:

− ’F’ is the total number of dihedral angles of the ligand, coincident

with its internal ’degrees of freedom’ total number

− ’δϑi,j’ is the dihedral angle variation, obtained by means of a

random number generator, so as that:

δϑi,j ∈ [−γ,+γ] (3.2)

where ’γ’ can assume values between +30 ◦ and +2 ◦, with a step

variation of ±4 ◦, established as follows: inside each cooling cycle,

blocks of 500 new conformations are considered and is calculated

the ratio:

ar =
accepted

500
(3.3)

where ’accepted ’ stands for the number of accepted conformations

according to the above mentioned Metropolis criterion. The γ

value is so changed as follows:

⋄ if ar < 0.45 ⇒ the actual γ value is reduced by 4 ◦

(γ →γ - 4 ◦)

⋄ if ar > 0.55 ⇒ the actual γ value is increased by 4 ◦

(γ →γ + 4 ◦)

By doing so, it is possible to calibrate how to generate the

ligand conformations while searching the energy global min-

imum.
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3.3.8 Execution of all runs and cycles

The program goes on executing the runs and cycles selected by the user, by

means of two nested cycles on:

⋄ number of runs

⋄ number of cycles

up to the completion of the last cycle of the last run.

• Each run starts from a different ligand conformation, generated through

a random variation of the input structure. All cycles of the same run

start from the same initial ligand conformation.

• Ligand integrity check: for each ’i+1’ conformation generated during

the research of the minimum (in every cycle and in every run) a check

on the intramolecular ’d’ bond distances is effected. If after the nu-

merous dihedral rotations an excessive error (from a ’numerical’ point

of view) on any of the bond distances is introduced in respect of the

original bond distance), the actual ’i+1’ conformation is rejected and a

new ’i+1’ conformation is generated starting from the ’i’ conformation.

This prevents the possible ligand fragmentation due to the propagation

of computational errors.

• During the whole calculation, a temporary file containing the best

ligand conformation (PDB format) updated in real time is generated.

• Eventually, the file (PDB format) containing the ligand conformation

with the lower energy (see Fig. 3.1) among all those generated by each

cycle of each run is printed on standard output.
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Figure 3.1: Conformational change after ligand optimization





Chapter 4

Semi flexible molecular

docking

4.1 Semi flexible molecular docking

The module ’Semi flexible molecular docking’ is aimed to determine the

best ’conformation-pose’ of a ligand inside a possible receptorial binding site

located in advance on the surface of a protein (see Fig. 4.1) and to supply an

estimate of the relevant binding affinity, expressed as docking energy ’Ed’.

The docking energy represents an approximation of the binding free energy

variation ∆Gbinding:

∆Gbinding ≈ Ed (4.1)

relevant to the formation of the ligand-receptor complex (RL), starting from

the unbound ligand (L) and the unbound receptor (R):

R + L ⇋ RL (4.2)

where the equilibrium constant Keq and the dissociation constant Kd depend

on the equilibrium concentrations of [RL], [R] and [L]:

Keq =
[RL]

[R][L]
=

1

Kd
(4.3)

55
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Figure 4.1: Molecular docking simulation: the best ’conformation-pose’ of a ligand

inside a possible receptorial binding site on the surface of a protein is searched

and where the relation between Kd and the binding free energy variation

∆Gbinding is:

∆Gbinding = −RTlnKeq =

= −RTln
1

Kd
=

= −RTlnK−1
d =

= +RTlnKd (4.4)

The module ’Semi flexible molecular docking’ is a global optimizer of the

ligand conformation-pose inside the docking box and it is based on the ’rigid

macromolecule and flexible ligand’ model. The variables on which the objec-

tive function (Ed) depends are represented by the ligand roto-translational

degrees of freedom into the binding site and by the ligand torsional angles

relevant to the single bonds around which the internal free rotation of the

molecule is allowed (rotatable bonds).
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4.1.1 Docking energy definition

The docking energy is calculated through force field (classical approach) and

keeps into account both the ligand-receptor interaction energy (ER−Linteraction)

and the ligand conformational energy variation when passing from the ’un-

bound’ to the ’bound’ state (∆EL). It is defined as follows:

Edocking = Efinal − Einitial =

= (ERbound
+ ELbound

+ ER-Linteraction
) − (ERunbound

+ ELunbound
) =

= (ERbound
− ERunbound

) + (ELbound
− ELunbound

) + ER-Linteraction
=

= ∆ER + ∆EL + ER-Linteraction
=

= ∆EL + ER-Linteraction
(4.5)

where:

⋄ Efinal is the energy of system in the final state, after the formation of

the complex

⋄ Einitial is the energy of the system in the initial state, before the for-

mation of the complex

⋄ ERbound
is the energy of the receptor in the conformation bound to the

ligand

⋄ ELbound
is the energy of the bound ligand conformation

⋄ ERunbound
is the energy of the receptor in the unbound conformation

⋄ ELunbound
is the energy of the unbound ligand conformation

⋄ ∆EL is the ligand energy variation in passing from the ’unbound’ to

the ’bound’ conformation

⋄ ∆ER is the receptor energy variation of the macromolecule in passing

from the ’unbound’ to the ’bound’ conformation

⋄ ER-Linteraction
is the ligand-receptor interaction energy after the forma-

tion of the complex
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The model on which this module is based deals the receptor as rigid, conse-

quently its conformational energy remains constant:

• ERbound
= ERunbound

⇒ ∆ER = 0

The ligand, instead, is dealt as flexible. Its conformational energy increases

when passing from the unbound to the bound state:

• ELbound
> ELunbound

⇒ ∆EL > 0

as ELunbound
represents the free ligand minimum energy in vacuo (calculated

through ’Ligand optimizer’ module described in Section 3.2), while ELbound

represents the ligand energy of any other conformation. This conformation

is always less favourable of when the ligand is considered isolated (see Fig.

4.2), but it could however be accepted when the energy obtained by the

interaction with the receptor is considered.

4.1.2 Scoring function

With reference to the docking energy definition (eq: 4.5) and by splitting

all contributions, the complete expression of the scoring function used in the

present module is as follows:

Edocking = (ELbound
− ELunbound

) + ER-Linteraction
=

= (welEel + wvdWEvdW)Lbound
−

− (welEel + wvdWEvdW)Lunbound
+

+ welEel + wvdWEvdW +

+ wdesolvEdesolv + wH-bondingEH-bonding (4.6)

where four main energy contributions are taken into account:

⋄ electrostatic

⋄ van der Waals

⋄ desolvation

⋄ hydrogen-bonding
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To a first approximation, the molecular mechanics-based terms are multi-

plied by the same coefficients of the AutoDock 3.0 [3] scoring function; the

coefficient values are:

welec = 0.1146

wvdW = 0.1485

whbond = 0.0656

wdesolv = 0.1711

They were determined by linear regression analysis of complexes with known

3D-structures and known binding free energies.

To search the phase space of the ligand-receptor system a Fast Sim-

ulated Annealing (FSA) algorithm is used: it is applied many times (’c’

cycles), starting from several ’conformation-poses’ generated at random (’r’

run). The aim is to find out the ’conformation-pose’ of the ligand inside

the binding pocket for which the energy is the global minimum. FSA al-

gorithm works in a way that prevents the system from being trapped in

local minima. Each new conformation is always accepted if its energy is

lower than the previous conformation-pose. If the energy is higher, then the

conformation-pose can be accepted or rejected according to a probability

based on Boltzmann distribution (Temperature dependent). Consequently,

each time a conformation-pose is accepted, the temperature is automatically

reduced. The whole process goes on until the temperature reaches the value

near to 0 K.

4.2 Input files preparation

Before launching the molecular docking program, it is necessary to prepare

the files that will be read during the calculation.

• Receptor preparation: with regard to the receptor, the following

files are needed (see Chapter 2):

⋄ file containing the points of the grid

⋄ file containing the electrostatic potential energy grid maps

⋄ file containing the van der Waals potential energy grid maps



60 CHAPTER 4. SEMI FLEXIBLE MOLECULAR DOCKING

⋄ file containing the desolvation potential energy grid maps

⋄ file containing the H-bonding potential energy grid maps

It is therefore requested a preliminar phase finalized to the generation

of such files, obtained through the application of the module ’Potential

energy grids calculator’ (see Section 2.4).

• Ligand preparation: as far as the ligand is concerned, the following

file is needed (see Chapter 3):

⋄ file (PDB format) containing the globally optimized conforma-

tional structure of the ligand and the partial atomic charges of

the ligand atoms

The most important request is to have a globally optimized ligand

structure, to be used as a reference in the calculation of the docking

energy. This will be discussed in detail in the next sections. To run

the molecular docking program, another preliminar phase is therefore

necessary where, by using the ’Ligand optimizer’ module (see Section

3.2), a file that satisfies the various requests is generated.
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4.3 Technical procedure

Here is a description of the procedure used by the algorithm to perform the

molecular docking simulation.

4.3.1 Data input

• Acquisition of Fast Simulated Annealing parameters specified by the

user

⋄ Acquisition of the number of runs

⋄ Acquisition of the number of cycles

⋄ Acquisition of the initial temperature Ti /[K]

⋄ Acquisition of the final temperature Tf /[K]

⋄ Acquisition of the cooling rate ∆T /[K]

• Acquisition of the precalculated potential energy grid maps of the re-

ceptor

⋄ Acquisition of the grid

⋄ Acquisition of the electrostatic potential energy grid map

⋄ Acquisition of the van der Waals potential energy grid maps

⋄ Acquisition of the desolvation potential energy grid maps

⋄ Acquisition of the H-bonding potential energy grid maps

• Acquisition of the globally optimized ligand structure

⋄ Acquisition of all molecular atomic coordinates

⋄ Acquisition of the partial atomic charges of the ligand atoms

4.3.2 Determination of the ligand connectivity

Starting from the molecular atomic coordinates, it is necessary an initial

phase in order to establish the molecular connectivity. For each of all couples

of the ligand atoms the interatomic distance is calculated and compared with

a series of predefined possible bond distances well known in literature.
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For the considered couple of atoms the absolute value of the difference

between their distance in the PDB file (dcalc) and the predefined distance

(dpredef) is calculated. If the result is lower than or equal to a predefined

threshold of 0.2Å, |dcalc − dpredef| ≤ 0.2Å, the covalent bond is recognized

and a label is assigned.

• Calculation of the triangular matrix containing the molecular inter-

atomic distances

• Calculation of the triangular matrix representing the molecular con-

nectivity:

⋄ flag = 0 no covalent bond between the two atoms

⋄ flag = 1 presence of covalent bond between the two atoms

4.3.3 Rotatable bonds detection

The aim of this function is the detection of the covalent single bonds around

which the ligand can internally rotate. For each of them the dihedral angle ϑ

between three successive chemical bond vectors, where the second is relevant

to the detected single bond, will be the variable that represents the free

rotation. Covalent bonds belonging to blocked structures are detected and

labelled.

• Detection of aliphatic and aromatic rings.

⋄ Dihedral angles relevant to chemical bonds belonging to cyclic

structures are always held constant, even if the conformational

transition between two conformations is allowed, as it happens,

e.g., on the transition between the conformers of cyclohexane.

• Detection and optimization of amide functional groups (-CONH-).

⋄ amide groups are detected by searching a carbonyl (C=O) group

where the C atom forms a single bond with the N atom of a NH

group, and by evaluating the covalent bond lengths.

⋄ in case an amide group is detected, the value of dihedral angle

(OCNH) is evaluated: the molecule is rotated around the internal

CN axis up to reach the planar trans conformation.
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⋄ in case a cyclic amide (lactam) is detected, the molecule is man-

tained in the planar cis conformation

⋄ once the optimal amide conformation is obtained, during the sub-

sequent ligand optimization phase each amide group is held fixed,

as in the subsequent molecular docking calculations.

• Detection of double (C = C, C = N) and triple (C ≡ C, C ≡ N) bonds.

⋄ Double and triple bonds are detected according to their charac-

teristic bond lengths: the rotation of the molecule around the CC

or CN axes is not allowed.

4.3.4 Calculation of the free ligand energy reference

Before the start of the run, the value of the input ligand conformation en-

ergy is recalculated by the present module. This value corresponds to the

minimum energy conformation found by the ’Ligand optimizer’ module (see

Section: 3.2). It will represent the reference value (ELunbound) for the cal-

culation of the ligand conformation energy variation when passing from the

unbound to the bound state (see Fig. 4.2).

Figure 4.2: Conformational change after ligand binding
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Each time the ligand conformation energy is to be calculated inside this

module, the used procedure is exactly the same used in the previous ’Ligand

optimizer’ module (see Section: 3.2): namely, same force field [15], same

energy contributions and same multiplying factors.

• Calculation of the ’1-n’ (with n > 3) electrostatic (Coulomb) poten-

tial energy contributions (with reference to the previously calculated

triangular matrix representing the molecular connectivity).

• Calculation of the ’1-n’ (with n > 3) van der Waals potential energy

contributions (with reference to the previously calculated triangular

matrix representing the molecular connectivity).

• Calculation of the ligand conformational energy EL:

EL = welEel(dkl) + wvdWEvdW(dkl) = (4.7)

= wel

D−3
∑

k=1

D
∑

l=k+3

Eel(dkl) + wvdW

D−3
∑

k=1

D
∑

l=k+3

EvdW(dkl)

where:

⋄ ’k’ is a ligand atom index

⋄ ’l’ is another ligand atom index

⋄ ’D’ is the total number of ligand atoms

⋄ ’wel = 0.1146’ is the multiplying factor of the electrostatic term

(see Section 4.1)

⋄ ’wvdW = 0.1485’ is the multiplying factor of the van der Waals

term (see Section 4.1)

4.3.5 Start of the run

The first step of each run consists of generating a random ligand

conformation-pose centred inside the docking box so that it will not over-

lap (clash) the protein atoms. The research of a conformation-pose without

clashes can represent the bottle-neck of the whole molecular docking calcu-

lation. This can happen whenever sizes and/or shape of the binding site
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are not suitable to host the ligand, e.g. when the site is too narrow for the

ligand. The use of the ’united-atom model’ (see Section 3.1) for the ligand

and for the receptor can contribute to partially speed up this step because

of the reduced steric hindrance.

• Generation of the initial ligand conformation. The new ligand confor-

mation is generated from the input conformation through a simulta-

neous variation of all the ’F’ dihedral angles:

ϑ1,j = ϑ0,j + δϑ0,j withj = 1, 2, ..., F (4.8)

where:

⋄ ’F’ is the total number of dihedral angles of the ligand, coincident

with its internal ’degrees of freedom’ total number

⋄ ’δϑ0,j’ is the dihedral angle variation, obtained by means of a

random number generator, so as that:

δϑ0,j ∈ [−180◦,+180◦] (4.9)

• Ligand placement into the docking box

⋄ calculation of the ligand geometric centre [cL,x, cL,y, cL,z]

⋄ calculation of the components of the
−→
T vector that joins the lig-

and geometric centre [cL,x, cL,y, cL,z] to the docking box geometric

centre [cB,x, cB,y, cB,z].

⋄ ligand roto-traslation into the docking box

− the translation is realized by the
−→
T vector

− the rotation is made at random

• Some useful checks are made:

⋄ Check on the sign of ∆EL

⋄ Check on ligand position

⋄ Check on intermolecular clashes

⋄ Check on the number of attempts

The above checks are explained in detail in Subsection 4.3.7.
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4.3.6 Docking energy calculation

Each time the docking energy (Edocking) is to be calculated, the fol-

lowing relation is used:

Edocking = ∆EL + ER-Linteraction
=

= ELbound
− ELunbound

+ ER-Linteraction
(4.10)

where:

⋄ ELbound
is the energy of the bound ligand conformation inside

the docking box; it is calculated as indicated in Subsection 4.3.4,

equation (4.7)

⋄ ELunbound
is the energy of the free ligand calculated one single

time before the start of all runs, as indicated in Subsection 4.3.4,

equation (4.7)

⋄ ER-Linteraction
is the ligand-receptor interaction energy for the con-

sidered conformation-pose, calculated as shown in the next Sec-

tion.

Interaction energy calculation

Each time the ligand-receptor interacion energy is to be calculated,

reference is made to the precalculated energy values in correspondence

with the ’j’ points of the grid (see Subsection 2.4.1).

Einteraction(j) = wel

M
∑

i=1

Eel(dij) + wvdW

M
∑

i=1

EvdW(dij) + (4.11)

+ wdesolv

M
∑

i=1

Edesolv(dij) + wH-bonding

M
∑

i=1

EH-bonding(dij)

where:

⋄ ’M’ is the total protein atoms number

⋄ ’i’ is the protein atom index

⋄ ’j’ is the index for the actual grid point
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⋄ ’wel’, ’wvdW ’, ’wH−bonding’, ’wdesolv’ are coefficients that come

from AutoDock 3.0 scoring function and that have been deter-

mined by linear regression analysis of complexes with known 3D-

structures and known binding free energies

welec = 0.1146

wvdW = 0.1485

whbond = 0.0656

wdesolv = 0.1711

As it is explained in the Section 4.1 , each potential energy term

is scaled through an appropriate multiplying factor in order to

assimilate the potential energy to the corresponding free energy

term.

The interaction energy value (ER-Linteraction
) to be used inside the dock-

ing energy expression (4.1) is calculated as the summation of the inter-

action energies between each ’g’ ligand atom and the receptor atoms.

ER-Linteraction
=

G
∑

g=1

ER-Linteraction,g
(4.12)

where:

⋄ ’g’ is the ligand atom index

⋄ ’G’ is the total number of ligand atoms

⋄ ’ER-Linteraction,g
’ is the interaction energy between the ’g’ ligand

atom and the receptor atoms

Three linear interpolation

Since no ligand atom will practically ever meet exactly any grid point

where the interaction energy has been precalculated, the ’three lin-

ear interpolation’ method [26] is used to calculate the intermediate

ER-Linteraction,g
energy value within the lattice points to which the pre-

calculated values Einteraction(j) correspond (see eq. 4.11).
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The grid is formed by a three-dimensional cubic lattice with constant

spacing (0.375Å is the default value): the energy value in any C(x,y,z)

point inside the cube is calculated starting from the eight corner points

that surround it (see Fig. 4.3). The result of three linear interpolation

is independent on the order of the interpolation steps along the three

axes: any order, for instance along y, then along z, and finally along

x, produces the same value.

Figure 4.3: Depiction of 3D interpolation

4.3.7 FSA - Fast simulated annealing algorithm

Here and in the next two subsections are the FSA algorithm sequence in-

structions.

Generation of the ’i+1’ conformation-pose during the cooling phase

The ’i+1’ conformation-pose of the ligand is generated from the ’i’ conformation-

pose by varying the dihedral angles related to the previously detected rotat-

able bonds and by varying the parameter values that define the rototransla-

tion inside the docking box.
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All the dihedral angles and all rototranslation parameters are changed si-

multaneously; their new values are generated at random, but within a pre-

established and temperature dependent range (see Subsection 4.3.9).

To effect the ligand rototranslation inside tha docking box it is used the

rototranslation operator:

Q = (q, p) (4.13)

formed by the couple:

• q = [s, x, y, z], which is the quaternion representing the rotation inside

the the docking box, where:

⋄ ’s’ is a scalar representing the rotation angle

⋄ ’x, y, z’ are the components of the vector (versor) by which the

rotation axis is identified

• p = [px, py, pz], which is the vector ∈ R3 representing the translation

inside the docking box

Quaternions [23] excel as a way of representing rotations of objects in three-

dimensional space. They are economical to work with, both in terms of

storage and computation; but more importantly they offer a clean conceptual

framework which allows several problems involving rotations to be easily

solved.

Some useful checks are made

• Ligand integrity check: for each ’i+1’ conformation generated dur-

ing the research of the minimum (in every cycle and in every run) a

check on the intramolecular ’d’ bond distances is carried out. If after

the numerous dihedral rotations an excessive error (from a ’numerical’

point of view) on any of the bond distances is introduced (|δd| > 10−3Å

in respect of the original bond distance), the actual ’i+1’ conformation

is rejected and a new ’i+1’ conformation is generated starting from the

’i’ conformation. This prevents the possible ligand fragmentation due

to the propagation of computational errors.
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• Check on the sign of ∆EL: to provide for the event that the opti-

mizer (see Section 3.2) hasn’t found the global minimum ligand con-

formation, the sign of:

∆EL = EL,i+1bound
− ELunbound

is evaluated in correspondence with each generated ’i+1’ ligand con-

formation. In case of negative sign, the calculation is stopped and the

procedure restarts from the beginning (run 1, cycle 1), by using as a

new reference value for the unbound ligand the value EL,i+1bound
of the

just found ligand conformation.

That event, though remote, may happen since a stochastic (not a sys-

tematic) search algorithm (Fast Simulated Annealing) has been imple-

mented in the ’Ligand optimizer’ module (see Section 3.2).

The introduction of this check on the ∆EL makes the present module

a kind of ’additional optimizer’ of the ligand conformation, but not

’substitutive’ of the module ’Ligand optimizer’.

In order to reduce the risk of a restart of the molecular docking cal-

culation from the beginning (even several times), it is convenient to

spend more time in the preliminary optimization of the ligand.

• Check on ligand position: all the ligand atoms of the new generated

conformation-pose have to be within the docking box limits; in the

contrary case, the actual conformation-pose is rejected and a new one

is generated.

• Check on intermolecular clashes: the distance between each ligand

atom and each receptor atom must be longer than or equal to the sum

of the van der Waals radii relevant to the considered couple of atoms;

in the contrary case, the actual conformation-pose is rejected and a

new one is generated.

• Check on the number of attempts: to avoid that the program goes

on and on searching a reliable conformation-pose, there is a thresh-

old on the maximum number of attempts to be effected. In case the

number of attempts overcomes the prefixed threshold of 2 · 105, the

calculation is interrupted and an error message is printed.



4.3. TECHNICAL PROCEDURE 71

Calculation of Edocking

The docking energy Edocking associated to the ’i+1’ conformation-pose is

then calculated (see Section 4.1).

4.3.8 FSA - Metropolis criterion

The ’i+1’ conformation-pose is accepted or rejected according to the ’Metropo-

lis criterion’:

• if Edocking < 0 ⇒ the new conformation-pose is accepted. A new

conformation-pose is generated from the last one and the actual tem-

perature is reduced by the quantity ’∆T’ (cooling rate)

• if Edocking > 0 ⇒ the new conformation-pose is accepted with a prob-

ability defined by the following equation:

Pacceptance =
Pi+1

Pi
=

=
exp(−βEdocking,i+1)

Z

exp(−βEdocking,i)
Z

=

=
exp(−βEdocking,i+1)

exp(−βEdocking,i)
=

= exp(−β(Edocking,i+1 − Edocking,i)) =

= exp(−β∆Edocking)

where:

⋄ Pi+1 and Pi are the probabilities of the ’i+1’ and ’i’ conformation-

poses according to the Boltzmann distribution

⋄ β is equal to 1/kT, where k is the Boltzmann constant and T is

the absolute temperature

⋄ Z is the partition function of the system
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A random number ’r’ is therefore generated in the range [0,1]:

⊲ if 0 ≤ r ≤ Pacceptance

→ the ’i+1’ ligand conformation-pose is accepted

→ the temperature is reduced by the quantity ∆T

→ a new ligand conformation-pose is generated starting from

the conformation-pose just accepted

⊲ if Pacceptance < r ≤ 1

→ the ’i+1’ ligand conformation-pose is rejected

→ the temperature remains unchanged

→ a new ligand conformation-pose is generated starting from

the previous ’i’ conformation-pose

4.3.9 FSA - Acceptance ratio method

This module includes an acceptance ratio method for an optimal control of

the ligand conformation-pose generation: the control is active inside each

cycle during the whole cooling phase, from the initial temperature Ti to the

final temperature Tf .

• Each new ’i+1’ conformation is generated from the previously accepted

’i’ conformation, through a simultaneous variation of all the dihedral

angles ’j’:

ϑi+1,j = ϑi,j + δϑi,j withj = 1, 2, ..., F (4.14)

where:

⋄ ’F’ is the total number of dihedral angles of the ligand, coincident

with its internal ’degrees of freedom’ total number

⋄ ’δϑi,j’ is the dihedral angle variation, obtained by means of a

random number generator, so as that:

δϑi,j ∈ [−γ,+γ] (4.15)

where ’γ’ can assume values between +30 ◦ and +2 ◦, with a step

variation of ±4 ◦, established as follows: inside each cooling cycle,
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blocks of 500 new conformations are considered and is calculated

the ratio:

ar =
accepted

500
(4.16)

where ’accepted ’ stands for the number of accepted conformation-

poses according to the above mentioned Metropolis criterion. The

γ value is so changed as follows:

⊲ if ar < 0.45 ⇒ the actual γ value is reduced by 4 ◦

(γ →γ - 4 ◦)

⊲ if ar > 0.55 ⇒ the actual γ value is increased by 4 ◦

(γ →γ + 4 ◦)

By doing so, it is possible to calibrate how to generate the lig-

and conformation-poses while searching the global minimum

docking energy.

• The acceptance ratio method is also applied to the generation of poses:

likewise the control on the range of the dihedral angle variations, the

rototranslation too is modulated according to the temperature during

the whole cooling phase.

The widths of the ranges within which are generated all parameters

that define the rototranslation (see eq. 4.13) will vary according to the

’ar’ value (eq. 4.16).

4.3.10 Execution of all runs and cycles

The program goes on executing the runs and cycles selected by the user, by

means of two nested cycles on:

⋄ number of runs

⋄ number of cycles

up to the completion of the last cycle of the last run.

• Each run starts from a different ligand conformation-pose, generated

through a random variation of the input structure, as described in

Section 4.3.5. All cycles of the same run start from the same initial

ligand conformation-pose.
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• During the whole calculation, a temporary file containing the best

ligand conformation-pose (PDB format) updated in real time is gen-

erated.

• To bring back the ligand from the grid to the receptor (PDB original

file), an inverse rototranslation is effected in comparison to that of the

module that generated the docking box (see Section 2.3): the docking

box is built by the module ’Docking box generator’ so that to obtain

both a corner in the origin of the reference system and three edges

along the x,y,z axes.

• Eventually, the file (PDB format) containing the best docked ligand

structure (see Fig. 4.4) among all those generated in each cycle inside

each run is printed on standard output (see Fig. 4.5).

In the first three rows of the output file are respectively printed:

⋄ the calculated docking energy Edocking / [kcal/mol]

⋄ the ligand-receptor interaction energy ER-Linteraction
/ [kcal/mol]

⋄ the ligand conformational energy variation ∆EL / [kcal/mol]

The output of the molecular docking calculation is intentionally syn-

thetic so that it will occupy the minimum space on the disk, be-

cause this module is thought for the virtual high throughput screening

(VHTS) of large ligand libraries.

4.4 Tests and discussion

The ’Semi flexible molecular docking’ module, like the other modules for

the receptor preparation and the ligand preparation were tested with a high

number of ligand-receptor complexes, of which both the 3D-structures and

the experimental dissociation constants are known.

Molecular docking calculations were performed at the same time with

other molecular docking softwares (by using default parameters), such as

AutoDock [3] and DOCK [27]. In Appendix 1 are shown the docking

energy values obtained in correspondence with 59 diverse complexes in a

test set.
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Figure 4.4: Docked ligand in the binding site

The same type of correlation between experimentally measured disso-

ciation constant (Kd,exp) and calculated dissociation constant (Kd,calc) is

obtained.

There is no evidence of substantial improvements in the calculation of

the binding affinity. I expected this result, because, to a first approximation

the AutoDock 3.0 scoring function coefficients were inserted in the scoring

function of the present module. Having used a different approach to calculate

the docking energy, it is now necessary to recalculate the coefficient values

with a new linear regression analysis of complexes with known 3D-structures

and known inhibiton constants.
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Figure 4.5: Example of an output file generated by the molecular docking module



Chapter 5

Applications

5.1 RAS: in silico study of a new class of Ras

protein inhibitors

5.1.1 Introduction

Ras, a key member in the super-family of small GTPases, is an essential

component of signal transduction pathways that regulate cell growth, pro-

liferation, differentiation and apoptosis [28][29]. Ras has been the subject

of many pharmaceutical, genetic and biochemical studies [33] [34]. Among

the many results, it was found that the proto-oncogene that codes for Ras

is mutated in about 20-30% of human tumours [32]. Operating as molecular

switches, Ras GTPases, assisted by guanine exchange factors (GEFs), un-

dergo nucleotide exchange, allowing them to rapidly cycle from the inactive

GDP bound state to the activated GTP bound state. The active Ras, aided

by GTPase activating proteins (GAPs), hydrolyses the bound GTP to GDP

and returns to the inactive GDP bound state [30]. Alteration of this deac-

tivating reaction is a common biochemical defect associated with oncogenic

Ras mutants [31]. Oncogenic Ras mutants exhibit decreased hydrolytic ef-

ficiency due to reduced affinities towards GAP proteins. Identifying small

drug molecules that selectively interact with oncogenic Ras proteins and in-

hibit constitutive Ras activation is a challenging and a still largely unsolved

task.

77
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Figure 5.1: ’Compound 1’ to be docked to Ras-GDP complex

To address this issue, many efforts were made to synthesize a new class of

Ras protein inhibitors[38], composed of a sugar moiety or a linear spacer to

which aromatic pharmacophore groups are covalently linked. These small or-

ganic molecules (whose MW ranges from 300 to 500 Da) bind to HRas-GDP

with micromolar affinity and inhibit GEF-Ras interaction thereby preventing

guanine nucleotide exchange [39].

The molecule ’compound 1’ resulted to be experimentally the most promis-

ing because of its physical and chemical properties (see Figure 5.1): it was

tailored specifically to overcome the insolubility issue associated with previ-

ously developed H-Ras inhibitors.

This work was concerned with the rationalisation of the binding modes of

this and other compounds: combined techniques such as molecular dynamics

and molecular docking were used to study the Ras protein inhibitors mecha-

nism, taking into consideration also the ’induced fit’ and the effect of solvent

molecules [38] [39].

Despite the breadth of this study, here are reported only the descriptions

on how the developed molecular docking modules (see Chapter 2, 3, 4) were

here applied, besides a comparison with the software AutoDock 4.0.
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Figure 5.2: 15N HSQC graph of H − Ras − GDP complex of compound 1

5.1.2 Methods and results

Receptor preparation

• Hydrogens addition: the X-ray structure of the human Ras-GDP

complex (PDB code: 4q21) was obtained from the Protein Data Bank

and was protonated by using the module ’Add hydrogens tool’ (see

Section 2.1): polar hydrogens only were added (’united atom model’),

having selected pH=7.

• Binding site identification: no structure of an inhibitor bound Ras-

GDP complex is actually available. The only experimental information

come from 15N-edited HSQC experiments [39] that allowed delineation

of the Ras-ligand binding interface (see Figure 5.2).

The ’Receptorial site finder’ module (see Section: 2.2) was applied to

identify the putative protein binding sites. The cavity in close prox-

imity to the ’Switch II’ region (D57-E76), ’site 1’ (see Figure: 5.3),

was chosen to perform molecular docking calculations, because it was

in accord with the results of the 15N HSQC experiments [39].

• Docking box generation: the ’Docking box generator’ module (see
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Figure 5.3: Cavities found by the ’Receptorial site finder’ module on the Ras

surface

Section: 2.3) was applied to build the docking box centred on ’site 1’

(C ≡ (63.6, 80.7, 35.4)). Its dimensions were set to: 12.75x12.75x23.25

Å3 (see Figure: 5.4).

• Potential energy grids maps generation: the ’Potential energy

grids calculator’ module was applied to pre-calculate the 18 potential

energy grid maps (see Section: 2.4). Grid spacing was set equal to

0.375 Å.

Ligand preparation

• Ligand local optimization: compound 1 was locally optimized by

molecular mechanics, using the MMFF94 force field [35], since the ini-

tial ligand conformation should be realistic from a physical and chem-

ical point of view (bond lengths and bond angles are to be correct as

they are held fixed during the subsequent calculations). The model

with only ’polar and aromatic’ hydrogen atoms was used.

• Ligand global optimization: the ’Ligand optimizer’ module (see

Section: 3.2) was applied to compound 1 to perform a global opti-

mization in the subspace of torsional degrees of freedom.
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Figure 5.4: Docking box centred on ’site 1’, generated by the ’Docking box gen-

erator’ module

Molecular docking simulation

The ’Semi flexible molecular docking’ module (see Section: 4.1) was used to

dock compound 1 to Ras-GDP complex: the torsional degrees of freedom of

the ligand were explicitly considered, whereas the protein structure was kept

frozen to X-ray atomic coordinates. The search for best conformation-pose

was carried out using the Fast Simulated Annealing algorithm, using the

following parameters:

⋄ Number of runs: 50

⋄ Number of cooling cycles: 5

⋄ Initial temperature: 2000 K

⋄ Final temperature: 5 K

⋄ Cooling rate: 0.5 K

The best conformation-pose of the compound 1 was singled out (see Fig-

ure 5.5) having a docking energy equal to: Edocking = -9.2 kcal/mol, with

a conformational energy variation when passing from unbound to docked

equal to: ∆Edocking = +1.07 kcal/mol.



82 CHAPTER 5. APPLICATIONS

Figure 5.5: Compound 1 (on the left) docked to Ras-GDP complex, as a result of

the calculation performed with the ’Semi flexible molecular docking’ module (see

Chapter 4)

Semi-flexible molecular docking calculations were also performed with

the software AutoDock 4.0 starting from the same initial globally optimized

conformation of the ligand, and by using exactly the same parameters to

build the grid and the docking box. The search for best conformation-poses

was carried out using a Lamarckian Genetic Algorithm (LGA), and using

the following parameters:

⋄ Number of runs: 100

⋄ Population size: 200

⋄ maximum number of evaluations: 3500000

Best poses from each run were clustered using an RMSD tolerance of 2.0 Å

(see Figure 5.6)

The best conformation-pose of the first cluster has a docking energy equal

to: Edocking = -6.41 kcal/mol.

Although the docking energy values obtained by the two algorithm are

different, -9.2 kcal/mol and -6.41 kcal/mol respectively, two similar results

(see Figure 5.7) were obtained in respect of the prediction of the best

conformation-poses (RMSD = 1.1 Å).

The best AutoDock 4.0 conformation-pose of the second cluster has a

docking energy equal to: Edocking = -5.91 kcal/mol and has a RMSD = 7.71

Å relative to the best conformation-pose of the first cluster (see Figure 5.8).
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Figure 5.6: Clustering histogram AutoDock output: it is the result of 100 runs,

using an RMSD tolerance of 2.0 Å
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Figure 5.7: Convergency of the results: green for the first AutoDock conformation-

pose, orange for the output of the ’Semi flexible molecular docking’ module

Figure 5.8: The best first (green) and second (red) AutoDock clusters

conformation-poses
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The same molecular docking calculations (with AutoDock 4.0) were also

performed starting from an initial ligand conformation that was not globally

optimized in the torsional subspace. The result was an inversion in the order

of the best conformation-poses of the first two clusters.

This is a confirmation of the necessity to have a unique procedure for

the ligand preparation, as I maintain in Chapter 3: independently on the

procedure that I proposed, it should be avoided that the results will depend

on the choice of the user.

Since the docking energy difference between the two conformation-poses

obtained by AutoDock is low, about 0.5 kcal/mol, in the prosecution of the

research both of them were considered as potentially reliable and were used

as starting point for molecular dynamics simulations in explicit solvent [39].

The most representative protein site conformations were selected and used

for structural analysis (see Figure 5.9).
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Figure 5.9: Contact maps and 3D representations of the two most representative

lowest-energy protein-ligand complexes, as obtained from MD calculations starting

from the best docking results of compound 1.
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5.2 Virtual Protein Engineering: construction

and ranking of a protein mutants library

5.2.1 Introduction

The research aims at a transposition in silico of the methodology used in

similar researches cunducted in biochemical laboratories. In particular, ref-

erence is made to the work appeared in 2004: ”Production of a fully func-

tional, permuted single-chain penicillin G acylase” [36].

PGA is an industrially important enzyme used to produce 6-aminopenicillanic

acid (6-APA) from penicillin G during the manufacturing of semisynthetic

antibiotics. Crystal structures of PGA are known for the dimeric and substrate-

bound forms of the enzyme (Duggleby et al. 1995; Done et al. 1998; Alkema

et al. 2000; Hewitt et al. 2000; McVey et al. 2001).

The object of this work was to attempt the construction of a single-chain

PGA by joining the α and β-subunits with a short peptide and generating

new N and C termini: if functional, this polypeptide arrangement would no

longer depend on autoproteolytic processing.

This idea can be realized since the structure of dimeric PGA (Duggleby

et al. 1995) shows that the C terminus of the β-subunit is nearby the N

terminus of the α-subunit.

The present work deals with the GA protein: ’glutaryl 7-aminocephalosporanic

acid acylase’ (PDB code: ’1jvz’), that catalyzes the hydrolysis of ’glutaryl 7-

aminocephalosporanic acid’ to give ’7-aminocephalosporanic acid’ and ’glu-

taric acid’.

The first step consists of analysing the three-dimensional structure of

the crystal and choosing the precise points on the α and β chains to make

a junction by means of a short peptide the length of which to be defined.

Once a single-chain reference structure is generated and a refinement has

been made, many other mutant structures are to be produced by varying at

random the linker residues, so called ’β-linker-α’.

Subsequently, the effects on the binding affinity have to be evaluated: a

selection will sort out the β-linker-α structures having the best affinity to

the reagent and the lower affinity to the products. This is made to favour

the reaction catalyzed by the permuted enzyme.
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5.2.2 Methods

An ad hoc tool was written to run the various molecular docking software

modules. The work was done according to the following summarized proce-

dure.

Construction and refinement of the single-chain structure

The starting point of the whole work has been the analysis of the crystal

structure of the wild type GA protein (PDB code: 1jvz). It is formed by

two subunits, respectively formed by 152 residues (α) and 520 residues (β)

and it is in complex with the ligand: ’glutaryl 7-amino cephalosporanic acid’

(CEN) (see Fig: 5.10)

Figure 5.10: Reagent: glutaryl 7-aminocephalosporanic acid

To obtain a highly reliable reference structure, it was performed an ini-

tial refinement of the three-dimensional structure by means of a short (5.0

ns) explicit solvent molecular dynamics simulation in the NPT ensemble at

293.15 K, followed by the minimization of the most stable conformations. All

optimizations and the MD simulation were performed using the GROMOS96

force field [43], as included in version 3.3.3 of the GROMACS package.

An accurate structural analysis of the reference conformation was made

in the region where the N terminal of α-chain and C terminal of β-chain are

located.
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On the basis of the reference work [36], I decided to attempt the construc-

tion of the single chain by removing some residues of the two subunits and

by joining the new C and N termini with a tetra-peptide linker; I proceeded

through the following steps by using the software MOE:

⋄ removal of the (-688-689) C-terminal residues of the β-chain

⋄ removal of the (7-8-9-10-11-12-13-14-15-16-17-) N-terminal residues of

the α-chain. Note: the PDB file does not include the residues from 1

to 6 of the α-chain.

The distance between the ends of the two chains to be connected is

now about 6.5 Å

⋄ generation of a first tetrapeptide formed by the N,E,G and M residues.

⋄ connection of the two β and α chains: ”β-chain-[linker]-α-chain” (see

Figure 5.11), i.e:

N-terminal-...-...-F687-[N688-E689-G690-M691]-N18-...-...-C-terminal

⋄ progressive renumeration of the residues of the just generated single

chain

Generation of the docking box

The module ’Receptorial site finder’ (see Section 2.2) has been applied to the

single-chain reference structure to identify the coordinates of the centre of the

binding-site. By means of the ’Docking box generator’ module (see Section

2.3), the parameters to generate the docking box have been calculated (the

box dimension was set to 21x21x21 Å3). The same parameters are used

for all the library mutants on which molecular docking calculations will be

performed.

Preparation of the ligands: reagent and products

The files of the three ligands to be docked:

⋄ glutaryl 7-aminocephalosporanic acid [CEN] (the reagent)



90 CHAPTER 5. APPLICATIONS

Figure 5.11: α-chain (green) connected to β-chain (blue) with -NEGM- linker. In

red are the removed residues.

⋄ 7-aminocephalosporanic acid [7-ACA] (product 1)

⋄ glutaric acid (product 2)

were prepared according to the procedure described in Chapter 3.

Generation of the mutants library

Considering the 20 natural aminoacids, the total number of possible tetrapep-

tides that can be generated is 204.

Among all these, a group of 1405 tetrapeptides were chosen at random

to generate the correspondent mutant models of the single-chain. To create

them, the MODELLER (version 8.1) software package [40] [41] was used

with default input parameters.

Hydrogen atoms were added (see Section 2.1) to each β-linker-α model

and the ’potential energy grids maps’ were calculated (see Section 2.4) for

each of them.
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Docking of the reagent

By means of the ’Semi flexible molecular docking’ module (see Chapter 4),

the reagent molecular docking simulations were effected on all the 1405 mu-

tant structures.

The results are shown in Appendix 2-A: for each β-linker-α model the

correspondent docking energy is indicated; rows are ordered by increasing

docking energy.

Docking of the products

The best 500 mutant models were chosen among the 1405 previously selected.

By means of the ’Semi flexible molecular docking’ module (see Chapter 4),

the products of the reaction too were docked on these 500 mutant mod-

els. The results are shown in Appendix 2-B, where are listed the docking

energies of the reagent and of the two products for each β-linker-α structure.

Ranking of β-linker-α structures

To select the β-linker-α structures with the best affinity towards the reagent

and, at the same time, the lower affinity towards the products, the 500

models were ordered maximizing the function:

f = (−)Ed,reagent + Ed,product 1 + Ed,product 2

In Table 5.1 are listed the best β-linker-α structures with the corresponding

’f’ values, ordered according to decreasing values of the f.
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The best five β-linker-α structures of Table 5.1 were selected for which

both the reagent (see Figure 5.12) and the products poses in the binding site

are consistent with the orientation of the reagent in wild-type enzyme:

⋄ NPLR

⋄ NPRR

⋄ PALL

⋄ NDVA

⋄ DEAA

Finally, on the best five structures further molecular dynamics calculations

were made, in order to evaluate the protein thermal stability and possible

local rearrengements both at the binding site level and in the linker region.

Figure 5.12: Docked reagent (CEN) on the best β-linker-α (NPLR)
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5.2.3 Conclusions

To face the virtual protein engineering problem described in this section,

all the developed molecular docking software modules (see Chapter 2,3,4)

were used, besides some additional tools created ad hoc to run the various

programs.

The virtual screening of a protein mutants library represents the inverse

of the traditional molecular docking problem, in as much as, in this case,

the best mutant for a fixed ligand is searched.

The models utilized to calculate the binding affinities variations due to

the introduction of a β-linker-α are very simplified in respect of the real case.

Nevertheless it has been possible to screen a reduced library, but however

important, in respect of the total number of possible combinations (204).

Any other higher level computational method would have been too much

expensive from the point of view of the long computational time. A more

refined treatment was given only to a small number of β-linker-α structures,

namely to those resulted from the first phase of screening. Therefore, the

combination of the two techniques in a protocol where docking is used for

the fast screening of large libraries and MD simulations are then applied to

explore conformations of the final complexes is a logical approach [42] to

improve the protein engineering process.
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β-linker-α structure ’f ’ value / (kcal/mol)

QDGK -0.92

NPLR -0.99 *

NPRG -1.4

NPRR -1.49 *

PALL -1.51 *

NDVA -1.58 *

AGSM -1.69

DEAA -1.69 *

RDRM -1.78

RAQR -1.87

AEQV -1.91

QGQG -1.92

PEVL -1.93

AARA -1.93

GDVR -1.93

ADAK -1.95

QDSS -1.97

NEGS -1.98

AAGG -2.00

PDSS -2.06

GDQD -2.06

PGSD -2.06

PPRD -2.07

AEER -2.08

PGLD -2.09

... ...

... ...

Table 5.1: Top of the list of the 500 β-linker-α structures ordered according to

decreasing values of the ’f’ function
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Conclusions

Research and development of a drug is a long and very expensive process at

high risk of failure. In silico techniques, such as virtual screening or rational

drug design, are now routinely used to guide drug discovery. Thanks to the

recent increase of performance computing systems, the first three steps of

the drug development process have been supported by techniques that al-

low virtual experiments to accelerate the process of lead identification and

optimization: ’Computer-Aided Drug Design’ (CADD) has an increasingly

important role in simulating drug-receptor interactions. While HTS iden-

tifies lead molecules by performing individual biochemical assays with over

millions of real compounds, the more recent vHTS, that is a computational

screening method, reduces false positives in HTS so lowering both costs and

time in drug discovery.

Protein-ligand docking aims to predict and rank the structures arising

from the association between a given ligand and a target protein of known

3D-structure. Despite the breathtaking advances in the field over the last

decades and the widespread application of docking methods, several down-

sides still exist. Scoring functions normally used in docking programs make a

number of simplifications and assumptions to allow a more computationally

efficient evaluation of ligand affinity, but naturally at the cost of accuracy.

Moreover, the molecular docking suffers from the problem of instability. In

addition to the scoring problem, a number of other aspects bring additional

complexity to the resolution of the general docking problem. The solvent

95
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effect and the direct participation of water molecules in protein-ligand in-

teractions, the limited resolutions of most crystallographic targets, and of

course, protein flexibility, both in terms of intrinsic structural flexibility and

in terms of conformational alterations upon ligand binding, are some of the

most relevant ones. I contributed to develop (in C++ programming lan-

guage) a new molecular docking software (’Semi-flexible model’) to be used

for vHTS: my reference point was software AutoDock 3.0, about which the

way the ligand is treated is to my opinion criticizable. I therefore intro-

duced some changes that have substantially modified the physical model of

the problem, such as a modified scoring function, an univocal criterion to

calculate the ligand conformational variation energy and a Fast Simulated

Annealing (FSA) algorithm including an acceptance ratio method for an

optimal control of the ligand conformation-pose generation. A number of

checks are performed during the execution of the program.

To a first approximation, the AutoDock 3.0 scoring function coefficients

were inserted in the scoring function of the semi-flexible molecular docking

module. Having used a different approach to calculate the docking energy,

to recalculate the coefficient values with a new linear regression analysis of

complexes with known 3D-structures and known inhibiton constants is now

necessary.

The developed software has already been applied to the study of various

real problems in the field of drug discovery, to study a new class of oncogenic

Ras protein inhibitors, and of Virtual Protein Engineering, to design a mod-

ified industrially important enzyme used to better catalyze the hydrolysis

of ’glutaryl 7-aminocephalosporanic acid’ to give ’7-aminocephalosporanic

acid’ and ’glutaric acid’.

In consideration of the high number of fields in which molecular docking

softwares can be applied, it is worth while to invest to further ameliorate

their performances. Progress can be achieved trying to enhance both the

chemical-physical model of the complex problem, and the optimization of

the algorithms.
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Appendix 1

PDB Complex Dock:  
Ed   /[kcal/mol]

SF D. module:  
Ed   /[kcal/mol]

AutoDock:  
Ed   /[kcal/mol]

1ABE ­10.46 ­8.68 ­5.92

1ABF ­10.4 ­8.69 ­6.64

1AOE ­10.05 ­10.71 ­7.56

1BYG ­14.1 ­16.88 ­8.63

1C5C ­15.04 ­8.88 ­10.34

1CBX ­22.65 ­14.82 ­12.3

1COM ­12.56 ­7.08 ­7.21

1CPS ­13.74 ­15.34 ­9.67

1DBB ­10.62 ­11.79 ­9.05

1DBJ ­11.43 ­13.17 ­9.21

1DG5 ­10.08 ­13.17 ­6.48

1DID ­9.49 ­13.61 ­5.11

1DOG ­12.6 ­11.49 ­7.44

1DR1 ­11.65 ­11.31 ­6.74

1EBG ­23.91 ­10.79 ­20.13

1FLR ­12.76 ­11.39 ­9.93

1HDC ­11.3 ­9.89 ­9.36

1IMB ­18.83 ­13.41 ­5.62

1LDM ­6.23 ­4.5 ­5.24

1MDR ­8.94 ­10.8 ­11.25

1MRK ­11.53 ­11.3 ­7.3

1PDZ ­11.92 ­8.42 ­7.4

1RNT ­10.72 ­10.62 ­5.75

1TNG ­8.68 ­8.23 ­6.03

1TNH ­8.48 ­7.18 ­5.68

1TNI ­9.44 ­11.73 ­6.22

1TNL ­7.32 ­8.97 ­6.1

1ULB ­8.15 ­6.99 ­5.35



2AK3 ­15.23 ­9.08 ­7.5

2CMD ­20.9 ­7.74 ­8.19

2CPP ­7.12 ­9.09 ­6.48

2CTC ­13.49 ­9.43 ­9.46

2DBL ­12.74 ­11.81 ­10.35

2GBP ­11.84 ­7.53 ­7.24

2H4N ­15.88 ­8.12 ­5.05

2MCP ­7.82 ­6.87 ­3.79

2PHH ­7.83 ­8.03 ­5.74

2PK4 ­6.67 ­11.26 ­6.55

2TMN ­13.19 ­9.8 ­5.79

2YPI ­11.41 ­5.24 ­4.65

3GPB ­13.37 ­10.88 ­5.47

5ABP ­11.47 ­9.39 ­7

5CPP ­8.28 ­8.53 ­7.05

6RNT ­8.77 ­10.53 ­4.13

7TIM ­11.87 ­6.78 ­4.93

1CKP ­9.16 ­11.67 ­3.72

1OKL ­12.35 ­10.03 ­6.49

1PHG ­5.14 ­14.11 ­8.06

1FOR ­13.79 ­15.75 ­10.39

1FOS ­13.24 ­15.18 ­8.8

1FKI ­11.33 ­11.57 ­9.55

1LAH ­15.76 ­10.12 ­9.19

1QPE ­11.11 ­12.72 ­7.07

1YDR ­11.49 ­15.32 ­8.17

2CHT ­6.23 ­8.39 ­6.26

2PCP ­9.56 ­11.82 ­4.41

1ACO ­27.14 ­11.99 ­11.98

1HYT ­11.24 ­12.16 ­11.16

1SNC ­24.83 ­11.45 ­14.1



Appendix 2­A

Docking of the reagent: Glutaryl  7­aminocephalosporanic  acid
  to: 1405    “B­linker­A” structures

Column 1: B­linker­A structure 
Column 2: Docking energy (Ed)

Note: rows are ordered by increasing  docking energy (Ed)

B­linker­A structure Ed / (kcal/mol)
NPLR ­10.27
DPRG ­10.19
NPRR ­10.13
RGLA ­10.04
PDSS ­10.03
QDSS ­10.02
GGAV ­9.95
PALL ­9.9
EPED ­9.86
RAGG ­9.81
QDGK ­9.81
DAQK ­9.76
AARV ­9.76
DEVL ­9.73
RPAR ­9.72
EERR ­9.72
DEAA ­9.7
PEAK ­9.69
PPSD ­9.67
PEVR ­9.65
RAQR ­9.65
QGQG ­9.64
DALM ­9.64
QEGL ­9.62
GGVS ­9.62
GPED ­9.61
RDAV ­9.61
GARS ­9.6
DGQK ­9.6
NGAD ­9.59
EDRA ­9.57























Appendix 2­B

   Docking to the 500  “B­linker­A” structures showing the best binding affinity 
   towards the reagent.

   Column 1: B­linker­A structure
   Column 2: Docking energy of the reagent:     glutaryl 7aminocephalosporanic acid
   Column 3: Docking energy of product 1:       7­aminocephalosporanico acid
   Column 4: Docking energy of product 2:       glutaric acid 

   Note: rows are in alphabetical order 

B­linker­A
structure 

Ed(reagent)
 /(kcal/mol)

Ed(product 1) 
/(kcal/mol)

Ed (product 2) 
/(kcal/mol)

AAAD ­8.68 ­9.14 ­2.9
AAGG ­9.4 ­8.69 ­2.71
AAGM ­9.01 ­8.83 ­3.24
AARA ­8.77 ­8 ­2.7
AARD ­8.61 ­9.2 ­2.76
AARV ­9.76 ­9.53 ­2.8
AASS ­9.06 ­8.65 ­2.82
AASV ­9.18 ­8.93 ­3.15
AAVL ­9.13 ­9.11 ­3.93
ADAA ­8.79 ­9.62 ­3.68
ADAK ­9.02 ­8.11 ­2.86
ADAL ­9.14 ­9.15 ­2.84
ADGV ­8.7 ­9.22 ­4.32
ADLK ­9.42 ­8.94 ­3.36
ADLL ­8.79 ­9.06 ­2.99
ADQS ­8.91 ­9.08 ­2.83
ADRG ­8.89 ­8.84 ­3.36
ADSA ­8.76 ­8.63 ­3.44
ADSV ­8.59 ­8.17 ­3.35
ADVG ­8.85 ­8.85 ­2.86
ADVV ­8.69 ­9.22 ­2.86
AEAL ­8.84 ­8.51 ­2.86
AEAM ­8.86 ­9.5 ­2.95
AEAS ­8.71 ­9.35 ­3.89
AEEA ­9.04 ­9.39 ­2.84
AEER ­8.9 ­8.22 ­2.76
AEGS ­9.02 ­9.04 ­3.49



AELD ­9.08 ­8.69 ­2.94
AEQK ­8.73 ­8.97 ­2.89
AEQV ­9.12 ­8.2 ­2.84
AERA ­8.86 ­8.98 ­2.94
AERM ­8.8 ­8.73 ­3.79
AESL ­8.82 ­9.06 ­2.66
AEVA ­9.02 ­8.94 ­2.87
AEVG ­8.72 ­8.98 ­3.37
AEVM ­8.94 ­9.26 ­2.9
AEVV ­9.04 ­8.63 ­2.56
AGAR ­9.22 ­8.97 ­3.2
AGQK ­8.75 ­8.93 ­3.28
AGQS ­8.72 ­9.32 ­3.15
AGRD ­8.77 ­9.03 ­3.04
AGRV ­8.64 ­8.05 ­3.01
AGSM ­8.84 ­7.62 ­2.91
AGVA ­8.7 ­9.27 ­2.87
APAA ­8.8 ­8.72 ­2.93
APAV ­8.61 ­8.03 ­2.85
APGA ­8.99 ­8.88 ­3.5
APGK ­8.58 ­9.27 ­2.72
APGV ­9.08 ­9.34 ­2.72
APLK ­9.03 ­8.48 ­3.09
APLR ­8.58 ­9.26 ­3.39
APQL ­9.07 ­8.79 ­3.86
DAED ­8.99 ­9.01 ­2.9
DAGG ­8.68 ­9.5 ­3.21
DALG ­8.58 ­8.72 ­3.72
DALM ­9.64 ­9.04 ­3.24
DAQK ­9.76 ­9.25 ­3.69
DAQM ­9.28 ­8.62 ­3.37
DARG ­8.72 ­8.66 ­2.99
DARV ­9.12 ­9.63 ­3.32
DASD ­8.73 ­9.19 ­2.88
DASK ­8.93 ­9.54 ­3.57
DAVV ­8.78 ­9.12 ­3.44
DDAL ­8.62 ­9.26 ­2.77
DDLA ­8.89 ­8.35 ­3.84
DDLD ­8.88 ­8.79 ­2.66
DDLR ­8.83 ­9.16 ­2.94
DDRL ­8.6 ­9.12 ­3.04
DDRM ­8.81 ­8.96 ­3.13
DDSA ­9.09 ­8.83 ­2.86
DDSK ­8.7 ­8.8 ­2.78
DDSM ­8.61 ­8.78 ­2.98
DDSR ­8.62 ­7.67 ­3.07



DDVD ­8.68 ­8.94 ­2.78
DEAA ­9.7 ­8.85 ­2.54
DEEG ­8.81 ­8.97 ­2.77
DEEK ­8.66 ­9.21 ­2.73
DEEM ­8.62 ­9.98 ­3.23
DEGM ­8.64 ­8.92 ­3.21
DEGS ­8.63 ­8.53 ­2.65
DELA ­9.07 ­8.14 ­3.36
DELG ­9 ­8.66 ­2.98
DELL ­8.83 ­8.6 ­2.7
DELM ­8.83 ­9.07 ­3.36
DEQG ­8.87 ­9.15 ­3.37
DEQK ­8.64 ­8.91 ­3.43
DEQS ­9.42 ­9.04 ­2.79
DERA ­8.85 ­9.27 ­3.04
DERV ­8.91 ­8.78 ­2.76
DESK ­9.15 ­8.44 ­3.02
DESM ­9.18 ­8.83 ­3.18
DEVL ­9.73 ­9.04 ­3.89
DEVV ­9.22 ­8.71 ­3.01
DGAK ­8.66 ­9.14 ­3.04
DGGK ­8.6 ­9.22 ­3
DGQA ­8.65 ­8.27 ­3.28
DGQG ­8.94 ­9.51 ­3.03
DGQK ­9.6 ­8.96 ­4.46
DGSG ­8.55 ­8.88 ­2.72
DGVM ­9.05 ­9.22 ­2.93
DPAG ­9.46 ­9.21 ­2.68
DPAK ­8.66 ­8.23 ­3.14
DPAM ­9.03 ­8.54 ­2.76
DPLK ­9.08 ­8.72 ­3.22
DPLS ­8.63 ­9.34 ­3.34
DPRG ­10.19 ­9.6 ­4.58
DPRR ­8.78 ­8.73 ­3.35
DPVV ­9.15 ­9.6 ­3.66
EAAK ­8.68 ­8.83 ­3.28
EAEM ­8.84 ­8.86 ­2.81
EAGR ­9.11 ­9.22 ­2.95
EALA ­8.63 ­9.38 ­2.92
EALM ­8.84 ­9.12 ­2.91
EAQD ­8.62 ­9.58 ­4.09
EAQG ­8.64 ­8.88 ­2.79
EAQV ­8.63 ­8.19 ­3.19
EARA ­8.8 ­9.11 ­3.12
EASA ­8.76 ­8.66 ­3.17
EASV ­8.83 ­8.65 ­3.08



EAVD ­8.9 ­9.14 ­3.13
EDAD ­8.76 ­9.03 ­3.13
EDAG ­8.81 ­8.88 ­3.81
EDER ­9.24 ­8.95 ­2.87
EDES ­8.7 ­8.68 ­2.82
EDGA ­8.59 ­8.39 ­3
EDGK ­9.28 ­9.37 ­3.13
EDGR ­9.25 ­9.03 ­2.91
EDLR ­9.14 ­9.33 ­3.41
EDQA ­9.14 ­9.23 ­3.33
EDRA ­9.57 ­9.41 ­2.82
EDRG ­8.64 ­9.02 ­3.41
EDRV ­8.87 ­9.13 ­3.63
EDSA ­8.61 ­9.05 ­2.64
EDSR ­8.58 ­9.36 ­3
EDSV ­8.6 ­8.15 ­2.98
EDVD ­8.72 ­8.27 ­3.01
EDVK ­8.67 ­8.66 ­3.38
EEAG ­8.65 ­8.17 ­2.98
EELK ­8.82 ­8.58 ­3.07
EERA ­9.15 ­8.96 ­3.21
EERR ­9.72 ­9.23 ­3.01
EESK ­9.53 ­9.69 ­2.65
EEVG ­8.69 ­9.34 ­2.78
EEVL ­8.63 ­8.81 ­3.61
EGAM ­8.6 ­8.65 ­2.89
EGLD ­8.77 ­9.1 ­3.06
EGLK ­8.6 ­8.56 ­2.82
EGLR ­8.76 ­8.48 ­3.22
EGLS ­8.78 ­9.66 ­4.45
EGRG ­8.79 ­8.92 ­3.03
EGRK ­8.85 ­9.14 ­2.91
EGSD ­8.69 ­9.08 ­2.74
EGVK ­8.93 ­8.86 ­2.77
EGVM ­8.82 ­8.8 ­3.64
EGVR ­9.31 ­9.59 ­3.03
EPAD ­8.66 ­8.19 ­2.88
EPAG ­9.14 ­8.98 ­3.41
EPAL ­8.7 ­9.33 ­3.22
EPAV ­8.71 ­8.15 ­3.18
EPED ­9.86 ­9.49 ­3.94
EPEG ­8.9 ­8.41 ­3.07
EPEK ­8.94 ­9.04 ­2.85
EPER ­8.97 ­9.14 ­3.32
EPEV ­8.63 ­8.93 ­2.89
EPGA ­9.44 ­8.72 ­2.82



EPGK ­8.95 ­8.99 ­2.78
EPGL ­8.98 ­8.77 ­2.72
EPLA ­8.85 ­9.32 ­3.3
EPRR ­8.77 ­8.77 ­3.61
EPVA ­9.18 ­8.96 ­3.23
EPVK ­9.05 ­8.78 ­3.81
GAAD ­8.6 ­8.59 ­2.94
GAER ­8.78 ­8.84 ­2.9
GAES ­8.94 ­8.89 ­2.87
GAGG ­8.67 ­8.82 ­2.96
GAGV ­9.11 ­8.78 ­2.87
GAQA ­8.97 ­8.51 ­2.86
GAQK ­8.86 ­8.81 ­2.44
GAQS ­8.7 ­9.35 ­2.94
GARS ­9.6 ­9.33 ­2.9
GASL ­9.03 ­8.88 ­3.52
GASS ­9.01 ­8.23 ­3.22
GAVA ­8.65 ­8.85 ­3.64
GAVS ­9.12 ­8.63 ­3.21
GDAD ­9.05 ­8.81 ­4.05
GDAS ­9 ­8.98 ­3.03
GDGA ­9.31 ­9.27 ­2.62
GDGV ­8.77 ­8.94 ­3.22
GDLD ­8.88 ­8.93 ­3.06
GDQD ­8.81 ­7.98 ­2.9
GDQK ­8.95 ­9.04 ­3.18
GDQM ­9.35 ­8.86 ­3.29
GDQR ­8.57 ­7.92 ­3.38
GDRK ­8.64 ­8.79 ­3.21
GDSV ­9.16 ­8.79 ­4.08
GDVG ­9.49 ­9.02 ­4.06
GDVR ­9.06 ­8.21 ­2.79
GEEG ­8.82 ­9.04 ­4.07
GEGR ­8.64 ­8.64 ­2.89
GEGV ­9.34 ­8.85 ­3.28
GELD ­8.65 ­8.95 ­2.76
GELK ­8.61 ­9.36 ­3.02
GEQG ­8.98 ­8.5 ­3
GERA ­9.12 ­9.16 ­3.96
GESA ­8.97 ­8.99 ­4.16
GESR ­8.84 ­8.04 ­4
GEVG ­8.96 ­9.35 ­2.79
GGAK ­8.6 ­9.12 ­2.82
GGAL ­8.79 ­9.7 ­3.85
GGAV ­9.95 ­9.65 ­3.01
GGEL ­9.34 ­8.75 ­2.94



GGEV ­8.79 ­8.43 ­3.02
GGGR ­8.57 ­9.18 ­3.85
GGQD ­9 ­8.49 ­2.93
GGRM ­8.77 ­9.04 ­3.68
GGRV ­8.67 ­9.55 ­3.18
GGSA ­8.98 ­8.71 ­3.42
GGSG ­8.64 ­8.83 ­3.15
GGVS ­9.62 ­8.72 ­3.2
GPAK ­8.64 ­9.15 ­3.76
GPED ­9.61 ­9.11 ­3.98
GPQS ­9.05 ­8.6 ­3.25
GPRG ­9.45 ­8.66 ­3.57
GPVA ­8.61 ­8.62 ­3.62
GPVS ­8.58 ­8.83 ­3.13
NAAG ­8.88 ­9.16 ­2.85
NAAR ­9.13 ­9.48 ­2.67
NAEV ­9.41 ­9.91 ­2.99
NAGA ­9.01 ­9.58 ­2.79
NALG ­8.58 ­9.06 ­3.47
NALL ­8.58 ­9.32 ­3.3
NAQK ­8.73 ­8.57 ­2.78
NAQL ­8.86 ­9.03 ­3.95
NARD ­8.66 ­9.37 ­2.88
NARM ­9.03 ­8.72 ­3.05
NARR ­8.69 ­9.22 ­3.27
NARV ­8.97 ­9.77 ­3.43
NAVA ­8.82 ­9.52 ­3.77
NAVV ­8.99 ­9.33 ­2.9
NDGG ­9.26 ­8.55 ­3.12
NDLL ­8.85 ­8.64 ­2.68
NDRR ­8.8 ­8.27 ­3.03
NDRV ­8.63 ­9.45 ­2.82
NDVA ­8.76 ­7.78 ­2.56
NDVD ­9.18 ­9.42 ­3.94
NDVM ­8.7 ­8.64 ­3.04
NEAK ­9.17 ­8.97 ­3.16
NEGS ­8.59 ­7.79 ­2.78
NELM ­8.78 ­9.19 ­3.71
NEQM ­8.61 ­8.84 ­2.74
NERD ­9.09 ­9.7 ­2.72
NERR ­8.85 ­8.02 ­3.08
NESD ­8.72 ­8.77 ­2.74
NESR ­9.19 ­8.66 ­3.1
NESV ­8.71 ­8.97 ­3.06
NEVA ­8.8 ­8.54 ­2.72
NEVR ­8.8 ­8.77 ­3.35



NGAD ­9.59 ­8.88 ­3.26
NGAS ­8.77 ­9.03 ­2.86
NGAV ­8.9 ­9.09 ­3.26
NGEA ­8.71 ­9.19 ­2.8
NGED ­8.64 ­8.94 ­3.57
NGEG ­9.42 ­9.18 ­2.84
NGGK ­8.74 ­9.74 ­2.88
NGGV ­8.74 ­9.22 ­3.58
NGLK ­8.83 ­9.13 ­2.99
NGLR ­8.97 ­9.1 ­3.91
NGQR ­8.87 ­9.14 ­3.35
NGRA ­9.17 ­9.63 ­2.46
NGRD ­8.95 ­9.58 ­2.99
NGVG ­8.67 ­8.27 ­2.69
NPAA ­8.85 ­8.97 ­2.97
NPAV ­9.54 ­9.17 ­3.06
NPEL ­8.8 ­9.14 ­2.71
NPEM ­8.6 ­8.98 ­3.21
NPLD ­8.75 ­8.08 ­2.97
NPLM ­8.59 ­9.37 ­2.82
NPLR ­10.27 ­8.56 ­2.71
NPQG ­9.32 ­9.33 ­3.9
NPQM ­9.03 ­8.14 ­3.71
NPRG ­9.11 ­7.78 ­2.73
NPRK ­9.54 ­9.81 ­3.69
NPRM ­8.63 ­9.24 ­2.91
NPRR ­10.13 ­8.92 ­2.7
NPRV ­8.58 ­9.2 ­2.72
NPVD ­9.35 ­9 ­3.61
NPVL ­8.91 ­8.9 ­2.9
NPVS ­8.83 ­8.79 ­3.61
PAAG ­8.59 ­8.95 ­3.13
PAAV ­8.81 ­9.31 ­3.21
PAEG ­8.88 ­9.8 ­2.81
PAES ­8.81 ­8.13 ­2.99
PAGM ­8.61 ­8.79 ­2.95
PAGS ­8.64 ­7.97 ­3.05
PALL ­9.9 ­8.71 ­2.7
PAQA ­8.94 ­8.93 ­3.74
PAQD ­8.65 ­9.25 ­3.05
PAQM ­8.75 ­8.75 ­2.87
PAQS ­9 ­8.86 ­2.95
PASG ­8.74 ­8.95 ­3.36
PASK ­8.79 ­9.77 ­2.76
PAVD ­8.61 ­8.63 ­2.89
PAVK ­8.83 ­8.8 ­2.92



PAVM ­8.83 ­8.96 ­3.34
PAVS ­8.69 ­9.36 ­3.04
PDAK ­9.21 ­8.92 ­4.11
PDEG ­8.89 ­9.68 ­3.04
PDLM ­8.84 ­9.95 ­2.73
PDQS ­9.33 ­8.59 ­3.85
PDQV ­8.71 ­9.26 ­2.85
PDRA ­8.68 ­8.21 ­2.76
PDRK ­8.67 ­9.3 ­3.41
PDRR ­8.56 ­7.95 ­3.09
PDSD ­8.8 ­8.47 ­2.64
PDSS ­10.03 ­9.15 ­2.94
PDVL ­9.05 ­9.11 ­3.58
PDVR ­8.94 ­8.56 ­2.85
PDVV ­8.57 ­9.34 ­2.77
PEAD ­8.83 ­9.08 ­3.14
PEAK ­9.69 ­9.06 ­3.3
PEAL ­8.9 ­9.48 ­2.69
PEEM ­8.76 ­8.61 ­3.2
PEGA ­8.93 ­9.09 ­2.77
PEGS ­8.68 ­9.14 ­2.39
PELA ­8.6 ­8.96 ­3.03
PELD ­8.82 ­8.71 ­3.38
PEQL ­8.73 ­9.16 ­2.83
PEQM ­8.69 ­8.97 ­2.91
PERA ­8.6 ­8.86 ­2.92
PERG ­9.06 ­8.67 ­2.93
PERM ­8.66 ­9.42 ­3.39
PERR ­8.6 ­8.48 ­2.93
PERS ­8.58 ­8.79 ­4.2
PESA ­8.77 ­8.74 ­3.29
PESD ­8.66 ­9.3 ­3.02
PESS ­9.1 ­8.47 ­3.58
PEVK ­9.09 ­9.17 ­3.52
PEVL ­8.81 ­7.91 ­2.83
PEVR ­9.65 ­8.97 ­3.14
PGAM ­8.88 ­8.78 ­2.9
PGAS ­8.96 ­8.98 ­2.7
PGAV ­9.19 ­9.09 ­3.08
PGEA ­8.61 ­9.58 ­3.07
PGEK ­9.07 ­8.93 ­2.89
PGGD ­8.71 ­8.84 ­2.81
PGLD ­9.31 ­8.49 ­2.91
PGLG ­9.49 ­9.7 ­3.05
PGLM ­9.2 ­8.97 ­3.34
PGRD ­8.63 ­9.21 ­2.85



PGRR ­9.23 ­9.05 ­3.12
PGSD ­8.64 ­8.07 ­2.62
PGSV ­9.28 ­8.59 ­3.87
PGVV ­8.71 ­8.49 ­2.88
PPAK ­8.98 ­9 ­3.89
PPAS ­8.66 ­9.75 ­3.43
PPED ­9.4 ­9.24 ­3.01
PPEG ­8.73 ­9.47 ­3.05
PPES ­8.63 ­9.21 ­3
PPGK ­8.75 ­8.42 ­3.52
PPGL ­8.73 ­8.78 ­3.02
PPGS ­8.91 ­9.02 ­2.86
PPLD ­8.66 ­8.97 ­2.77
PPQG ­8.6 ­9.45 ­3.06
PPQM ­9.26 ­9.15 ­3.02
PPQS ­8.94 ­8.7 ­4.03
PPQV ­9.02 ­9.07 ­2.97
PPRD ­9.53 ­8.64 ­2.95
PPRS ­8.67 ­9.11 ­3.48
PPSA ­9.14 ­9.72 ­3.03
PPSD ­9.67 ­9.46 ­2.85
PPSL ­8.78 ­8.45 ­2.67
PPSV ­8.8 ­7.84 ­3.16
PPVD ­8.73 ­9.05 ­3.35
QAEA ­8.86 ­8.9 ­2.7
QAGA ­8.63 ­8.84 ­3.88
QAGM ­8.82 ­8.91 ­4.02
QAGR ­8.81 ­9.59 ­3.23
QAQK ­8.67 ­9.54 ­3.11
QAQM ­8.67 ­8.56 ­4.09
QARK ­9.2 ­9.02 ­3.26
QASV ­8.81 ­9.08 ­3.49
QAVA ­8.77 ­9.19 ­3.38
QAVM ­8.61 ­8.93 ­3.26
QDEV ­9.43 ­8.86 ­2.88
QDGD ­8.58 ­9.23 ­3.32
QDGK ­9.81 ­7.74 ­2.99
QDLK ­8.74 ­9.03 ­2.66
QDLL ­8.95 ­9.48 ­3.27
QDLS ­8.64 ­8.86 ­3.02
QDQK ­8.63 ­8.75 ­2.93
QDQM ­8.67 ­8.76 ­2.75
QDRD ­8.65 ­8.93 ­3.59
QDSA ­9.1 ­8.92 ­3.94
QDSD ­9.1 ­8.86 ­4.14
QDSS ­10.02 ­8.56 ­3.43



QDVL ­8.69 ­9.5 ­2.98
QDVR ­8.58 ­8.34 ­3.33
QEAG ­8.92 ­8.58 ­2.64
QEAK ­9.2 ­8.63 ­2.66
QEER ­8.78 ­8.9 ­2.79
QEES ­8.79 ­8.64 ­2.82
QEGG ­8.88 ­9.17 ­2.87
QEGL ­9.62 ­9.41 ­3.34
QELS ­8.75 ­9.36 ­4.21
QELV ­9.22 ­8.73 ­3.33
QESM ­8.68 ­9.07 ­3.23
QESR ­8.82 ­9.09 ­2.98
QEVA ­9.2 ­9.27 ­3.76
QEVK ­9.23 ­9.18 ­3.51
QEVS ­9.22 ­9.76 ­3.33
QGAM ­9.25 ­8.82 ­3.23
QGAR ­8.71 ­8.77 ­3.03
QGEA ­9.33 ­8.54 ­4.05
QGEL ­8.87 ­8.99 ­3.3
QGEM ­9.03 ­9.44 ­3.81
QGLK ­9.15 ­8.77 ­3.33
QGQG ­9.64 ­8.77 ­2.8
QGSK ­8.65 ­9.09 ­3.17
QGVS ­9.08 ­8.37 ­3.03
QGVV ­9.09 ­8.3 ­3.87
QPAM ­8.99 ­9.53 ­3.11
QPED ­9.15 ­9.22 ­2.48
QPEL ­8.68 ­8.32 ­3.15
QPLD ­9.05 ­8.04 ­3.56
QPLK ­9.4 ­9.46 ­4.49
QPQD ­8.56 ­9.21 ­2.79
QPRG ­8.65 ­9.33 ­2.81
QPRK ­8.81 ­8.71 ­3.61
QPSD ­8.95 ­8.39 ­3.51
QPSG ­9.06 ­9.02 ­3.33
QPSM ­8.71 ­9.39 ­4.19
QPVG ­8.98 ­9.5 ­3.26
RAED ­8.63 ­8.69 ­2.89
RAGG ­9.81 ­8.82 ­3.75
RAGK ­8.96 ­9.29 ­3.69
RAGM ­8.64 ­9.14 ­2.96
RALD ­9.37 ­9.4 ­3.33
RAQK ­8.64 ­9.46 ­3.01
RAQM ­8.63 ­9.2 ­2.95
RAQR ­9.65 ­8.68 ­2.84
RAQS ­8.65 ­9.05 ­2.85



RARM ­8.97 ­8.9 ­2.57
RASR ­8.88 ­8.63 ­2.83
RAVG ­8.58 ­8.79 ­3.6
RAVK ­8.58 ­8.9 ­3.36
RAVR ­9.45 ­8.94 ­3.19
RDAA ­9.04 ­8.87 ­3.34
RDAG ­9 ­9.1 ­2.68
RDAM ­8.8 ­9.52 ­2.93
RDAV ­9.61 ­8.92 ­2.87
RDEM ­8.56 ­8.72 ­3.02
RDER ­9.26 ­9.07 ­4.15
RDGS ­9.01 ­8.21 ­3.28
RDGV ­8.83 ­9.3 ­3.13
RDLG ­9.14 ­8.74 ­3.01
RDQV ­8.65 ­9.08 ­3.97
RDRA ­8.67 ­9.57 ­3.16
RDRM ­9.48 ­8.81 ­2.44
RDRR ­8.93 ­8.8 ­3.01
RDSD ­8.66 ­8.96 ­2.62
RDSR ­8.76 ­8.54 ­2.99
RDVM ­8.59 ­8.73 ­3.37
REEL ­8.77 ­7.97 ­2.97
REGS ­8.55 ­9.45 ­3.91
REGV ­8.66 ­9.01 ­3.65
RELD ­8.99 ­9.69 ­2.92
RELM ­8.85 ­9.5 ­3.2
RELS ­8.65 ­8.42 ­3.13
REQD ­9.09 ­9.29 ­3.57
REQG ­8.86 ­8.73 ­2.75
RERL ­8.84 ­9.39 ­4.4
RERS ­9.35 ­9.04 ­2.91
RESV ­9.17 ­8.46 ­2.99
REVD ­8.71 ­9.75 ­3
REVG ­8.63 ­8.29 ­3.13
REVK ­8.82 ­9.03 ­2.83
RGAK ­9.18 ­9.44 ­3.02
RGAV ­8.57 ­8.48 ­3.47
RGEK ­8.71 ­8.42 ­3.02
RGLA ­10.04 ­9.17 ­3.05
RGLM ­9.03 ­8.37 ­3.89
RGLV ­8.85 ­9.7 ­4.35
RGQK ­8.77 ­8.54 ­2.77
RGRG ­8.73 ­9.17 ­2.93
RGRL ­8.65 ­8.83 ­3.33
RGRR ­9.1 ­9.01 ­3.11
RGRS ­8.68 ­8.16 ­3.33



RGSS ­9.47 ­8.77 ­2.9
RGVG ­9 ­8.63 ­3.74
RGVK ­8.67 ­8.53 ­3.1
RPAL ­8.94 ­9.44 ­2.91
RPAR ­9.72 ­8.96 ­3.08
RPAV ­9.12 ­8.79 ­3.64
RPEG ­9.46 ­9.46 ­3.25
RPQR ­8.64 ­8.43 ­2.71
RPRK ­9.09 ­9.13 ­3.17
RPRL ­8.63 ­8.62 ­3.77
RPSA ­9.1 ­8.72 ­4.12
RPVL ­8.92 ­8.97 ­3.11
RPVS ­9.05 ­9.21 ­3.05


