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Abstract. We deal with strongly competing multispecies systems of Lotka-Volterra
type with homogeneous Neumann boundary conditions in dumbbell-like domains. Un-
der suitable non-degeneracy assumptions, we show that, as the competition rate grows
indefinitely, the system reaches a state of coexistence of all the species in spatial segre-
gation. Furthermore, the limit configuration is a local minimizer for the associated free
energy.

1. Introduction

In this paper we consider the system of k ≥ 2 elliptic equations

(1) −∆ui + ui = fi(ui) − κ ui

∑

j 6=i

u2
j , in Ω,

for i = 1, . . . , k. It models the steady states of k organisms, each of density ui, which
coexist in a smooth, connected, bounded domain Ω ⊂ R

N ; their dynamics is ruled out
by internal growth fi’s and mutual competition of Lotka-Volterra type with parameter
κ > 0. Systems of this form have attracted considerable attention both in ecology and
social sciences since they furnish a relatively simple model to study the behavior of k
populations competing for the same resource Ω. One of the main question is to investigate
whether coexistence may occur, namely the existence of equilibrium configurations where
all the densities ui are strictly positive on sets of positive measure, or the internal dynamic
leads to extinction, that is steady states where one or more densities are null. Many results
are nowadays available, dealing mainly with k = 2 populations. We quote among others
[15, 16, 18, 19, 20, 21] where, for logistic internal growth fi(u) = u(ai − u), both the
situation are proved to be possible depending on the relations between the diffusion rates
and the coefficients of intra–specific and of inter–specific competition, see also [11, 12].

A different perspective is proposed in [3, 4, 7, 10, 13, 14], where the authors study
the effect of very strong competition, letting the parameter κ growing indefinitely. It
is observed (see Section 5) that the presence of large interactions of competitive type
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produces, in the limit configuration as κ → ∞, the spatial segregation of the densities,
meaning that if (uκ

i )i=1,...,k solves (1), then uκ
i converges (in a suitable sense) to some ui

which satisfies

(2) ui(x) · uj(x) = 0 a.e. in Ω, for all i 6= j.

A number of qualitative properties of the possible coexistence states ui and their supports
is proved in [5, 7, 8], with the aim of describing the way the territory is partitioned by
the segregated populations. We refer the interested reader to the above quoted papers for
details on the regularity theory so far developed and to [4, 6] for some applications.

A further point of interest is to establish if coexistence of the species is possible in a
segregated configuration: do all the species survive when the intra specific competition
becomes larger and larger? The answer cannot be positive in general: [17] shows that
in any convex domain the only stable configurations are those where only one specie is
alive. It is worth pointing out that in [5, 7]c the strict positivity of each component
in the limiting configuration is guaranteed by simply forcing non-homogeneous Dirichlet
boundary conditions

(3) ui = φi on ∂Ω,

with φi > 0 on a set of positive (N − 1)–measure. Coexistence results for competing
systems under more natural homogeneous boundary conditions are obtained in [3] for the
Dirichlet case

(4) ui = 0 on ∂Ω,

with interactions of the form κui

∑
j 6=i uj . To avoid the extinction predicted by [17], a spe-

cial class of non-convex domains close to a union of k disjoint balls is considered. Suitable
non-degeneracy assumptions on the fi’s allow the application of a domain perturbation
technique envisaged in [9] which strongly relies on the continuity of the eigenvalues of the
Laplace operator with respect to the domain. It is well known that such a property does
not hold in the case of Neumann boundary conditions, see for instance [2]. Hence, in order
to treat Neumann no-flux boundary conditions, a different approach is needed.

This is precisely the aim of the present paper: we deal with system (1) coupled with

(5)
∂ui

∂ν
= 0 on ∂Ω,

in a class of non-convex domains Ω = Ωε suitably approximating a given domain Ω0

composed by k disjoint open sets, see Figure 1.
Due to the variational structure of problem (1), the following free energy functional

(6) JΩ(U) =
∑

i=1,...,k

{
1

2

∫

Ω

(
|∇ui(x)|2 + |ui(x)|2

)
dx −

∫

Ω
Fi(ui(x))dx

}
,

given by the sum of the internal energies of the k densities ui, each having internal potential
Fi(x, s) =

∫ s

0 fi(x, u)du, is naturally associated to the system.



MINIMAL COEXISTENCE CONFIGURATIONS FOR MULTISPECIES SYSTEMS 3

Ω1 Ω2

Ω3

(a) example of Ω0 with k = 3 (b) example of Ωε approximating Ω0

Figure 1

Our analysis will highlight how the coexistence of all the densities is connected to
the following minimization problem: finding local minimizers of JΩ(U) in the class of
segregated states

U =
{

U = (u1, u2, . . . , uk) ∈
(
H1(Ω)

)k
: ui ≥ 0, ui · uj = 0 if i 6= j, a.e. in Ω

}
.

The problem of the existence of the global minimum of JΩ(U) in U was investigated in
[5] under the non-homogeneous conditions (3). As we shall see in Theorem 2.1, the global
minimizer under homogeneous boundary conditions is in general trivial, namely a k-tuple
with all but one component identically null. Hence, the only possibility for finding a
stable coexistence solution where all the k densities survive, consists in looking for local
minimizers of JΩ, see problem (Pε) below.

Exploiting the variational character of the interaction term in (1) and developing a
suitable domain perturbation technique, in this paper we give positive answer to both
questions of minimization of JΩ and occurrence of coexistence states for the system. Our
main result can be summarized as follows: under suitable assumptions on fi’s ensuring
the existence of a non-degenerate solution to the system on the unperturbed domain
Ω0 (see (10) below), for all Ωε close enough to Ω0 and large parameter κ, there exists
(uκ

1 , . . . , uκ

k ) solution to (1) in Ωε, whose limit configuration as κ → ∞ is a segregated
coexistence state (u1, . . . , uk) with k positive components (i.e. each component ui ≥ 0 and
ui is strictly positive on a set of positive measure), characterized as a local minimizer of
the free energy JΩε .

Before stating rigorously our assumptions and main results, a further remark is in order.
As observed in [5] (see also Theorem 5.1) any (u1, . . . , uk) which is a local minimizer of the
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free energy JΩ on U , is also a solution of the following system of distributional inequalities:

(7)





∫

Ω

(
∇ui(x)∇φ(x) + ui(x)φ(x) − fi(ui(x))φ(x)

)
dx ≤ 0,

∫

Ω

(
∇ûi(x)∇φ(x) + ûi(x)φ(x) − f̂(ûi(x))φ(x))dx ≥ 0,

i = 1, . . . , k, for any non-negative φ ∈ H1(Ω), where we have denoted ûi = ui −
∑

h 6=i uh

and f̂(ûi) = f(ui) −
∑

j 6=i fj(uj). The link between systems of this form and population

dynamics has been pointed out in [3, 5, 7]: as a matter of fact all the limiting configura-
tions as κ → ∞ of the solutions to (1) are solutions to (7). In other words, the possibility
of coexistence of many species ruled out by strong competition is governed by the system
of distributional inequalities (7): its independent study is thus crucial in population dy-
namics. In this perspective our main result can be reformulated in the following way: the
system of distributional inequalities (7) has a solution (u1, . . . , uk) ∈ U with k nonnegative
and nonzero components.

2. Assumptions and main results

Description of the domain. We shall work in a class of smooth non-convex domains
Ωε which generalizes the dumbbell form with many components as in [9]. Let N ≥ 2 and
for k ∈ N, let

Ω0 = Ω1 ∪ Ω2 ∪ · · · ∪ Ωk,

where Ωi ⊂ R
N are open bounded smooth domains with mutually disjoint closures, i.e.

(8) Ωi ∩ Ωj = ∅ if i 6= j.

For any ε > 0, let Rε ⊂ (RN \Ω0) be a bounded measurable set satisfying the properties:

(i) |Rε| → 0 as ε → 0;
(ii) Ω0 ∪ Rε is open and connected;
(iii) ∂(Ω0 ∪ Rε) is smooth.

Here we denote with |B| the Lebesgue measure of any set B ⊂ R
N . Finally we set

Ωε := Ω0 ∪ Rε.

Assumptions on the nonlinearity. For every i = 1, . . . , k, let Fi ∈ C2(R) with fi = F ′
i

satisfying

(F1) Fi(0) = 0 and fi(0) = 0;

(F2) there exists Ai > 0 such that µi := Fi(Ai) − A2

i

2 = maxt∈[0,+∞)

(
Fi(t) − t2

2

)
;

(F3) f ′
i(Ai) < 1.
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Noticeable examples of nonlinearities satisfying (F1)–(F3) are logistic type functions of
the form fi(u) = λu − |u|p−1u with p > 1 and λ > 1.

Assumption (F2) implies that Ai = fi(Ai) and hence the constant function u ≡ Ai is a
solution to problem 




−∆u + u = fi(u), in Ω,

∂u

∂ν
= 0, on ∂Ω,

in any open smooth domain Ω; moreover u ≡ Ai minimizes the internal energy
∫

Ω

(
1

2
|∇ui(x)|2 +

1

2
|ui(x)|2 − Fi(ui(x))

)
dx.

Let us denote wi = AiχΩi , i = 1, . . . , k, W = (w1, w2, . . . , wk) ∈
(
H1(Ω0)

)k
, and set

(9) µ =
k∑

i=1

{
1

2

∫

Ω0

(
|∇wi|2 + |wi|2

)
dx −

∫

Ω0

Fi(wi) dx

}
= −

k∑

i=1

µi|Ωi|.

Assumption (F3) implies the following non-degeneracy property: for all i and u ∈ H1(Ωi)

(10)

∫

Ωi

(|∇u|2 + |u|2 − f ′
i(wi)u

2)dx ≥ ν

∫

Ωi

(|∇u|2 + |u|2)dx,

where ν := mini=1,...,k{1, 1 − f ′
i(Ai)} > 0.

We are now going to describe the main results of the present paper, starting from the
following optimal partition problem.

Problem (Pε). Find nontrivial local minimizers of the functional

JΩε :
(
H1(Ωε)

)k → (−∞,+∞],

JΩε(U) =
∑

i=1,...,k

{
1

2

∫

Ωε

(
|∇ui(x)|2 + |ui(x)|2

)
dx −

∫

Ωε

Fi(ui(x))dx

}
,

among k-tuples U = (u1, u2, . . . , uk) belonging to the class

Uε =
{
U = (u1, u2, . . . , uk) ∈

(
H1(Ωε)

)k
: ui ≥ 0, ui · uj = 0 if i 6= j, a.e. in Ωε

}
.

By nontrivial we mean that no component ui of the solution U can be null, i.e. ui 6≡ 0 for
all i = 1, . . . , k. As stated in the introduction, we shall prove that in any connected domain
and for a wide class of Fi’s including logistic-type nonlinearities, any global minimizer of
the free energy (6) is indeed trivial.

Proposition 2.1. Let Ω ⊂ R
N be a connected open domain and Fi ∈ C2(R) satisfy

Fi(0) = 0 and (F2). Then the infimum

λ := inf
U∈U

JΩ(U)
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is achieved by U0 = (u0
1, . . . , u

0
k) with u0

i0
≡ Ai0 and u0

i ≡ 0 for i 6= i0, and

λ = −µi0|Ω|,

where µi0 = maxi∈{1,...,k} µi. Furthermore, any k-tuple achieving λ has all but one compo-
nent identically null.

In view of the above proposition, there is no hope to find nontrivial solutions to (Pε)
by global minimization. On the contrary, by studying JΩε near W , we can find positive
answer to the problem. To this aim let us denote by

Bδ
ε(W ) :=

{
U ∈

(
H1(Ωε)

)k
: ‖U − W‖(H1(Ω0))k < δ

}

the set of k-tuples U whose restriction to Ω0 is close within δ > 0 to W , with respect to

the H1 norm ‖V ‖2
(H1(Ω0))k =

∑k
i=1 ‖vi‖2

H1(Ω0). Notice that, if U = (u1, . . . , uk) ∈ Bδ
ε(W ),

then each ui satisfies
∫
Ωi

|ui − Ai|2 ≤ δ2. Hence, if

(11) δ2 < A2
i |Ωi|, i = 1, . . . , k,

then ui 6≡ 0. Henceforward, δ will be supposed to satisfy (11), thus ensuring that any
U ∈ Bδ

ε(W ) is nontrivial.

Theorem 2.2. Assume that (F1)–(F3) hold and let

λδ
ε := inf

U∈Uε∩Bδ
ε(W )

JΩε(U).

Then, there exists δ > 0 such that, for every ε sufficiently small, λδ
ε is achieved by a k-tuple

Uε = (uε
1, . . . , u

ε
k) with 0 ≤ uε

i ≤ Ai a.e. in Ωε and uε
i 6≡ 0 for all i = 1, . . . , k.

The proof of Theorem 2.2 will be obtained through a careful analysis of the solutions
to the original competitive system (1), as the parameter κ of the interspecific competition
grows. Our main result reads as follows:

Theorem 2.3. Assume that (F1)–(F3) hold. Then, there exists δ > 0 such that, for every
ε sufficiently small and κ > 0 sufficiently large, system (1) coupled with (5) in Ωε admits
a solution U ε,κ = (uε,κ

1 , . . . , uε,κ
k ) ∈ Bδ

ε(W ) with the following properties:

(1) uε,κ
i 6≡ 0 for all i = 1, . . . , k.

(2) 0 ≤ uε,κ
i ≤ Ai a.e. in Ωε for all i = 1, . . . , k.

(3) There exists V ε = (vε
1, ..., v

ε
k) ∈ Uε ∩ Bδ

ε(W ) such that vε
i 6≡ 0 for every i and, up

to subsequences, U ε,κ → V ε strongly in (H1(Ωε))
k as κ → +∞. Furthermore, V ε

is a local minimizer of JΩε , namely JΩε(V
ε) = λδ

ε.

The proof of our results relies on the minimization on the whole Bδ
ε(W ) of an auxiliary

functional obtained by penalizing the internal energy JΩε with a positive competition term.
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More precisely we shall consider a suitable modification of the functional

k∑

i=1

{
1

2

∫

Ωε

(
|∇ui(x)|2 + |ui(x)|2

)
dx −

∫

Ωε

Fi(ui(x)) dx

}
+ κ

k∑

i,j=1
i6=j

∫

Ωε

ui(x)2uj(x)2 dx

defined on (H1(Ωε))
k, see Iε,κ in (12) below. Due to the variational character of the

competition term in (1), by standard Critical Point Theory, any local minimizer of the
above function is a (weak) solution to the original system. Section 3 is devoted to the search
for a local minimizer of Iε,κ in Bδ

ε(W ) and requires the main technical effort of the paper.
By developing a domain perturbation argument based on the nondegeneracy condition
(10), we shall succeed in proving the existence of a minimizer in small perturbations of
the domain Ω0, for large values of the competition parameter κ. In this way, we directly
obtain the existence of a positive solution to the competitive system, at any fixed κ,
see Section 4. In the subsequent Section 5 we perform the asymptotic analysis of these
solutions as the competition parameter κ → ∞, showing that the steady states segregate
in a nontrivial limit configuration V ε. The comparison between the minimal energy levels
of Iε,κ and JΩe will allow proving that V ε indeed solves problem (Pε) on Bδ

ε(W ). This
concludes the proof of Theorem 2.3 and, in turn, that of Theorem 2.2. In the last part of
Section 5, we show that any solution to the optimal partition problem (Pε) satisfies some
extremality conditions in the form of inequalities (7). Finally, in the last section we derive
some consequences of this fact, and outline further developments of the subject.

3. A variational problem

Aim of this section is to study the minimization of a suitable functional on (H1(Ωε))
k,

which will reveal to be strongly related both to problem (Pε) and to the original compet-
itive system. The functional is defined as follows:

(12) Iε,κ(U) =

k∑

i=1

{
1

2

∫

Ωε

(
|∇ui(x)|2 + |ui(x)|2

)
dx −

∫

Ωε

F̃i(ui(x)) dx

}

+ κ

k∑

i,j=1
i6=j

∫

Ωε

Gi(ui(x))Gj(uj(x)) dx

where

F̃i(t) =





0, if t ≤ 0,

Fi(t), if 0 ≤ t ≤ Ai,

Ait + Fi(Ai) − A2
i , if t ≥ Ai,

and

Gi(t) =

{
t2, if |t| ≤ Ai,

2Ai|t| − A2
i , if |t| > Ai.
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Notice that Iε,κ ∈ C1
(
(H1(Ωε))

k, R
)
. Aim of this section is to prove

Theorem 3.1. Assume that (F1)–(F3) hold and let

cε,κ := inf
U∈Uε∩Bδ

ε (W )
Iε,κ(U).

Then, there exists δ > 0 such that, for every ε > 0 sufficiently small and κ > 0 sufficiently
large, cε,κ is achieved by a k-tuple U ε,κ = (uε,κ

1 , . . . , uε,κ
k ) with 0 ≤ uε,κ

i ≤ Ai a.e. in Ωε

and uε,κ
i 6≡ 0 for all i = 1, . . . , k.

The first step in this direction consists in proving that the minimum is achieved on the
closure of Bδ

ε(W ), namely the set

Bδ
ε(W ) :=

{
U ∈

(
H1(Ωε)

)k
: ‖U − W‖(H1(Ω0))k ≤ δ

}
.

Lemma 3.2. For every δ satisfying (11), ε ∈ (0, 1) and κ > 0, the infimum

Λε,κ = inf
U∈Bδ

ε (W )
Iε,κ(U)

is achieved by a k-tuple U ε,κ = (uε,κ
1 , . . . , uε,κ

k ) where uε,κ
i 6≡ 0 and

(13) 0 ≤ uε,κ
i (x) ≤ Ai for a.e. x ∈ Ωε.

Proof. We first observe that 1
2t2 − F̃i(t) ≥ 1

2A2
i − Fi(Ai) for all t ∈ R, hence, being the

coupling term nonnegative, for all U = (u1, . . . , uk) ∈
(
H1(Ωε)

)k

Iε,κ(U) ≥
k∑

i=1

∫

Ωε

(
1

2
|ui|2 − F̃i(ui)

)
dx ≥

k∑

i=1

(
A2

i

2
− Fi(Ai)

)
|Ωε|,

and hence Λε,κ > −∞. Let
{
Un = (un

1 , . . . , un
k)

}
n∈N

be a minimizing sequence, i.e.

Un ∈ Bδ
ε(W ) and limn→+∞ Iε,κ(Un) = Λε,κ. We notice that, by definition of F̃i and the

fact that wi ≥ 0 a.e., we can choose Un such that un
i ≥ 0 a.e. in Ωε for all i = 1, . . . , k

(otherwise we take ((un
1 )+, . . . , (un

k )+) with (un
i )+ := max{un

i , 0} as a new minimizing
sequence). Letting Vn = (vn

1 , . . . , vn
k ) with vn

i = min{un
i , Ai}, it is easy to verify that

Vn ∈ Bδ
ε(W ) and Iε,κ(Vn) ≤ Iε,κ(Un). Then also

{
Vn

}
n∈N

is a minimizing sequence.

Since
{
Vn

}
n∈N

is a minimizing sequence and it is uniformly bounded , it is easy to realize

that
{
Vn

}
n∈N

is bounded in
(
H1(Ωε)

)k
, hence there exists a subsequence, still denoted as

{
Vn

}
n∈N

, which converges to some V = (v1, . . . , vk) ∈
(
H1(Ωε)

)k
weakly in

(
H1(Ωε)

)k
,

strongly in
(
L2(Ωε)

)k
and a.e. in Ωε. A.e. convergence implies that 0 ≤ vi ≤ Ai a.e. in

Ωε, while weakly lower semi-continuity implies that V ∈ Bδ
ε(W ). From 0 ≤ vi ≤ Ai and
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the Dominated Convergence Theorem, it follows that

lim
n→+∞

∫

Ωε

F̃i(v
n
i (x)) dx =

∫

Ωε

F̃i(vi(x)) dx,

lim
n→+∞

∫

Ωε

Gi(v
n
i (x))Gj(v

n
j (x)) dx =

∫

Ωε

Gi(vi(x))Gj(vj(x)) dx,

for every i, j = 1, . . . , k, which, together with lower semi-continuity, yields

Λε,κ ≤ Iε,κ(V ) ≤ lim inf
n→+∞

Iε,κ(Vn) = lim
n→+∞

Iε,κ(Vn) = Λε,κ,

thus proving that V attains Λε,κ.
Finally, if vi ≡ 0 in Ωi then ‖vi − Ai‖2

H1(Ωi)
=

∫
Ωi A2

i dx ≤ δ2, in contradiction with the

choice of δ as in (11). �

A major effort is now needed to show that the minimum provided by Lemma 3.2 indeed
belongs to the open set Bε

δ(W ). The crucial ingredient in this direction consists in pro-
viding suitable estimates of the minimal level Λε,κ, which require the following technical
lemma.

Lemma 3.3. For every η > 0 there exists δη > 0 such that if U =(u1, . . . , uk) ∈ B
δη
ε (W )

and |ui(x)| ≤ Ai for a.e. x ∈ Ω0 and for all i = 1, . . . , k, then

(14)
k∑

i=1

∫

Ω0

[
Fi(ui)−Fi(wi)−fi(wi)(ui−wi)−

1

2
f ′

i(wi)(ui−wi)
2

]
dx ≤ η‖U−W‖2

(H1(Ω0))k .

Proof. We have

∫

Ω0

[
Fi(ui) − Fi(wi) − F ′

i (wi)(ui − wi) −
1

2
F ′′

i (wi)(ui − wi)
2

]
dx

=

∫

Ω0

[∫ 1

0

[(
d

dt
Fi(t ui + (1 − t)wi)

)
− F ′

i (wi)(ui − wi) − t F ′′
i (wi)(ui − wi)

2

]
dt

]
dx

=

∫

Ω0

[∫ 1

0

[
F ′

i (t ui + (1 − t)wi) − F ′
i (wi) − t F ′′

i (wi)(ui − wi)
]
(ui − wi) dt

]
dx

=

∫

Ω0

[∫ 1

0

(∫ 1

0

(
d

ds
F ′

i

(
s(t ui + (1 − t)wi) + (1 − s)wi

))
ds

− t F ′′
i (wi)(ui − wi)

)
(ui − wi) dt

]
dx.



10 MONICA CONTI AND VERONICA FELLI

Hence, by Hölder’s inequality,∫

Ω0

[
Fi(ui) − Fi(wi) − F ′

i (wi)(ui − wi) −
1

2
F ′′

i (wi)(ui − wi)
2
]
dx

≤
∫

Ω0

[∫ 1

0

(∫ 1

0

(
F ′′

i

(
st(ui − wi) + wi

)
− F ′′

i (wi)
)
t(ui − wi)

2ds

)
dt

]
dx

≤ ‖ui − wi‖2
Lp(Ω0)

∫∫

(0,1)×(0,1)
t‖F ′′

i

(
st(ui − wi) + wi

)
− F ′′

i (wi)‖
L

p
p−2 (Ω0)

ds dt,

where p = 2∗ for N ≥ 3 and p ∈ (2,+∞) for N = 2. The conclusion follows now from
Sobolev’s embedding and the continuity of the operator

F ′′
i :

{
v ∈ H1(Ω0) : |v(x)| ≤ 3Ai

}
→ L

p
p−2 (Ω0),

v 7→ F ′′
i (v),

which can be easily proved using the Dominated Convergence Theorem. �

Remark 3.4. According to Lemma 3.3, besides (11) in the sequel we assume

0 < δ ≤ δ0

with δ0 small enough in such a way that inequality (14) with η = min{ν
4 , 1

8} holds for all

functions U = (u1, . . . , uk) ∈ Bδ0
ε (W ) satisfying |ui(x)| ≤ Ai a.e. in Ω0. We also require

that δ0 ≤ A2
i /4 and finally that condition (17) in Lemma 3.6 is satisfied.

By exploiting the separation of the Ωi’s as in (8), for every i = 1, . . . , k, we can construct
test functions ϕi ∈ H1(RN ) satisfying

(15) 0 ≤ ϕi(x) ≤ Ai a.e. in R
N ,

ϕi(x) = 0 for all x ∈ Ω0 \ Ωi, ϕi(x) = Ai if x ∈ Ωi, and ϕi · ϕj = 0 a.e. in R
N if i 6= j.

This allows us to provide an estimate from above of the value Λε,κ in terms of the total
free-energy of W .

Lemma 3.5. For every ε ∈ (0, 1), there exists τε such that τε → 0 as ε → 0 and

Λε,κ ≤ µ + τε

for all κ > 0, with µ given by (9).

Proof. Let ϕi
ε ∈ H1(Ωε) be the restriction of ϕi to Ωε. Notice that (ϕ1

ε , ϕ
2
ε, . . . , ϕ

k
ε ) ∈

Bδ
ε(W ) and that ϕi

ε · ϕj
ε ≡ 0 if i 6= j. Hence we have

Λε,κ ≤ Iε,κ(ϕ1
ε, ϕ

2
ε , . . . , ϕ

k
ε )

= µ +

k∑

i=1

{
1

2

∫

Rε

(
|∇ϕi

ε(x)|2 + |ϕi
ε(x)|2

)
dx −

∫

Rε

Fi(ϕ
i
ε) dx

}

= µ + τε,
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where

τε =

k∑

i=1

{
1

2

∫

Rε

(
|∇ϕi(x)|2 + |ϕi(x)|2

)
dx −

∫

Rε

Fi(ϕ
i) dx

}
.

Since |Rε| → 0 as ε → 0, then τε → 0, proving the stated estimate. �

Lemma 3.6. For every ε ∈ (0, 1), there exists σε such that σε → 0 as ε → 0 and

‖U ε,κ − W‖2
(H1(Ω0))k ≤ σε

for every κ > max
i6=j

2f ′

i(0)

A2

j

.

Proof. From (13), we can write Λε,κ = I1
ε,κ + I2

ε,κ where

I1
ε,κ =

k∑

i=1

{
1

2

∫

Ω0

(
|∇uε,κ

i |2 + |uε,κ
i |2

)
dx −

∫

Ω0

Fi(u
ε,κ
i ) dx + κ

∑

j 6=i

∫

Ω0

(uε,κ
i )2(uε,κ

j )2 dx

}

I2
ε,κ =

k∑

i=1

{
1

2

∫

Rε

(
|∇uε,κ

i |2 + |uε,κ
i |2

)
dx −

∫

Rε

Fi(u
ε,κ
i ) dx + κ

∑

j 6=i

∫

Rε

(uε,κ
i )2(uε,κ

j )2 dx

}
.

Since by assumption −∆wi + wi = fi(wi) in Ω0, we can write each term in I1
ε,κ as follows

1

2

∫

Ω0

(
|∇uε,κ

i |2 + |uε,κ
i |2

)
dx −

∫

Ω0

Fi(u
ε,κ
i ) dx + κ

∑

j 6=i

∫

Ω0

(uε,κ
i )2(uε,κ

j )2 dx

=
1

2

∫

Ω0

(
|∇wi|2 + |wi|2

)
dx −

∫

Ω0

Fi(wi) dx

+
1

2

∫

Ω0

(
|∇(uε,κ

i − wi)|2 + |(uε,κ
i − wi)|2

)
dx −

∫

Ω0

(
Fi(u

ε,κ
i ) − Fi(wi)

)
dx

+

∫

Ω0

(
∇wi · ∇(uε,κ

i − wi) + wi(u
ε,κ
i − wi)

)
dx + κ

∑

j 6=i

∫

Ω0

(uε,κ
i )2(uε,κ

j )2 dx

= −µi|Ωi| + α1
ε,κ,i + α2

ε,κ,i

−
∫

Ω0

(
Fi(u

ε,κ
i ) − Fi(wi) − fi(wi)(u

ε,κ
i − wi) −

1

2
f ′

i(wi)(u
ε,κ
i − wi)

2
)
dx.

where

α1
ε,κ,i =

1

2
‖uε,κ

i − wi‖2
H1(Ωi) −

1

2

∫

Ωi

f ′
i(Ai)(u

ε,κ
i − wi)

2 + κ

∑

j 6=i

∫

Ωi

(uε,κ
i )2(uε,κ

j )2 dx

and

α2
ε,κ,i =

1

2

∑

j 6=i

∫

Ωj

(
|∇uε,κ

i |2 + |uε,κ
i |2 −

[
f ′

i(0) − 2κ

∑

h 6=i

(uε,κ
h )2

]
|uε,κ

i |2
)

dx.
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From (10) it follows that

(16) α1
ε,κ,i ≥

ν

2
‖uε,κ

i − wi‖2
H1(Ωi).

On the other hand, from Hölder’s and Sobolev’s inequalities it follows that

α2
ε,κ,i ≥

1

2

∑

j 6=i

∫

Ωj

((
1 −

∥∥∥
[
f ′

i(0) − 2κ

∑

h 6=i

(uε,κ
h )2

]+∥∥∥
L

p
p−2 (Ωj)

S−1
p,j

)
|∇uε,κ

i |2 + |uε,κ
i |2

)
dx.

where p = 2∗ for N ≥ 3 and p ∈ (2,+∞) for N = 2, and Sp,j is the best constant in the
Sobolev embedding H1(Ωj) →֒ Lp(Ωj). Let us denote

Aδ
κ,j = {x ∈ Ωj : |uε,κ

j − Aj|2 > δ}.
Hence

δ2 ≥
∫

Ωj

|uε,κ
j − Aj |2 dx ≥ δ|Aδ

κ,j |

and then |Aδ
κ,j | < δ. In particular, if δ is such that

(17) δ
p−2

p |(f ′
i(0))

+| <
Sp,j

2
,

there holds

(18)
∥∥∥
[
f ′

i(0) − 2κ

∑

h 6=i

(uε,κ
h )2

]+∥∥∥
L

p
p−2 (Aδ

κ ,j)
<

Sp,j

2
.

In Ωj \ Aδ
κ,j, there holds uε,κ

j > Aj −
√

δ >
Aj

2 for δ small as in Remark 3.4. Then, if

κ > 2f ′
i(0)/A

2
j ,

(19) f ′
i(0) − 2κ

∑

h 6=i

(uε,κ
h )2 < 0 in Ωj \ Aδ

κ,j.

Collecting (18) and (19), we deduce that, for κ >
2f ′

i(0)

A2

j

,

∥∥∥
[
f ′

i(0) − 2κ

∑

h 6=i

(uε,κ
h )2

]+∥∥∥
L

p
p−2 (Ωj)

S−1
p,j <

1

2
,

and therefore

(20) α2
ε,κ,i ≥

1

4

∑

j 6=i

‖uε,κ
i − wi‖2

H1(Ωj).

From (16) and (20), we obtain that

α1
ε,κ,i + α2

ε,κ,i ≥ min
{ν

2
,
1

4

}
‖uε,κ

i − wi‖2
H1(Ω0).
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By Lemma 3.3 and Remark 3.4 we have that

k∑

i=1

∫

Ω0

[
Fi(u

ε,κ
i ) − Fi(wi) − fi(wi)(u

ε,κ
i − wi) −

1

2
f ′

i(wi)(u
ε,κ
i − wi)

2
]
dx

≤ min
{ν

4
,
1

8

}
‖U ε,κ − W‖2

(H1(Ω0))k .

Hence

(21) I1
ε,κ ≥ µ + min

{ν

4
,
1

8

}
‖Uε − W‖2

(H1(Ω0))k .

On the other hand, I2
ε,κ can be promptly estimated by

I2
ε,κ ≥ −|Rε|

k∑

i=1

µi(22)

with µi as in (F2). Combining inequalities (21) and (22), it follows that

(23) Λε,κ ≥ µ + η‖Uε − W‖2
(H1(Ω0))k − |Rε|

k∑

i=1

µi,

where η = min{ν
4 , 1

8} > 0. From Lemma 3.5 and (23), we infer that ‖Uε−W‖2
(H1(Ω0))k ≤ σε

with σε = 1
η
(τε + |Rε|

∑k
i=1 µi), concluding the proof. �

Proof of Theorem 3.1. In order to conclude the proof of the theorem, it is sufficient
to consider U ε,κ provided by Lemma 3.2. If κ is large enough, we can apply Lemma
3.6 to infer that U ε,κ ∈ Bδ

ε(W ), provided that ε is sufficiently small. Hence U ε,κ attains
cε,κ = Λε,κ and it is a local minimizer of Iε,κ on the open set Bδ

ε(W ), with all the required
properties. �

4. Competitive systems

In this section we prove the existence of solutions to the competitive system

(24)




−∆ui + ui = fi(ui) − 2κui

∑
j 6=i u

2
j , in Ωε,

∂ui

∂ν
= 0, on ∂Ωε,

for i = 1, . . . , k.

Theorem 4.1. There exists δ > 0 such that for ε > 0 sufficiently small and κ > 0
sufficiently large, system (24) admits a solution U ε,κ = (uε,κ

1 , . . . , uε,κ
k ) ∈ Bδ

ε(W ) such
that, for all i = 1, . . . , k, uε,κ

i 6≡ 0 and

(25) 0 ≤ uε,κ
i ≤ Ai a.e. in Ωε.
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Proof. By standard Critical Point Theory, see e.g. [1], the critical points of Iε,κ on

(H1(Ωε))
k give rise to weak (and by regularity classical) solutions to

(26)




−∆ui + ui = f̃i(ui) − κgi(ui)

∑
j 6=i Gj(uj), in Ωε,

∂ui

∂ν
= 0, on ∂Ωε,

where

f̃i(t) =





0, if t ≤ 0,

fi(t), if 0 ≤ t ≤ Ai,

Ai, if t ≥ Ai,

and

gi(t) =

{
2t, if |t| ≤ Ai,

2Ai sgn(t), if |t| > Ai.

Notice that a solution to (26) satisfying (25) is also a solution of (24). Now the proof of
the theorem immediately follows by considering U ε,κ ∈ Bδ

ε(W ) as in Theorem 3.1; since it
is a local minimizer of Iε,κ, it is a free critical point of Iε,κ and hence solves (26). By the
validity of (13) we finally deduce that U ε,κ is actually a solution to (24), thus completing
the proof.

�

5. The optimal partition problem

In this section we deal with problem (Pε), namely we look for local minimizers of the
free energy on segregated states. The localization of the problem is essentially motivated
by the fact that any global minimizer of the free energy in a connected domain is trivial,
as stated in Proposition 2.1, the proof of which is given below.

Proof of Proposition 2.1. By a direct computation, for any U = (u1, . . . , uk) ∈ U

JΩ(U) ≥
k∑

i=1

∫

Ω

[ |ui|2
2

− Fi(ui)

]
dx ≥

k∑

i=1

( |Ai|2
2

− Fi(Ai)

)
|{x ∈ Ω : ui(x) > 0}|(27)

≥ −µi0

k∑

i=1

|{x ∈ Ω : ui(x) > 0}| ≥ −µi0|Ω| = JΩ(U0).

On the other hand for any nontrivial k-uple U = (U1, . . . , Uk) ∈ U there exists j such
that |∇uj | 6≡ 0 and hence the inequality in the first line of (27) is strict. Therefore
JΩ(U) > JΩ(U0) and U cannot be a global minimizer. �

A nontrivial solution to the local minimization problem will be provided by a limit
configuration of solutions to the competitive system. To this aim we shall perform the
asymptotic analysis of the solutions to (24) found in Theorem 4.1 as κ → +∞.
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Proof of Theorem 2.2 and 2.3. Let U ε,κ = (uε,κ
1 , ..., uε,κ

k ) be the solution of system
(24) obtained in Theorem 4.1 by minimizing Iε,κ on Bε

δ(W ), hence Iε,κ(U ε,κ) = cε,κ as in
Theorem 3.1. In particular

(28) cε,κ ≥ 1

2
‖U ε,κ‖2

(H1(Ωε))k − |Ωε|
∑

i

max
t∈[0,Ai]

|Fi(t)|.

For every U ∈ Uε∩Bδ
ε(W ), define Ũ by setting ũi(x) = min{ui(x), Ai}. Then the following

inequalities hold

JΩε(U) ≥ JΩε(Ũ ) = Iε,κ(U) ≥ cε,κ,

implying

(29) λδ
ε ≥ cε,κ.

From (28) and (29) we obtain that

‖U ε,κ‖2
(H1(Ωε))k ≤ 2cε,κ + 2|Ωε|

∑

i

max
t∈[0,Ai]

|Fi(t)| ≤ 2λδ
ε + 2|Ωε|

∑

i

max
t∈[0,Ai]

|Fi(t)|.

Hence uε,κ
i is bounded in H1(Ωε) uniformly with respect to κ, then there exists a weak

limit vε
i such that, up to subsequences, uε,κ

i ⇀ vε
i in H1(Ωε) as κ → +∞. Also, by lower

semicontinuity of the norm, we learn that V ε ∈ Bε
δ(W ), hence, by (11), vε

i 6≡ 0 for all i.
Let us now multiply the equation of uε,κ

i times uε,κ
i on account of the boundary conditions:

then

κ

∫

Ω
(uε,κ

i )2
∑

j 6=i

(uε,κ
j )2 is bounded uniformly in κ,

hence
∫

Ω
(uε,κ

i )2
∑

j 6=i

(uε,κ
j )2 → 0, as κ → ∞.

By the pointwise convergence uε,κ
i (x) → vε

i (x) a.e. x ∈ Ωε, we infer that vε
i (x) ≥ 0 and

vε
i (x) · vε

j (x) = 0 for almost every x, hence V ε ∈ Uε.

Also, by the positivity of the interaction term, we know that cε,κ ≤ cε,κ′ when κ ≤ κ
′:

hence the sequence of critical levels cε,κ converges to some λ ≤ λδ
ε as κ → +∞. Since by

the Dominated Convergence Theorem (recall that 0 ≤ uε,κ
i ≤ Ai)

∫

Ωε

Fi(u
ε,κ
i ) dx =

∫

Ωε

F̃i(u
ε,κ
i ) dx →

∫

Ωε

Fi(v
ε
i ) dx, κ → ∞,
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the following chain of inequalities holds:

λδ
ε ≥ lim

κ→∞
cε,κ = lim

κ→∞
Iε,κ(U ε,κ)

= lim sup
κ→∞

[ k∑

i=1

{
1

2
‖uε,κ

i ‖2
H1(Ωε) −

∫

Ωε

F̃i(u
ε,κ
i ) dx

}
+ κ

k∑

i,j=1
i6=j

∫

Ω
(uε,κ

i )2(uε,κ
j )2

]

≥ lim sup
κ→∞

k∑

i=1

{
1

2
‖uε,κ

i ‖2
H1(Ωε) −

∫

Ωε

F̃i(u
ε,κ
i ) dx

}

≥ lim inf
κ→∞

k∑

i=1

{
1

2
‖uε,κ

i ‖2
H1(Ωε)

−
∫

Ωε

F̃i(u
ε,κ
i ) dx

}

≥
k∑

i=1

{
1

2
‖vε

i ‖2
H1(Ωε) −

∫

Ωε

Fi(v
ε
i ) dx

}
= JΩε(V

ε) ≥ λδ
ε.

Therefore all the above inequalities are indeed equalities. In particular JΩε(V
ε) = λδ

ε,
meaning that V ε solves (Pε) on Bε

δ(W ), giving the proof of Theorem 2.2.
Moreover limκ→+∞ ‖U ε,κ‖(H1(Ωε))k = ‖V ε‖(H1(Ωε))k which, together with weak conver-

gence, implies that the convergence U ε,κ → V ε is actually strong in (H1(Ωε))
k. We also

deduce that

lim
κ→∞

κ

∫

Ω
(uε,κ

i )2
∑

j 6=i

(uε,κ
j )2 = 0.

The proof of the Theorem 2.3 is thereby complete. �

5.1. Extremality conditions. Once the existence of a solution for the optimal partition
problem (Pε) is known, we can appeal to [5] to derive some interesting properties of Uε.
In particular, since U ε is a local minimizer of the free energy JΩε , we can prove that its
components are solution of a remarkable system of distributional inequalities.

Theorem 5.1. Let U ε ∈ Bδ
ε(W ) be a solution to problem (Pε). Then U ε is a solution of

the 2k distributional inequalities (7), namely, for every i and every φ ∈ H1(Ωε) such that
φ ≥ 0 a.e. in Ωε, there holds





∫

Ωε

(
∇uε

i∇φ + uε
iφ − fi(u

ε
i )φ

)
dx ≤ 0,

∫

Ωε

(
∇ûε

i∇φ + ûε
iφ − f̂i(û

ε
i )φ

)
dx ≥ 0,

where ûi = ui −
∑

h 6=i uh and f̂(ûi) = fi(ui) −
∑

j 6=i fj(uj).
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The proof can be obtained as in [5, Theorem 5.1], the only difference being that here
we are dealing with local (and not global) minima of the free energy. For the reader’s
convenience, we sketch the main steps.

Proof. We argue by contradiction, hence, to prove the first inequality, we assume that
there exists one index j and φ ∈ H1(Ωε) such that φ ≥ 0 and

(30)

∫

Ωε

(
∇uε

j∇φ + uε
jφ − fj(u

ε
j)φ

)
> 0.

For t ∈ (0, 1) we consider V = (v1, . . . , vk) defined as

vi =

{
uε

i if i 6= j
(uε

i − tφ)+ if i = j.

We notice that V ∈ Uε. Moreover, since that map z 7→ [z]+ is continuous from H1(Ωε)
to H1(Ωε) and U ε ∈ Bε

δ(W ), we learn that V ∈ Bε
δ(W ) for all t small enough. In light of

(30) it is immediate to check that JΩε(V ) < JΩε(U
ε) = min{JΩε(U), U ∈ Bε

δ (W ) ∩ Uε}
for t small enough, a contradiction. Let now j and φ ∈ H1(Ωε), φ ≥ 0, such that

∫

Ω

(
∇ûε

j∇φ + uε
iφ − f̂(ûε

j)φ
)

< 0.

Again, we show that the value of the functional can be lessen by replacing U with an
appropriate new function V close to W . This is defined as V = (v1, . . . , vk) with

vi =

{
(ûj + tφ)+ , if i = j

(ûj + tφ)− χ{ui>0}, if i 6= j.

Simple computations lead to

JΩε(V ) − JΩε(U
ε) = t

∫

Ωε

(
∇ûε

j∇φ + ûε
iφ − f̂j(û

ε
j)φ

)
+ o(t),

which leads to a contradiction if t is small enough. �

6. Conclusions and final remarks

As a final step of our study, we have proved the existence of an element (u1, . . . , uk)
with k non-trivial components in the functional class

S(Ω) =





(u1, · · · , uk) ∈ (H1(Ω))k : ui ≥ 0, ui 6≡ 0, ui · uj = 0 if i 6= j,
∫
Ω

(
∇ui∇φ + uiφ − fi(ui)φ

)
≤ 0 and

∫
Ω

(
∇ûi∇φ + ûiφ − f̂(ûi)φ

)
≥ 0

for every i = 1, . . . , k and φ ∈ H1(Ω) such that φ ≥ 0 a.e. in Ω





when Ω = Ωε with small ε.
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In particular, by choosing test functions φ with compact support in Ωε, we learn that
any element of S(Ωε) is a solution (in distributional sense) of the following 2k differential
inequalities:

(31)

{
−∆ui ≤ fi(ui), in Ωε,

−∆ûi ≥ f̂(ûi), in Ωε.

By appealing to the interior regularity theory developed in [5, Section 8], we know that
any ui is locally Lipschitz continuous and, in particular, the set ωi = {x ∈ Ωε : ui(x) > 0}
is an open (nonempty) set. Hence by (7) we obtain that ui

∣∣
ωi

is solution of

−∆ui + ui = fi(ui), in ωi,

subject to the boundary condition

∂ui

∂ν
= 0, on ∂Ωε ∩ ωi.

This suggest that the validity of (7) not only implies the differential inequalities (31) in
Ωε, but it also contains boundary conditions on ∂Ωε in some Neumann form, the major
difficulty being to give functional sense to “∂ui

∂ν
” on the whole of ∂Ωε. A rigorous analysis

of this point requires the development of a regularity theory for the class S(Ω) up to the
boundary, that will be object of future studies.

As a final remark, we point out that the strategy carried out in the present paper can
be easily extended to the case in which the number k of the species is less than the number
of the connected components of the unperturbed domain Ω0. Indeed, in such a case we
can still write Ω0 as Ω1 ∪ Ω2 ∪ · · · ∪ Ωk with Ωi ⊂ R

N not necessarily connected and
repeat, step by step, our arguments which do not actually require connectedness of the
sets Ωj. In this way we can produce solutions both to (Pε) and to (1) near any function
W = (w1, . . . , wk) with wi supported in more than one connected components of Ω0 for
some i.

Acknowledgements. We are indebted to Prof. Susanna Terracini for her interesting
comments and suggestions.
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