Abstract form

IV Congresso Nazionale SISMEC
Mondello, Palermo 19 — 22 settembre 2007

Prima di redarre I'Abstract si prega di prenderesiane delle istruzioni nel sito web o nel programpneliminare
Importante: I'abstract dovra essere inviato sia @mdocumento Word che come file pdf
Termine ultimo per la presentazione dei contribliberi: 1 giugno 2007

| Tipo di presentazione preferita ~ (X) | poster| | orale] X| €&

Indirizzo dell’autore :

Titolo abstract

Autori: (sottolineare il
nome del presentatore

Istituto/Dipartimento:

Citta/Nazione

21
2

3
4
5

WN -

NP AW, R

GaleoneCarlotta P

& Universita degli Studi di Milano — Istituto di Statistica Medica e Biometria “G.A. Maccacaro’-
Via Venezian, 1 — 20133 Milano €arlotta.galeone@unimi.it

®|stituto di Ricerche Farmacologiche "Mario Negri* M ilano — Dipartimento di Epidemiologia -

Via Eritrea, 62 — 20157 Milano —galeone @marionegri.it- Tel. 02-39014577 — Fax 02-3320023

Bioequivalence assessment from crossover data: a new approach for the construction of
confidence intervalsfor theratio of two formulation means

Galeone C 2P
Pollastri A ©
ReinaG?

&Universita degli Studi di Milano —Istituto di Statistica Medica e Biometria“ G.A. M accacaro” -
Via Venezian, 1 —20133 Milano

®| stituto di Ricerche Farmacologiche " Mario Negri* Milano — Dipartimento di Epidemiologia -
Via Eritrea, 62 — 20157 Milano

®Universita degli Studi di Milano Bicocca — Dipartimento di M etodi Quantitativi per
I’Economia - Piazza dell’ Ateneo Nuovo, 1-20126 Milano

1 [ Milano/ltalia




Bioequivalence assessment from crossover data: a new approach for the construction of confidence intervalsfor the
ratio of two formulation means

Galeone C ®, Pollastri A ¢, Reina G 2

#Universita degli Studi di Milano — Istituto di Sistica Medica e Biometria “G.A. Maccacaro”
®|stituto di Ricerche Farmacologiche "Mario Negrilldho — Dipartimento di Epidemiologia
®Universita degli Studi di Milano Bicocca — Dipartimto di Metodi Quantitativi per 'Economia

Introduction

The assessment of bioequivalence for different dorglations is based on the following fundameraequivalence
assumption: “When two drug formulations are equmalin the rate and extent to which the active dingredient or
therapeutic moiety is absorbed and becomes avaikhihe site of drug action, it is assumed they thill be therapeutically
equivalent”. The purpose of bioequivalence trial$a identify pharmaceutical equivalents or phaendical alternatives that
are intended to be used interchangeably for the sherapeutic effects. Thus, bioequivalent drugnfdations are therapeutic
equivalents and can be used interchangeably (Chdviciai, 2000).

Because the response of individual subjects ppaticig in the study may differ considerably, iréeommendable to remove
the inter-subject variability from the comparisoateen formulations. Thus, a two-period crossowesigh (Table 1) on
univariate characteristics of rate and extent (éxample, area under the concentration curve, AU@ amaximum
concentration, .y is usually used. To claim bioequivalence in agerhioavailability, the +20 rule requires that tiagio of
the mean of the test formulation (T) and the mefathe standard formulation (S), calld®= . / 1, for AUC and G be
within (80%, 120%) limits (Berger and Hsu, 1996h the last two decades, several statistical methoased on
untransformated data have been proposed, includengonfidence intervals (Cls) approach, the metifadterval hypotheses
testing, the Bayesian approach and nonparametrihotie For the parametric Cls approach, sever&loasitproposed the
application of the Fieller's theorem to constru@@laor (4 / g and compare it with (80%, 120%) limits (Mandaltad Mau,
1981; Locke, 1984; Liu, 1990; Hsu, Hwang et al.94;9Vuorinen and Tuominen, 1994). However, thel&iahethod (FM)
does not always exist, i.e. the Cls are unboundedhk ratio of the two formulation means. We pragp@ new parametric
technique for the construction of 100{% Cls, based on the exact distribution of the éstimated formulation means.

Material and methods
Suppose that in “Sequence 1” the standard fornaas given first and the test formulation is givsetond. In “Sequence 27,
the formulations are given in the reverse orderepsrted in Table 1.

Table 1 — Two-period crossover design for compaartgst formulation and a standard
formulation of a drug product.
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Let X;s and X;; be the responses (e.g., AUC and/ggXof the " subject (withi=1,...,n) in the I" sequence (with=1,2) for

the standard formulation and the test formulatiespectively. For simplicity, assume that each eage has the same number
of subjectsn. However, this restriction can be removed andstiadistical methodologies can be easily extendettidamore
general setting (Locke, 1990; Chow and Liu, 200®)e model has these following assumptions. Theestbjare considered
to be a random sample from a large population.géch sequencexX;s and X;; have a Bivariate Normal (BN) distribution.

It is assumed that the covariance matrixXjf and X;; is the same for both sequences. In addition toeffexts of the



formulations, the means oX;s and X;; are affected by period effects. Sequence effeetaiso included in the model. The
four means for the model are the following:

E(Xys) =Hstm+a, and E Ky Futmta,;
E(Xps) =Ustm+a, and E Ky Futmta,

where 1 and 4, are the population means for the standard anddesulations, 7z and 7z, are the period effects, arg
and a, are the sequence effects. The constraintssz, =0 and a, + a, =0 are assumed.

The parameter of interest is defined as the rédftithe two formulation means, call®= 1« / g, with 1 #0. By means of
data from a comparative bioavailability study, wbétain the maximum likelihood estimators (MLE) fonet means
2= (i f1s) and covariance matrig , as follows:
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These MLEs are consistent for the true values andhb invariance property of the MLEs the consist®iLE of R is
R= j1, | f1g (Stuart, Ord et al., 1999).

The aim is to construct B00(1- a )% Cls for R with the FM and the new method and to provide canspns between the two
methods.

The Fieller Method (FM)
The FM refers to a general approach to obtain @she ratio of means in a BN random variable (Rigller, 1954). The FM

assumes that numerator and denominator of the estimator R= /. / i1, follow a BN distribution, so thatiz. - Ril is
normally distributed with expected value equal évaz By means of the standardization fgf - Riis, Fieller found a pivotal
quantity for the unknown paramety calledQ as follows:
_ it - Ril,
J(67 -2RG:+ R&?) (20

Therefore, the Cls foR, if they exist, are derived from the following ineality: (2 —Ri)" < Var(i, - Ry) where

(-a12)

~ Studen2 r2).

t(mz) is the (1e/2)" quantile point of a Student rv with (2n-2) degreﬂsfreedom. The second order inequality may be

conveniently expressed ag(R)=g R-2Q Rr ¢<0 with a, =/ (1/(2n)) ,0% b= (112n) 412 0sr =~ M+l s,
¢, = iz —(1/(2n)) t: «/20+- The Cls forR are bounded only whea, >0, i.e. the estimated mean of the standard fornusiati
[ is significantly d|fferent from zero at level(Locke, 1984; Liu, 1990; Hsu, Hwang et al., 1994prinen and Tuominen,
1994). When this condition is verified, the lowinit ( ﬁL) and the upper Iimitl{{J ) of the CI forR are:

~ _ b -JB-ag & _—h+Jl-ag

R=—"-"—">—"= and R=-"T"->~"°

a, a,

The Exact Distribution Method (EDM)
On the same parametric assumption of FM, the Histian of 2= (i, /I5) is a BN rv with meansy = (4, i5), variances

(&TZ/Zn;&é /2n) and coefficient of correlatio = &, //626% . Therefore,R= j1, / i is the ratio of two correlated Normal
rvs jointly distributed as a BN rv, and its distrilon is a finite non-standard mixture density wiischotomous proportions
with a Cauchy component (Marsaglia, 2006; Gale@0€,7). The simultaneous Cls fér = [ | fig can be obtained by using

the inverse cumulative density function &f, as follows:

{R R<R<RB= Aﬁ_a]} (1-a)



where ﬁa = FF{1 [%) is the @/2)" quantile point andli1 o= F,i'1 (1—%) is the (1e/2)" quantile point of the distribution of
2 2

R. This method warrants the existence of the Cigesthe cumulative density function (CDF) is a nton& non-decreasing
function that can always be inverted.

Simulation study

Monte Carlo experiment was used to assess therpafwes of the FM and EDM for computing 90% ClsRoby differing
levels of correlation between numerator and denatom We started using a simulated population witbwn means (0.25,
1.20) and variances (9, 16) of the two formulatjmespectively, known correlations between test staddard formulations
(0, 10.3], |0.6], |0.9]) and a knoRRnThe sample size varied from 25 to 1,600 withrille of the doubling technique. Overall,
there were 49 combinations of simulation parametéos each combination of parameters, we simul&t@80 independent
samples for each treatment group from this popardafihe criterions used to evaluate the performaoéehe methods were

the probability of coverage of the intervals (d@rd)as(l—c”r)), the average width of the intervals (denoted\ag) and the
symmetric miscoverage of the intervals (denotetbds.

Results

The performances of the two methods for the coctitru of 90% Cls foR, for p = 0.6, were reported in Table 2. For small
values ofn (n<200) there was at least one unbounded CI thatedetde average widths not to be expressed as auedder.
Consequently, the corresponding coverage proliabilivere very low. For elevated valuesmpfthe performances of the Cls
based on FM and EDM were very close.

Table 2 — Performances of the two methods
for the construction of 90% CI witlp = 0.6.

FM EDM
n
(1-a) 0.1999  0.9169
25 ods 0.8376  0.5321
(1-a) 0.3164  0.9104
S0 opds 0.8266 0.6004
(1-a) 0.8224  0.9064
100 opds 0.7635  0.6106
Amp - 1.5660
(1-a) 0.8703  0.9004
200  opds 0.6810 0.4960
Amp - 0.6908
(1-a) 0.8960  0.8996
400 o4ds 0.5192 0.5180
Amp 0.3953 0.3442
(1-a) 0.9028  0.9028
800  opds 0.5374  0.5342
Amp 0.2631 0.2628
(1-a) 0.9032  0.9029
1600 opqs 0.5353  0.5372
Amp 0.1817 0.1816

Extending the simulation results to all other valaép considered, the FM always failed for< 50, with corresponding non-
acceptable coverage probabilities. For equal to -0.6 and -0.9, the FM failed also foequal to 100, but in these cases the
coverage probabilities were higher as referrechése forn<100. For other values gb, i.e. equal to —0.3, 0 and 0.3, the FM
failed also forn equal to 200. The simulation results highlightedt tthe FM less frequently produces unbounded dendie

intervals forR with increasing values of. Finally, the performances of the two methods veatisfactory and very close to each
other for high values af.



Conclusions
The EDM for the construction of Cls fdR = [ | i always exists and produces bounded intervals seitisfactory and very

close performances to the FM. Although the calcofushe limits of the Cls by means of the new mdtioomore complicated,
as this involves the calculation of the inverseadEDF that can be obtained only by a computer stpgfee EDM always
allows to obtain bounded Cls, also when the FM peced unbounded intervals. The implementation oteuiares and
functions to construct Cls with the EDM is alreaalailable in Matlab and will soon be available iASSpackage, too.

Differently from other parametric methods for thenstruction of Cls forR = i 1 i, these two methods are preferable
because they take into account not only the vditialiif /z, but also the intersubject variability. FinallyetiEDM is easily
extended to the general crossover designs, ashed@M proposed by Locke (1990).
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