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Abstract

Socially assistive robots (SARs) have been shown to be promising therapy tools for children with
primary or co-occurring language impairments (e.g., developmental language disorder and autism
spectrum disorder), but only a few studies have explored the use of SARs in speech-language
therapies. This work sought to address the following research goals: (1) explore the potential
of using SAR for training linguistic skills of children with language impairments, targeting spe-
cific aspects of language and measuring their linguistic improvements in speech-language therapy;
(2) explore children’s facial cues during SAR-supoported speech-language therapy; and (3) col-
lect therapist perspectives on using SARs in speech-language therapy after having experienced it.
Toward these goals, we conducted an 8-week between-subjects study involving 20 children with
language impairments and 6 speech-language therapists who conducted the SAR-supported ther-
apy. Children were randomly assigned to either a physical SAR or a virtual SAR condition; both
provided the same language impairment therapy. We collected linguistic activity scores, video
recordings, therapist questionnaires, and group interview data. The study results show that: (i)
the study participants’ overall linguistic skills improved significantly in both conditions; (ii) par-
ticipants who were engaged with the physical SAR (measured based on gaze direction and head
position) were more likely to demonstrate linguistic skill improvements and had a significantly higher
numbers of speech occurrences in the child-robot-therapist triads with the physical SAR; (iii) ther-
apists reported skepticism about SAR efficacy in this context but believed that SAR could be
beneficial for keeping children engaged, motivated, and positive during speech-language therapy.
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1 Introduction

Speech and language disorders are among the
most prevalent childhood conditions worldwide,
with an estimated overall prevalence rate of 7.5-
8% [7, 34]. For some children, such as those with
Developmental Language Disorder (DLD), diffi-
culties in language skills constitute the primary
domain of impairment. DLD is a neurodevelop-
mental disorder that involves specific difficulties
in mastering aspects of language (e.g., word/sen-
tence structure, aka morphosyntaz) independent
from any kind of intellectual, sensory, or neuro-
logical impairment. For other conditions, language
impairments constitute a co-occurring factor, such
as in Autism Spectrum Disorder (ASD). ASD is
a neurodevelopmental condition characterized by
impairments in social communication and inter-
action and the presence of restricted and repet-
itive behaviors; language impairments may be
associated with the primary ASD diagnosis (aka
ASD-LI) [52]. Several studies in psycholinguistics
have used standardized or experimental tasks that
evaluate morphosyntax to investigate the pheno-
typic similarities among individuals with DLD and
ASD-LI, generating an ongoing debate regard-
ing the overlap of their language (dis)abilities
[41, 59, 81]. For the purposes of this paper, we
assume that DLD and ASD-LI have shared needs
for improved language skills [70, 77|, and we refer
to children with either DLD or ASD-LI diag-
noses as children with language impairments or
disorders.

In recent years, researchers and therapists have
both suggested that existing tools used in research
and clinical practice often lack engagement and
are not tailored to the specific needs of children
with language disorders [40, 82]. Past studies have
pointed out the potential of adopting innovative
technologies into speech-language therapy. Specifi-
cally, Socially Assistive Robots (SARs) [28, 37, 80]
have emerged as promising tools for supporting
children with special needs (e.g., ASD, DLD) in
enhancing their social and communication skills
[15, 21]. SARs have been shown to have posi-
tive impacts on child engagement, joint attention,
and turn-taking [17, 21, 46, 65, 66]. However, to
date, only a few studies have investigated the use
of SAR in the context of speech-language inter-
ventions to address morphosyntactic structure.
Consequently, this work explores the potential of

Fig. 1 A child interacting with the QT robot with the
support of a therapist during a speech-language therapy
session.

SAR for training comprehension and production
linguistic skills - specifically morphosyntactic ones
- of children with language impairments. This
work sought to understand the use of SAR in
speech-language therapy, in particular exploring i)
children’s linguistic improvements using a SAR, ii)
children’s behavior (e.g., facial cues, speech occur-
rences) during interactions with a SAR, and iii)
therapist perspectives on introducing SARs into
speech-language therapy.

This paper pursues the following research ques-
tions:

® RQ1. To what extent do children improve their
morphosyntactic linguistic skills from speech-
language therapy/training with a socially assis-
tive robot?

® RQ2. To what extent do SARs promote facial
expressions, eye gaze, and speech in children
during their speech-language therapy?

® RQ3. To what extent do therapists who have
experienced SAR believe if its efficacy and
would use SARs in their speech-language ther-
apy practice to train children with language
impairments?

To explore these questions, we conducted a
longitudinal 8-week between-subject user study
involving 20 children with language impair-
ments and 6 speech-language therapists. Children
received training of their morphosyntactic skills
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through linguistic activities in one of two con-
ditions: with a physical QT robot [1] or with
a virtual QT robot. We collected study data
from automatic activity logs (i.e., linguistic score
obtained by children), video and audio recordings
(see Figure 1), questionnaires, and a group inter-
view with the therapists. The contributions of this
work are threefold, demonstrating that:

1. The child participants in the study signifi-
cantly improved their linguistic skills in both
conditions: with a physical and virtual SAR);

2. The child participants in the physical robot
condition who were engaged in the interac-
tion with the physical SAR (measured by gaze
direction and head position) were more likely
to show linguistic skill improvements and had
significantly more speech occurrences in child-
robot-therapist triads;

3. Therapists were skeptical about the adoption
of SARs for improving skills of children with
language impairments; however, they acknowl-
edged that physical SARs could be beneficial
for keeping children engaged, motivated, and
positive during therapy.

This paper is structured as follows. Section 2
presents related work on socially assistive robots
for children with language impairments. Section
3 describes the hypotheses, the study design, the
systems used, the participant recruitment, the
linguistic activities used to train comprehension
and production skills, and the procedure, mea-
surement, and analyses. Section 4 reports on the
results of the study, and Section 5 discusses them.
Section 6 concludes the paper.

2 Related Work

Socially assistive robotics (SAR) aims at assisting
people with special needs, through social rather
than physical support [2, 37, 54]. In recent years,
SAR has been studied extensively in the context
of training social and communication skills for
children, in particular in clinical practice for indi-
viduals with autism (e.g., [19, 24, 53, 57, 65, 68]).
SARs have the potential to improve child engage-
ment while also allowing therapists to deliver more
interactive sessions [29, 32]. The following sections
overview past work into SAR-supported speech-
language therapies, linguistic interactions, and
related interventions, into the role of the robot’s

embodiment, and into therapist involvement in
such interventions.

2.1 Socially Assistive Robots for
Children with Language
Impairments

Past studies explored SARs as means of enhanc-
ing linguistic skills of children with language
impairments, especially in the context of speech-
language therapy, but no work to date has focused
on morphosyntactic structures. Shimaya et al. [67]
investigated how a humanoid SAR could promote
verbalization in three teens on the autism spec-
trum. Participants demonstrated desirable non-
echolalic reactions toward discussions about chal-
lenges of human relationships. Estévez et al. [33]
explored the use of a Nao robot in speech ther-
apy interventions with five children with language
disorders. The results suggested that the robot
could promote attention, motivation, and readi-
ness to learn. Lee and Hyun [49] investigated the
use of a robot companion to promote linguistic
interactions by children with language disorders.
The study involved four children with autism
and suggested that children learned to initiate
conversations with the robot and expressed emo-
tions. Egido-Garcia et al. [31] performed a a case
study to develop adaptive behaviors for a Nao
robot used in speech-therapy sessions. The results
showed that the robot could play a positive, moti-
vating role in several speech-therapy activities.
Robles-Bykbaev et al. [60] presented a system
that provided decision support for planning ther-
apy sessions, and a robotic assistant SPELTRA
for motivating children with communication dis-
orders to engage in therapeutic activities, along
with a module for creating clusters of patients
with similar needs and profiles. The system was
validated in two phases: the first (N=111) eval-
uated the robot’s appearance and functionality
with typically developing youth, and the second
(N=70) collected interaction data between the
robot and children with communication disorders.
The results showed that participants of both stud-
ies felt confident and comfortable in interacting
with SPELTRA, and capable of carrying out the
therapeutic activities.

Overall, previous studies establish that SARs
are promising tools for promoting linguistic inter-
actions and eliciting motivation and engagement
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of children with language impairments during
speech-language therapy.

2.2 Socially Assistive Robots vs.
Virtual Agents for Children
with Special Needs

Within the assistive technologies literature, not
only socially assistive robots but also virtual
agents (embodied conversational agents [14]) have
shown promising results in providing social sup-
port for users with special needs. The success
of socially assistive robots is demonstrated in
children’s preferences towards robots relative to
humans [3, 36, 72, 74] or computer-based agents
[75]. For example, Fachantidis et al. [36] ana-
lyzed interactions of four children with autism and
an agent (a person or robot) that guided activ-
ities to improve knowledge and comprehension
of emotions and recognition of facial expressions,
association with social situations, and empathy.
The results showed that children who strug-
gled with human-human relationships comfort-
ably approached and talked to a robot. Our past
work (Spitale et al. [75]) compared a physical
robot with a virtual agent in a speech-language
therapy intervention; the results showed that chil-
dren with DLD preferred the physical robot over
the virtual agent; they were more engaged, moti-
vated, and found the robot smarter than the
virtual agent.

Embodied conversational agents have been
shown to be effective in supporting task-based skill
learning by children because they can keep chil-
dren focused on the task and less distracted by
the agent itself. Past works have developed and
evaluated many embodied conversational agents
in educational and learning contexts [39, 84].
These agents generally operate within a controlled
interaction space that helps the user maintain
attention during task-based activities. Anzalone
et al. [4] argue that SARs can engage users
in multi-modal ways, unlike embodied conversa-
tional agents, serious games, or other software
agents because of their own physical presence
in the real world. SARs have been shown to
promote joint attention, turn-taking and verbal
initialization, enhancing social and communica-
tion skills of children [20, 64, 65]. Although virtual
agents have been shown to be efficient in pro-
moting language skills in children with language

impairments, socially assistive robots can offer
physicality-based interactions that are especially
important for children on the autism spectrum
[64].

Both SARs and virtual agents can promote the
improvements of skills for children with special
needs (e.g., autism and DLD), however the litera-
ture supports children’s preference for SARs over
virtual agents in therapeutic social interaction
contexts.

2.3 Therapists’ Perspectives

Past works have explored the use of robotic
assistants for speech-language therapists. Robles-
Bykbaev et al. [62] presents RAMSES, a robotic
assistant, and a mobile support environment for
assisting speech-language pathologists in speech-
language therapy. Their results demonstrate the
possibility of automating activities involved in
speech-language therapy, allowing therapists to
perform their activities in various locations and in
a way that is comfortable for users with language
disorders. Caldwell Marin et al. [13] also developed
of a robotic platform for assist speech-language
pathologists and showed that the platform could
become a useful tool during speech-language ther-
apeutic interventions. Robles-Bykbaev et al. [61]
presented a low-cost robotic assistant to support
activities during speech-language therapy sessions
that was capable of registering patient informa-
tion, results of therapeutic sessions, and providing
remote support for reinforcing activities at home.
A pilot study validated the system in 73 therapeu-
tic sessions with 29 children with cerebral palsy.
The results showed that children adapted very
quickly to the robotic assistant and demonstrated
significant improvement in language training.
Despite the promising results of using robots
in speech-language therapy, many people are skep-
tical or even opposed to their use in real ther-
apy contexts [23]. A recent European survey [35]
showed that only the 26% of participants were
comfortable with “having a robot to provide ser-
vices and companionship when infirm or elderly”
or “having a medical operation performed on them
by a robot.” Taheri et al. [79] investigated the use
of a Nao robot to promote music therapy for chil-
dren with autism; the therapists involved in the
study expressed skepticism about using the robot
but acknowledged that the robot could be used
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as a facilitator in interventions. Conti et al. [22]
explored the perception of practitioners and future
professionals (students) in adopting robots into
their therapeutic sessions. Their results showed
that practitioners were skeptical and perceived the
assistive robot as an expensive and limited tool.
According to Scassellati et al. [64], this is due
to the limited involvement of therapists in the
study design process. Overall, despite the promis-
ing potential for SARs in the therapy context,
some therapists still seem skeptical.

Based on the state-of-the-art in the three
areas—SARs for speech-language therapy, vir-
tual agents vs. SARs in therapy, and therapist
perspectives—we designed our study to explore
SARs for training morphosyntactic linguistic skills
(the rules that determine the morphological and
syntactic relationship between linguistic forms) of
children with language impairments during SAR-
supported speech-language therapy administered
by therapists.

3 Study Method

We conducted a study to explore the use of SARs
in speech-language therapy to i) improve chil-
dren’s linguistic performance (i.e., the ability to
understand and produce a specific linguistic struc-
ture), ii) understand what children’s behaviors
(e.g., facial cues and speech occurrences) SARs
can promote, and iii) gather therapists’ perspec-
tives on the introduction of SARs into therapy.
Due to the COVID-19 pandemic, speech-
language therapists were the only ones allowed
to interact with the children receiving speech-
language therapy; this presented an opportunity
to naturally involve the therapists in the study.
Consequently, therapists conducted the study,
providing the child participants with all the
needed support, tools, and materials and also
receiving first-hand experience with SARs in the
therapy context. The therapists included in this
study were not involved in the design phase of
the study activities. Instead, the design of the
activities was led by experts in psycholinguistics
who had previous experience designing speech-
language activities for this target group.

3.1 Study Design

We designed a longitudinal study involving 20 chil-
dren with language impairment and 6 therapists
in a European speech-language therapy center.
The study lasted 8 weeks (1 session/week) and
included: pre-intervention assessment (1 session),
intervention (6 sessions), and a post-intervention
assessment (1 session) and a post-intervention sur-
vey and group interview with the therapists (1
session).

Fig. 2 Left: the QT robot (SAR condition). Right: the
virtual QT robot (V-SAR condition).

We conducted a longitudinal between-subjects
study (inspired by [8, 20, 47]) with the embod-
iment of the robot / agent as the independent
variable, resulting in two conditions (see Figure 2):

e Physical Socially Assistive Robot (SAR):
children interact with a QT robot [1] via either
their speech and/or a tablet;

e Virtual Socially Assistive Robot (V-
SAR): children interact with a virtual QT
robot via either their speech and/or a tablet.

During the pre- and post-intervention assess-
ment sessions, all participants performed the same
activities on a laptop without any support from
the robot (physical or virtual).

3.2 Hypotheses

Grounded in our prior work [75], we developed
the following hypotheses about the use of SARs
in training morphosyntactic skills of children with
language disorders:
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e HP1.a: Child participants will improve their
linguistic skills after an intervention with either
agent (SAR or V-SAR).

e HP1.b: Child participants will improve their
linguistic skills more by interacting with the
SAR than with the V-SAR (see Section 2.1 and
2.2).

e HP2.a: Child participants who engage with the
robot will improve more after the intervention
than those who do not, as measured by their
facial cues (head position and gaze direction).

e HP2.b: Child participants in the SAR con-
dition will communicate more (i.e., number
of speech occurrences) in the triad interac-
tion (child-robot-therapist) than children in the
V-SAR condition (see Section 2.2).

e HP3: Therapists will be more skeptical about
using the robot for training children’s skills in
speech-language therapy (as stated by Looije
et al. [51], see Section 2.3) than as a companion.

In the context of this work, we define engage-
ment as: “the process by which [a participant
and a robot] establish, maintain, and end their
perceived connection” [69].

3.3 Systems

We provided the therapists with a LuxAl QT
robot [1], two tablets, a laptop, and a camera. QT
is a commercially available humanoid-like table-
top robot (Figure 2) equipped with an RGB-D
camera, an array microphone, speaker, and a total
of 8 degrees of freedom: 2 in the neck, 2 in each
shoulder, and 1 in each elbow. The robot’s per-
ception and action were fully autonomous, and
its decision-making was based on pre-scripted
responses. The robot/agent was able to transcribe
a participant’s speech using real-time speech-to-
text, then used natural language processing to
check for correctness, and then determined if to
move ahead with the training or request that the
participant try again.

We used Amazon Web Service (AWS) Polly’s
Justin voice (as in other SAR research, e.g.,
[73, 78]) for both robot agents (SAR and V-SAR).
We also used Amazon Polly visemes for synchro-
nizing the robot agents’ mouth positions with the
spoken voice, again for both robot agents (SAR
and V-SAR). To enhance QT’s expressiveness,
we worked with collaborators from psycholinguis-
tics, who advised the design of small movements

for the robot’s head (e.g., nodding when children
answered correctly) and arms (e.g., greeting the
children at the beginning of the interaction). Both
agents used Google Speech-to-Text to transcribe
the child participant’s speech and used Amazon
Lex Web service to respond verbally. We used
the HARMONTI [76] framework to compose the
human-robot interaction.

The robot and tablets were connected to
the WiFi network for access to cloud services,
specifically AWS for text-to-speech, and Google
speech-to-text. The laptop was used for the pre-
and post-intervention assessments, to avoid any
contamination of data with the tablet child par-
ticipants used. We video-recorded all interaction
sessions.

3.4 Participants

Table 1 Assignments of therapists and child participants
to the two study conditions

N of children
in V-SAR group

Therapist ID N of children
in SAR group

T1 1
T2 3
T3 2
T4 1
T5 2
T6 1
Total

== NN W

—_

0 10

We recruited a total of 41 children and 9
speech-language therapists as volunteers from a
speech-language therapeutic center in Italy using
the following inclusion criteria for the child par-
ticipants:

® aged 6 to 12 years;

e diagnosed with developmental language disor-
der (DLD) or autism spectrum disorder and
co-occurring language impairment (ASD-LI);

¢ monolingual (Italian);

® spontaneous language production: mean length
of utterance (MLU) of at least 2.5 .

All children participants in the study were already
attending therapeutic sessions at the speech-
language center before the beginning of the study.

IMLU is a measure of children’s linguistic productivity. It is
computed by taking 100 child utterances and dividing the num-
ber of morphemes, i.e., the smallest meaningful lexical item,
by the total number of utterances. A higher MLU indicates a
higher degree of linguistic ability.
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We excluded children (3) whose scores on the
morphosyntactic structures (clitics and passives,
defined in Section 3.5 [30]) were greater than
80%, those who did not attend all the study ses-
sions (15), and those who were quarantined due to
COVID-19 (3). This resulted in 20 children being
included in the study, 14 males and 6 females, aged
6-11 (M=8.2, SD=1.36); 11 were diagnosed with
ASD-LI and 9 with DLD. Because of the exclusion
of the 3 child participants, 3 of the 9 therapists did
not proceed with the study because their patients
were excluded from it.

Due to practical constraints, child participants
could not be equally distributed among therapists.
Table 1 shows the therapist-child assignments. In
the rest of the paper, we use the terms “thera-
pist” and “participant” (child). Participants were
randomly assigned to the two conditions. In the
SAR condition, 4 had a diagnosis of ASD-LI and 6
had a diagnosis of DLD; in the V-SAR condition,
6 had a diagnosis of ASD-LI and 4 had a diag-
nosis of DLD. This research was approved by the
Politecnico di Milano Research Ethics Board; all
therapists and participants were uncompensated
volunteers.

3.5 Linguistic Activities

We provided therapists with 16 linguistic activities
to assess (6 activities) and train (10 activities) the
participants’ comprehension and production skills
on two morphosyntactic structures that are known
to be difficult for (Italian) children with language
impairment: clitic pronouns [5, 58] and passive
sentences [30, 50]. Clitic pronouns are monosyl-
labic words that must accompany a verb and
express the gender, number, and case of the object
of a transitive verb (e.g., “Maria la lava” =“Mary
washes her”). Passive clauses are sentences where
the object of an active sentence is promoted to be
the subject of the passive construction (e.g., “La
bambina ‘e lavata da Maria”= “The girl is washed
by Mary”).

3.6 Assessment

Six activities were used in the pre- and post-
intervention assessments of the participants’ lin-
guistic comprehension and production skills, as
follows.

3.6.1 Comprehension

Based on guidance from psycholinguistics experts,
we created two sets (1 for pre, 1 for post) of assess-
ment picture selection tasks (adapted from [43])
for each structure (4 tasks total). Participants lis-
tened to a sentence containing the target linguistic
structure (e.g., a passive clause) while being pre-
sented a set (2 or more) of pictures. They were
then asked to select (by pointing to the laptop
screen) the picture that best represented the sen-
tence they had just heard from a set of pictures
displayed on the screen. The therapists then used
a computer mouse to click on the selective picture.
No feedback was given.

3.6.2 Production

We used a Sentence Repetition (SR) test (1 for
pre, 1 for post), controlling for sentence complex-
ity, lexical access, and number of words/syllables
(adapted from [75]), targeting passives and clitics.
The participants listened to a sentence and then
were asked to repeat the sentence verbatim. As
above, no feedback was given after repeating the
sentence.

3.7 Training

Ten activities were developed for robot/agent-
supported training of linguistic comprehension
and production skills. The role of the robot/a-
gent was to present the training activities, i.e.,
to show pictures and describe the scene for each
activity. Psycholinguistics expert members of the
research group recommended the use of the pop-
ular storytelling format because linguistic context
(as in storytelling) boosts language skill learn-
ing and syntactic comprehension [45]. Therefore,
participants were presented with a series stories;
for comprehension, a story composed of several
sentences and a picture to match to a heard sen-
tence, and for production, a sentence from story
to repeat verbatim.

3.7.1 Comprehension

Two stories were created to train passive clauses
and clitic pronouns. Each story was composed of
three episodes (6 activities total); in each, a pic-
ture was shown on the tablet screen that depicted
the main scene, and then the robot/agent told a
sentence while the tablet screen displayed three
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Table 2 A comprehension training activity: “Philippe
the horse is searching for his hat inside the fence.”

Main scene
after choice

Main scene Options

Inside the fence
there is a pig

Inside the fence
there is also a cow

pictures, one of which was consistent with the spo-
ken sentence. The participants were asked to click
on the tablet screen to select the picture that best
matched the spoken sentence; if they did so cor-
rectly, the robot/agent added the picture to the
storyboard (as shown in Table 2) and continued
with telling the story; if they chose incorrectly, the
robot/agent asked the participant to try again,
after repeating the same sentence of the story,
until the participant selected the correct picture.

3.7.2 Production

We adapted the Sequential Order Subtest [83] to
the story-telling task by using two sets of four
pictures for two different stories targeting passive
clauses and clitic pronouns. The robot/agent told
a story composed of four scenes. As the story was
being told, one picture at a time was shown. At
the end of the story, the tablet screen showed all
four pictures in order, and the robot/agent asked
the participant to retell the story as closely to the
original as possible (ideally verbatim) while using
the pictures as prompts. The robot/agent asked to
the participant to repeat the story if they missed
any key parts of the story (based on participant’s
keywords).

3.8 Questionnaires

At the end of the 6-session intervention, the
therapists completed questionnaires that assessed
their experience with SAR and V-SAR and their
perspectives on using SAR in therapeutic inter-
vention (as in [71]). The questionnaires consisted

of: Adoption of Technology (AoT) [63] (evaluat-
ing willingness to adopt a technology), Quebec
User Evaluation of Satisfaction with Assistive
Technology (QUEST) [27] (measuring the level
of satisfaction with a technology), and System
Usability Scale (SUS) [11] (assessing the usability
of a system). The therapists completed the ques-
tionnaires for each of the two versions of SAR
they worked with during the intervention. Addi-
tionally, they completed a specialized Likert scale
(1-5, Strongly disagree - Strongly agree) question-
naire we designed that collected their perspectives
about the engagement, likability, and usability of
the SARs, based on [44].

3.9 Procedure

The study lasted 8 weeks, and consisted of: 3
preparatory team meetings, a pre-intervention
assessment session, 6 speech-language training ses-
sions, and a post-intervention assessment session
with children, and a group interview meeting with
therapists (see Figure 3).

The three 2-hour preparatory meetings with
all the therapists and researchers were held in
person, following all COVID-19 safety protocols.
The first meeting explained the purpose of the
study, the study design and protocol, and the the-
oretical background and reasons for investigating
the use of technologies in speech-language ther-
apy. The meeting also trained the therapists on
how to use the robot (SAR), agent (V-SAR), and
tablet so they could conduct the study without
any in-person support. Three researchers and nine
therapists (3 of whom were later excluded after
their patients did not meet the study inclusion
criteria, as described in Section 3.4) participated.
The therapists received study user manuals and
were asked them to read the materials in time for
the second meeting and prepare any questions.

The second meeting addressed all therapist
questions, discussed precise inclusion criteria, and
gave a demonstration of the technical setup for
both conditions. The third meeting was focused
on training therapists on how to set up and use
the SAR and V-SAR systems, and included three
practice run-throughs.

In the pre-intervention assessment session, the
participants used a laptop app we created for
the study in order to avoid using any technolo-
gies that are part of the study conditions (tablet,



Springer Nature 2021 ETEX template

Children
excluded
from the
study

Formation with Pre-test
therapists (3 >  Assessment (1
sessions) session)

Children
included
in the

study

Fig. 3 Study timeline; sessions were weekly.

robot). The assessment was performed in the par-
ticipants’ usual therapy room, at a table, with a
therapist who sat next to them and assisted them
as necessary without intervening. After the pre-
intervention assessment, the participants who met
the inclusion criteria (Section 3.4) were randomly
assigned to one of the two study conditions (SAR
or V-SAR).

In the intervention sessions, therapists followed
pre-scripted instructions that involved:

1. Plugging in the robot that then automatically
switched on (SAR condition) or powering on
the tablet that then displayed the virtual robot
(V-SAR condition);

2. Powering on the tablet with the speech and
language training activities;

3. Placing the camera on the table.

Tabl

& e ie

Fig. 4 Setting for the study conditions: V-SAR (left) and
SAR (right).

For each intervention session, participants
entered the session room, and their therapists sat
next to them (as in the pre-intervention assess-
ment, see Figure 4). Figure 1 shows a participant
from the SAR condition interacting with the robot
during a session. As the end of the study, we
conducted a post-intervention assessment follow-
ing the same procedure as in the pre-intervention
assessment.

children
assigned

to SAR

children
assigned
to V-SAR

Post-test Group interview
>  Assessment (1 [—> with therapists (1
session) session)

Training (6

sessions)

Fig. 5 Group interview with 5 therapists (one of the ther-
apist was not present when the photo was taken).

After the intervention and the group inter-
view, the therapists completed the AoT, QUEST,
and SUS questionnaires and the questionnaire on
engagement, likability, and usability of the SAR
and V-SAR.

The group interview with the therapists lasted
90 minutes, and followed a semi-structured proto-
col: we prepared questions for the therapists, and
encouraged them to freely express their opinions
and asked unscripted follow-up questions. Figure
5 shows the group interview setting. While we
are aware of the possibility of incurring social
desirability bias [56], we chose the group inter-
view because synergies among therapists may
yield more significant insights and raise multiple
perspectives than gathering opinions individually
[48]. During the interview, we asked therapists to
provide their opinion on the usage, engagement,
likability, benefits, and challenges of both SAR
and V-SAR, and to recall meaningful episodes
regarding the child participants’ interactions with
SAR and V-SAR.
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3.10 Data Collection

We collected a large battery of heterogeneous data
from this study. We video- and audio-recorded
all intervention sessions and the post-intervention
group interview with the therapists. For the ques-
tionnaires, we used Google Forms to collect ther-
apists’ responses. In addition to the video and
audio recordings of all intervention sessions, and
the various questionnaires, we also collected activ-
ity logs of all sessions that included the number
of correct and incorrect answers to the story-
related questions, types of incorrect answers, time
required to give an answer to any questions, and
the duration of each training activity. For speech
production, we also collected the transcripts of the
participants’ utterances.

3.11 Analyses

We statistically analyzed the data using IBM
SPSS [38] and R [26]. Our sample was not nor-
mally distributed, so we adopted non-parametric
statistical tests (e.g., Wilcoxon tests). For the
activity logs, we defined a linguistic score (ls)
as the percentage of correct answers with respect
to the total number of tasks (scenes) in each
linguistic activity:

st ncorrecttaskst 1)
S =
’ ntotaltasks!

where i is the participant ID and t is the lin-
guistic activity. Our main dependent variable was
linguistic performance (Ip), computed as:

2)

—ls

a _ j.a @
Ipi = lspost—inter'uentiom pre—intervention; (

where i refers to the participant ID, and Is is
the number of correct answers for each linguistic
activity a.

We used OpenFace [6] to extract head
pose, facial expressions, and gaze direction. We
used pyannote [10] to extract auditory features
(e.g., number of utterances, number of speaker
changes). OpenFace visual features were extracted
frame-by-frame and depended on the length of
each recorded video. We pre-processed the data to
remove null and constant features. We represented
visual features as a fixed-length vector of the fol-
lowing statistical attributes for time-series data:

mean, median, standard deviation, and autocor-
relation (lag 1 second). We then normalized the
data (with Min-Max scaler) to cluster facial cues,
and applied Principal Component Analysis (PCA)
to reduce the dimensionality of the features. We
then applied K-means clustering on the princi-
pal components to examine the participants’ facial
cues.

To extract auditory features, we exploited
the pyannote library?, an open-source toolkit for
speaker diarization based on the PyTorch frame-
work. We used their pre-trained models to detect
voice activity, speaker change, and overlapped
speech.

We analyzed the questionnaires (extracted as
csv files from Google Forms) via Microsoft Excel.
For the group interview, we transcribed the session
using Google API for Automatic Speech Recog-
nition and adopted a bottom-up thematic anal-
ysis approach [9], identifying patterns or themes
within qualitative data, inferring them a posteri-
ori.

4 Study Results

4.1 RQ1: Participants’ Linguistic
Improvements

We performed three non-parametric Mann-
Withney Wilcoxon tests—one for clitics in compre-
hension, one for passives in comprehension, and
one for both clitics and passives in production—to
compare pre- and post-intervention scores (Is, see
Equation 1). For all three cases, the Wilcoxon tests
with continuity correction revealed that there
was no significant difference between the scores
obtained pre- and post-intervention. This find-
ing is perhaps not surprising since our sample
was very heterogeneous in terms of participant
age, diagnosis, and response to training sessions.
We therefore performed a detailed analysis for
each linguistic skill by computing the linguistic
performance as defined in Equation 2.

First, we performed three one-sample
Wilcoxon tests, analyzing each condition sepa-
rately. The tests revealed that, for both SAR
and V-SAR conditions, there was a significant
improvement in terms of linguistic performance
in the comprehension of clitics (V-SAR: 2=2.09,

2https://github.com/pyannote/pyannote-audio
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Fig. 6 Comprehension performance for clitics (left) and passives (right) for the SAR and V-SAR conditions. *p < .05
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Fig. 7 Production performance for clitics and passives for
the SAR and V-SAR conditions. *p < .05

p < .05; SAR: z=2.51, p < .05) but not in
the comprehension of passives (V-SAR: z=1.48,
p=.14; SAR: 2=1.31, p = .20). The participants’
comprehension skills in clitic pronouns improved
significantly in both V-SAR and SAR conditions.
The participants’ comprehension skills in passives
did not improve significantly in either condi-
tions. Therefore, HP1.a is partially supported for
comprehension skills.

We then performed the same tests to eval-
uate production of clitics and passives. Results
showed an improvement in both structures (clitics
p = .022; passives: p = .028). Since both struc-
tures were evaluated via the same task, we created
a combined score of clitics and passives for the
SR task. Thus, the Wilcoxon test results showed
that there was a significant improvement (V-SAR:
2=2.09, p < .05; SAR: 2=2.51, p < .05) in pro-
duction skills on SR in both the SAR and V-SAR
conditions. The participants’ production skills in
clitics and passives improved significantly in both
V-SAR and SAR conditions. Therefore, HP1.a is
supported for production skills.

Second, we evaluated whether a significant
difference existed between the SAR and V-SAR
conditions. The Mann-Withney Wilcoxon test
showed that there was not a significant difference
between the conditions for comprehension of cli-
tics (p = .05) and passives (p = .08), and also that
there was no significant difference for production
(p = .57). The linguistic performance for the SAR

condition was Mdn=0.06 in clitics and Mdn=0
in passives and for the V-SAR condition was
Mdn=0.06 in clitics and Mdn=0.19 in passives.
For production, the SAR condition performance
of clitics and passives was M dn=0.07, and the V-
SAR condition performance was Mdn=0.07. The
participants performed equally well in the SAR
and V-SAR conditions for both comprehension
and production of clitics and passives. Therefore,
HP2.b is not supported.

4.2 RQ2: Participants’ Behaviors
4.2.1 Facial Cues

PC2

Fig. 8 The four clusters by principal components PC1 and
PC2

The facial cues analyzed in this work consisted
of head position, gaze direction, and facial action
units. The principal component analysis returned
three principal components that accounted for
50% of the variance in the dataset. Next, the k-
means clustering analysis resulted in K=6 accord-
ing to the inertia score. This yielded 6 clusters;
we removed two outlier clusters that included one
data point each. Figure 8 shows the clustering
based on facial patterns extracted with OpenFace
features by highlighting the 4 clusters without
outliers.
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Fig. 9 Linguistic scores (% of correct answers, see
Equation 1) for the SAR and V-SAR conditions split into
four clusters based on PCA and clustering analyses, *p <
.05.
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Fig. 10 Auditory features in the SAR and V-SAR con-
ditions: number of speech change detections [continued].
*p < .05

We performed a one-way ANOVA to evaluate
the linguistic scores among the clusters in each
condition with Bonferroni correction (0.05/4) and
post-hoc analysis with a t-test to compare the
clusters between conditions. The ANOVA revealed
that there were statistically significant differences
among clusters in the SAR condition (F(3,72) =
3.29, p < .05) and not in the V-SAR condition
(F(3,72) = 1.19, p = .50). We ran a t-test post-
hoc analysis with Bonferroni correction (0.05/4)
to evaluate cluster differences and found that
/3 was significantly different from f1 (#(148) =
—2.19, p < .05) and f2 (#(148) = —2.44, p < .05).
We also performed t-tests to compare the 4 clus-
ters’ correct answers between the V-SAR and SAR
conditions. Our results showed that the correct
answers in the SAR condition were significantly
higher (#(148) = —2.04, p < .05) than correct

answers in V-SAR only for f2; no significant
difference was found in other clusters. Figure 9
shows the scores for each cluster for the two study
conditions. We evaluated three most important
principal components for each cluster, examining
how much each feature contributed to each PC.
We only focused on the f2 cluster, where cor-
rect answers differed between the V-SAR and SAR
conditions. Our results showed that the change in
gaze direction and head position were the visual
features that characterized the most important
PCs in the f2 cluster, while the facial action
units did not contribute significantly to the PCs.
This means that participants who were constantly
shifting their attention focus between the robot
and the screen (where the activity inputs were
displayed) were more likely to provide a correct
answer. Conversely, participants who did not dis-
play a shift in their attention focus (i.e., those who
looked at the robot constantly), were distracted
by the robot and performed worse on the linguis-
tic tasks. In the SAR condition, the participants in
clusters with significantly higher linguistic scores
shifted their attention focus more often (in terms
of gaze direction and head positions) than par-
ticipants in clusters with lower scores. Therefore,
HP2.a is supported.

4.2.2 Speech Occurrences

We ran three t-tests to evaluate the difference
between the conditions in terms of auditory fea-
tures extracted with the pyannote library: number
of overlaps, number of speech activity detections,
and number of speech changes for each session.
There was a statistically significant difference
between the conditions in the number of speech
activity detections (¢(148) = —4.42, p < .05)
and the number of speech changes (¢(148) =
—3.13, p < .05); both were significantly higher
in the SAR condition than the V-SAR condi-
tion. Specifically, the number of overlaps in SAR
was M = 28.71 with SD = 25.99, and in V-
SAR has M = 20.91 with SD = 25.34; the
number of speech activity detections in SAR was
M = 67.11 with SD = 35.72, while in V-SAR it
was M = 42.00 with SD = 33.24; the number
of speech changes in SAR was M = 128.17 with
SD = 99.72, while in V-SAR it was M = 80.25
with SD = 85.62. There was no statistically sig-
nificant difference between the conditions in the
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Fig. 11 Auditory features in SAR and V-SAR conditions: number of overlaps, activity detections, and speech change

detections. *p < .05

number of overlaps (#(148) = —1.84, p = .067).
Figure 11 plots the auditory features: number of
overlaps, number of speech activity detections,
and the number of speech changes in both con-
ditions. The participants in the SAR condition
spoke significantly more (number of speech activ-
ity detections) than in the V-SAR condition and
the number of times speakers—participant, thera-
pist, and robot-spoke (number of speech changes)
was significantly higher in the SAR condition than
in the V-SAR condition. Therefore, HP2.b was
supported for speech.

4.3 RQ3: Therapists’ Perspectives

From the questionnaire results and the thematic
analysis of the therapist group interview, three
main topics emerged about the therapists’ per-
spectives about their experiences with the SAR
and V-SAR: i) usability and adoption — therapists
found both tools easy to learn and easy to use,
however they encountered some issues with the
SAR, and they reported their frustration in set-
ting it up. Still, therapists were skeptical about
the adoption of those technologies in the context
of therapeutic sessions for improving children’s
communication, social, and autonomy skills; ii)
engagement and likability — therapists perceived
both technologies very engaging and appealing for
the children; and iii) robot benefits — therapists
reported that the robot had beneficial effects on
children compared to the paper-based traditional
method.

4.3.1 Usability and Adoption

We could not perform any statistical analyses
of the therapists’ questionnaires, because of the
small sample size (N=6). Therefore, we report the
results obtained in terms of median, minimum,
and maximum scores. Table 3 shows the scores of

the SUS obtained from the therapists. The over-
all SUS average score was 73 for the SAR and 69
for the V-SAR. The SUS results indicate that the
therapists did not have problems with using the
SAR and the V-SAR. We would expect that they
could have had more issues with using the SAR
because of the higher technological complexity and
lower familiarity of physical robots, but the data
do not demonstrate that. Instead, the therapists
were able to use both the SAR and the V-SAR
equally well.

The group interview revealed the main issue
therapists had during the intervention, which did
not emerge in the questionnaire data: the time
required for system setup. Specifically, for the
SAR condition, therapists had to take the robot
out of a box, unwrap it, and place it on the table.
Next, they had to connect it to the power sup-
ply, and wait for for it to power on. In the mean
time, they had to place the video camera on the
table and check it field of view, and then power
on the tablet and place it in front of the robot
on the table. Finally, they had to switch on the
mobile router to access to Internet connection
for enabling could services. Once the robot has
”awake”, the therapists invited the child partici-
pant into the room, and started the intervention
session. The system setup took about 10 minutes,
and that time was seen as wasted considering that
each therapeutic session lasted about an hour and
they had less time with the child.

Tables 4 and 5 report the items of the
Adoption of Technology (AoT) and Quebec User
Evaluation of Satisfaction with Assistive Tech-
nology (QUEST) questionnaires, respectively. We
observed that there was no difference between
the two conditions (SAR vs. V-SAR), and that
therapists were overall quite satisfied with both
technologies. However, they still had some doubts
about the use of SAR and V-SAR for helping
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Table 3 System Usability Scale (SUS): Median (Min; Max) results from therapists answers (6 therapists for SAR and
V-SAR). In the SAR condition, the term “robot” refers to the physical robot QT, while in the V-SAR condition the same

term refers to the virtual character.

Higher scores are preferred

SAR

I would like to use the robot frequently
I thought the robot was easy to use
The functions of the robot were well integrated
Most people would learn to use the robot quickly
I felt very confident using the robot

3(24) 2.5 (24)
4.5 (3;5) 4 (3;h)
3(24) 2.5 (214)
4(25) 3.5 (2:5)
4(35)  4(3)

The robot is a tool that would be easy to incorporate into

my work routine

Lower scores are preferred SAR V-SAR
I found the robot unnecessarily complex 1(1;2) 1.5(1;3)

I need the support of a technical person to use the robot 2 (2;3) 2.5 (2;3)
There was too much inconsistency in the robot 3(1;3) 25 (23)

I found the robot very cumbersome to use 1 (1;1) 1 (1;5)

I needed to learn a lot of things before I could get going

with the robot 1(1;3) 1.5 (1;3)

I sometimes find the robot frustrating to use 2 (1;3) 2 (1;3)

Table 4 Adoption of Technology (AoT): Median (Min; Max) results from therapists answers (for SAR and V-SAR 6
therapists) where higher scores are preferred. In the SAR condition, the term “robot” refers to the physical robot QT,

while in the V-SAR condition it refers to the virtual character.

SAR V-SAR

The robot helps children stay engaged
The robot helps children stay motivated
The robot helps children stay positive
The robot helps improve children’ emotional well-being
The robot helps children with social skills
The robot helps children with academic skills
The robot helps children with life skills
The robot helps children with communication skills
The robot helps children stay physically active
The effects of using the robot at school is apparent to others

4(3;5) 4 (3;5)
4(25) 3 (25)
4(2;4) 3.5 (2;4)
3(2:4)  3(24)
2(1;3)  2(1;3)
3(2:4)  3(24)
2(2;3)  2(23)
2(2;4)  2(24)
3(L;4)  3(1;4)
3(2;4) 3 (2;4)

children with their social, communication, and
autonomy life skills (they scored those items as 2
out of 5, see Table 4). Our results suggest that ther-
apists were skeptical of the introduction of SAR
and V-SAR into the speech-language therapy for
improving children’s skills. However, they believed
that those technologies could help children to stay
engaged, motivated, and positive. Therefore HP3
was supported.

4.3.2 Engagement and Likability

In the group interview, therapists reported that
both SAR and V-SAR can help to keep children
motivated and engaged, however the robot (SAR)
condition was thought to be more attractive for
children. This is consistent with the AoT question-
naire results (see Table 4). For example, T4 stated
that her patients were excited to play with the
robot, and they really liked it. She also thought
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Table 5 Quebec User Evaluation of Satisfaction with Assistive Technology (QUEST): Median (Min; Max) results from
therapists’ answers (for SAR: 6 therapists, for V-SAR: 6 therapists), higher scores are preferred. In the SAR condition, the
term “robot” refers to the physical robot QT, while in the V-SAR condition it refers to the virtual character.

SAR V-SAR

The dimensions of the robot are appropriate

The weight of the robot is appropriate

The appearance of the robot is appropriate

The voice of the robot is appropriate
The robot behavior is appropriate

The robot is safe
The robot is durable

The robot is an effective device to assist in education

3(2;5) 3.5 (2:5)
3(2;5) 3 (2:5)
3(2:4)  3(24)
3(2:4) 3.5 (2;4)
3(24) 3 (25)
5(3;5) 4.5 (3;5)
3(3;5) 3.5 (3:5)
4(2:4)  3(2:4)
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Fig. 12 Therapists’ opinions about the participants’ engagement and robot’s likability, and their likability scoring.

that the robot was more attractive and engag-
ing for her children. T5 reported that her patients
were excited to play with the robot at the begin-
ning, but towards the end of the intervention they
got bored by playing the same type of activities
at each session. She believed that they were really
engaged at the beginning because it was a new
game with a robot (novelty effect) but that they
were not so interested in playing the activities.
She believed that children would have preferred to
change the activities even if they liked the robot.
T2 stated that her patients were sad to not get to
play with the robot once the intervention ended,
and she reported that C7 asked her: “Where is
QT?”. Also T5 reported her patients requested to
play with the robot. C5 said: “I do want to play

with the robot again.” T'1 reported that C14 inter-
acted with the V-SAR in a very immersive way,
leading C14 to isolate because they wanted only
to play alone without the help of the therapist. T1
said: “I felt excluded”.

We asked therapists to score how much they
thought their patients liked and engaged with the
SAR and V-SAR interaction. As shown in Figure
12), therapists seem to like V-SAR more than
SAR; their likability scores for SAR were: Mdn
= 3, Min = 2, Max = 4, while for V-SAR they
were: Mdn =4, Min = 3, Max = 5. However, the
therapists believed that their patients preferred
SAR over V-SAR because they perceived that the
patients were more engaged with the SAR. Their
perception of the participants’ engagement was:
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for SAR Mdn = 4, Min = 4, Max = 5; for V-
SAR Mdn = 4, Min = 2, Max = 5; and their
perception of the participants’ judgement of agent
likability was: for SAR Mdn = 4, Min = 3, Max
= b; for V-SAR Mdn = 4, Min = 2, Max = 4.
Our results show that therapists perceived that the
participants were engaged with and preferred SAR
over V-SAR.

4.3.3 Benefits of the Physical Robot

In the group interview, therapists reported several
beneficial aspects and also challenges of adopting
SAR into the therapeutic context.

First, they stated that the patient’s diagno-
sis impacts on their willingness to interact with a
robot. T2 reported that very rigid children (i.e.,
those with an inflexible mindset) were frightened
that they could not predict the robot’s behavior.
T2 told us that one of his patients (C15) rejected
the interaction with the robot at the beginning
because of a rigid mindset, and that C15 perceived
the robot as unpredictable. T2 suggested having a
longer familiarization phase for patients with sim-
ilar mindsets, to prepare them for the interaction.
T4 reported that all of her patients really liked
the robot from the very beginning, because they
found it very captivating.

Second, therapists also believed that the inter-
action with the robot allowed children to feel
free and not judged. T3 reported that one of
her patients worked very well with the robot; the
patient did not fear judgment from others while
interacting with the robot, and for this reason he
particularly liked it. Therapists also thought that
there was an important difference between the
perceptions the children had of the SAR vs. V-
SAR. In the therapists’ opinion, the children saw
V-SAR on the tablet as just another character in
the training activity, while in the case of SAR,
children perceived the robot as a tutor. T4 said:
“The character on the tablet is just another char-
acter in the story activity, they didn’t see it as a
tutor, as in the case of the robot.”

Third, in T4’s opinion, the robot worked best
in conversational tasks, such as the speech produc-
tion activities. T4 reported that, after interacting
with the robot, one of her patients was able to
verbalize the speech rule behind the linguistic
structure.

Forth, T4 reported that often the “fragility” of
the robot was a physical limitation for the children
who wanted to touch the robot. She reported that
a child shook hands with the robot whenever he
entered the room. T4 suggested that a soft robot
(or one that did not break) would be much better
for interacting with children.

Finally, therapists reported that, during their
therapy sessions, they continued to prefer tradi-
tional methods in which they themselves created
content over the SAR and V-SAR solutions. T2
and T1 stated that both technologies can be used
at home to support therapy practice.

Our findings suggest that therapists believed
that SAR can be beneficial for children with non-
rigid mindsets, and that children did not feel
judged by SAR and were free to express themselves
to the robot. However the therapists still preferred
traditional therapy methods they controlled over
the use of SAR and V-SAR. Therefore HP3 is
supported.

5 Discussion

5.1 Study Insights

The results of the study show that partici-
pants significantly improved their linguistic skills
involving clitic pronouns when trained with both
SAR and V-SAR. However, the participants did
not show any significant improvement in passive
clauses. This may be explained by the fact that cli-
tics are a simpler linguistic structure for children
to acquire in general (acquired between 2-4 y.o0.),
while passives are more complex and require more
time to learn (acquired between 4-6 y.o.) [42]. It is
likely that participants did not have enough time
in our study to improve significantly in the more
complex linguistic structures.

We did not find any statistically significant
difference between the SAR and V-SAR condi-
tions in terms of participants’ linguistic improve-
ment. While a great deal of work has shown
significant differences between physical robots and
virtual agents (for a review see [28]), some task-
based interactions do not demonstrate a difference
between agents, such as [25], where participants
performed equally well in human and robot con-
ditions.

We analyzed the participants’ facial expres-
sions not only in terms of action units, but also in
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terms of facial landmark positions and gaze direc-
tion. The PCA results showed that gaze and facial
landmark positions were most correlated with lin-
guistic improvement in the SAR condition. We
observed that participants who improved their lin-
guistic skills most shifted their eye gaze between
the robot and tablet many times over the session.
This can be interpreted to mean that some par-
ticipants experienced effective training when the
robot acted as a supporter of the linguistic train-
ing, while for others the robot drew attention away
from the task to itself. These results are in line
with the findings of [55], who investigated chil-
dren’s behavioral patterns in a triad interaction
(child-child and robot) in an educational setting.
They defined Productive Engagement as leading
to a positive learning outcome, as was the case
with the participants in the SAR condition of our
study.

Finally, we observed that the number of speech
changes and interactions were significantly higher
in the SAR condition than in the V-SAR condi-
tion. This is consistent with other HRI literature,
where many studies showed evidence of the poten-
tial of using SAR for promoting communication
and social skills [67].

5.2 Lessons Learned From
Therapists

Our results show that children really enjoyed
interacting with SAR. Therapists reported that,
in their opinion, children preferred the interac-
tion with SAR over V-SAR. Besides enjoying and
engaging with the robot during the therapy ses-
sion, children also asked to play with the physical
robot after the end of the intervention; this is a
promising results for long-term interventions that
go beyond the length of this study (6 weeks). Ther-
apists reported that children perceived the SAR
as a companion, and the V-SAR as a character of
the training activity. This is consistent with past
findings [12, 16].

The development and adoption of robots into
therapeutic contexts is still an open-challenge for
HRI. In our study, therapists’ perspectives about
the introduction of either SAR or V-SAR was
clear: they preferred to keep using their tradi-
tional methods that gave them autonomy instead
of adopting new technologies. Accordingly, they

questioned the efficacy of SAR and V-SAR in help-
ing children with language disorders with their
social, communication, and autonomy life skills
(per the AoT results). While we strove to make
therapists aware of the benefits and challenges
of introducing SAR technologies into therapy in
the introductory training session, they still main-
tained some skepticism and prejudice against SAR
and V-SAR, and suggested that those solutions
may be best for the home context. Many studies
(e.g., [51]) reported that both caregivers and par-
ents can be skeptical about a robot’s role. Even
when the majority of them acknowledged the effec-
tiveness of SARs in therapeutic interventions, they
still had doubts about their use [18]. A possible
way of addressing this challenge is to involve ther-
apists (and parents) from the early stage of the
research, allowing them to be involved in shaping
the technologies toward their full potential.

5.3 Limitations and Future Work

Our study had several limitations. First, due
to the highly complex logistics of working with
children with special needs, especially during a
pandemic, our sample size was small, limiting the
generalization power of the results. This is espe-
cially challenging because, as is also typical for
working with special needs populations, the sam-
ple is heterogeneous. Even if we tried to group
children with similar linguistic capabilities in the
pre-assessment phase, each child is characterized
by different needs, and consistent group results are
rare [64]. Next, because of the pandemic condi-
tions, therapists had to conduct the study without
the help of researchers. This could have lead to
some bias, both from possible frustrations of work-
ing with novel technologies, and from human error
in the administration of activities. For example,
therapists could have, perhaps unintentionally,
influenced the children’s answers during the study
even though we instructed them not to intervene
unless it was necessary.

Future work can address more in-depth inves-
tigation of children’s behavior during interactions
with SAR in a linguistics training context. Addi-
tionally, such would could accumulate a dataset to
be used for model development and application of
real-time interactions between children and SAR
or V-SAR in linguistic therapy contexts. Addition-
ally , future work can further analyze the gender
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and age data to examine what if any role those
attributes had on the findings.

6 Conclusion

This paper explored the use of physical and sim-
ulated socially assistive robots (SARs) for sup-
porting training of comprehension and production
skills of children with language impairments. A
8-weeks between-subject empirical study was con-
ducted by six therapists and involved 20 children
with language impairments (DLD or ASD-LI) ran-
domly assigned to interact with a physical or
a virtual robot. Our results confirm that SARs
can be effective tools for training language skills
in children with language impairments because
they promote triadic interactions during speech-
language therapy. Although the study results are
promising in terms of child speech improvements,
therapists reported their skepticism about using
SAR for improving skills of children with lan-
guage impairments, but believed that SAR can
keep children engaged, motivated, and positive
during speech-language therapy. This work aims
to inspire and motivate further work into SAR
for speech-language therapy and adoption of SAR
technologies in real-world settings.
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