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A B S T R A C T

Silicon exhibits several metastable allotropes which recently attracted attention in the quest for materials with
superior (e.g. optical) properties, compatible with Si technology. In this work we shed light on the atomic-
scale mechanisms leading to phase transformations in Si under pressure. To do so, we synergically exploit
different state-of-the-art approaches. In particular, we use the advanced GAP interatomic potential both in NPT
molecular dynamics simulations and in solid-state nudged elastic band calculations, validating our predictions
with ab initio DFT calculations.

We provide a link between evidence reported in experimental nanoindentation literature and simulation
results. Particular attention is dedicated to the investigation of atomistic transition paths allowing for the
transformation between BC8/R8 phases to the hd one under pure annealing. In this case we show a direct
simulation of the local nucleation of the hexagonal phase in a BC8/R8 matrix and its corresponding atomic-
scale mechanism extracted by the use of SS-NEB. We extend our study investigating the effect of pressure on
the nucleation barrier, providing an argument for explaining the heterogeneous nucleation of the hd phase
and unraveling its main parameters with possible applications to the design of nanostructured materials.
1. Introduction

Silicon is the most important material for the semiconductor indus-
try and its leading role in microelectronics has not been challenged
in decades. While silicon has been exploited so far mainly in its most
stable crystalline phase, the diamond cubic (dc, or Si-I), it also exhibits
a wide range of allotropes that can be synthesized by pressure-induced
Phase Transitions (PTs). Some of these allotropes, such as the body-
centered cubic phase BC8 (Si–III), the rhombohedral R8 (Si-XII) [1–3],
the hexagonal diamond (hd) [4,5], and also the amorphous [6,7] show
very interesting optoelectronic properties and can thus be considered as
possible candidates to directly integrate different functionalities into Si
microelectronics.

Several Si allotropes have been synthesized inducing solid–solid
phase transitions by applying external loadings, typically achieved in
experiments by the use of nanoindentation [8–10], Diamond Anvil
Cells [11] or laser-driven shock compression [12]. We will mainly focus
our study on the PTs induced by nano-indentation for its wide diffusion
and the completeness of available experimental data [13], but the
simulation methods exploited here may be easily adapted to different
loading conditions. The general picture regarding Si PTs in nanoinden-
tation is the following: The cubic diamond structure undergoes a first
PT under compressive loading that ends in a metallic phase with the
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𝛽-Sn structure (Si-II) that is about 22% denser than dc [13,14]. During
unloading, silicon does not transform back to dc phase. Instead, depend-
ing on the specific unloading conditions, different metastable phases
such as the BC8 or the R8, or amorphous silicon are formed [8,15].
Finally, a peculiar behavior is observed with annealing of the BC8/R8
phase, with the system not fully recrystallizing into the most stable dc
phase but undergoing a transition to the hexagonal diamond phase
when annealed at a high enough temperature (starting from about
200 ◦C) [5,16]. The hd phase is metastable and it reverts to dc only
after annealing at very high temperature, exceeding 700 ◦C [17].

Classical Molecular Dynamics (MD) simulations may be used to cap-
ture the PTs processes but are limited by the space/time scale achiev-
able in simulations and by the accuracy of the potential used to describe
atomic interactions. Recent advances in Machine Learning overcome
the latter limitation: given the technological and scientific relevance
of silicon, some of the most comprehensive interatomic potentials
developed so far have been specifically addressed for silicon, like the
Gaussian Approximation Potentials (GAP) of Bartok et al. [18] and the
performant atomic cluster expansion (PACE) of Lysogorskiy et al. [19].
However, the limitations in time/space scale affecting MD simulations
still prevent the realistic modeling of PTs. Although we recently demon-
strated that direct, large-scale, ML-based simulations of the indentation
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process may provide hints on the PTs and overcome some limitations of
lder approaches [20], MD is still only capable of reaching space/time
cales that are 3/4 orders of magnitude smaller and 6/7 orders of mag-
itude faster than a real experiment [13]. Accelerated MD simulation

approaches developed for the enhanced sampling of the configuration
space have also been developed, like Metadynamics [21], Transition
ath Sampling [22] and Umbrella sampling [23]. Metadynamics, in
articular, have been used to model solid–solid PTs. In Ref. [24] high

pressure PTs of silicon have been studied by exploiting the lattice
vectors of the phases as collective variables. For general solid–solid
PTs, however, the choice of the collective variables remains an open
uestion and a systematic approach able to tackle solid–solid PTs is
till lacking.

A versatile simulation technique commonly used to model PTs is
the Solid-State Nudged Elastic Band (SS-NEB) [25]. This technique
eneralizes the NEB method [26] to the description of solid-state phase

transitions, allowing the study of Minimum Energy Paths (MEPs) con-
necting different meta-stable phases. In this approach, small periodic
cells of the phases under consideration are typically used to capture the
transition path. This approach is computationally very convenient due
o the limited number of atoms involved in the calculations (typically of
he order of the unit cell or small replica of that) and provides an easy

way to estimate the kinetic barriers. The small size of the simulation
cells, however, shows some limitations when attempting to compare
with experimental results. Indeed, the choice of the initial and final
simulation cells is not unique and thus the MEP found cannot be consid-
ered as the global minimum energy path. Moreover, the energy barrier
describing the transition of a small cell cannot be scaled to the size of
the experiments, because it would involve the simultaneous transition
of the whole system towards the new phase due to periodicity. SS-NEB
calculations could in principle be performed on larger systems but they
become increasingly more computationally demanding and the initial
guess for the transition path becomes impracticable without any a priori
nowledge of the process.

Nucleation and growth of the new crystal phase is expected to be
he main mechanism of phase transition in real experimental condi-
ions, but it is still challenging to address it quantitatively and predic-
ively in simulations. Unraveling the atomic-scale process underlying
ressure-induced PTs is of paramount importance to understand the
arameters (stress, temperature, boundary conditions,. . . ) influencing
he microstructure formation of meta-stable phases. In this paper we

show how a combined use of SS-NEB and MD-NPT can be exploited
to overcome the main limitations of the two approaches, tackling the
problem of modeling the nucleation and growth of a new phase in a
olid–solid transition process. We address the atomic-scale processes
t the bases of all the PTs encountered during Si nanoindentation

as an example of the synergic use of these two techniques, but the
simulation approach presented here may be easily extended to different
experimental conditions. The paper is organized as follows: in Section 2
we introduce the computational methods exploited in this work. In
ection 3 we propose a full transition path, found by SS-NEB, starting

from the dc phase and linking all the metastable phases encountered
during an indentation process. In the subsequent section, we detail each
transition process encountered, complementing the SS-NEB results with
the use of pressure-controlled MD simulations. We investigate in detail
he effect of applied external stress fields and we check the validity
f an analytical formulation for describing the pressure dependence of
he energy barriers. Finally, particular focus is devoted to the study of
 local nucleation process, detailed in Section 5: the transition to the
hd phase under annealing of the BC8/R8 phases.

2. Computational methods

MD simulations have been performed with the LAMMPS code [27].
The interatomic potentials used for silicon is the ML-based GAP po-
tential [18]. The atomic configurations are visualized and analyzed
2 
using the OVITO software [28] and a Neural Network-based tool that
we proposed in a recent work [20] was used for phase recognition.
Pressure-controlled simulations were performed in the NPT ensemble
y applying a Nosé–Hoover thermostat and a barostat based on the
arrinello–Rahman approach [29]. The timestep considered in all the
imulations was 1 fs and each NPT-MD run was conducted by allowing

the system to relax and thermalize at zero external stress for 10000
integration steps before applying any external loading.

SS-NEB calculations have been performed with the TSASE simu-
ation framework [30], considering the climbing image method [31]

in order to better approximate the value of the kinetic barriers. The
SS-NEB calculations were considered converged when the maximum
force on the images along the path reached a value equal or smaller
than 10−3 eV/Å3 when considering the small periodic cells. The MEP
reported in Section 5 for the 432 atom cell showing the nucleation
process has been converged up to 10−2 eV/Å3. The search for atomic
correspondence in some of the MEPs found for the small periodic cells
was performed by exploiting a search tool based on the minimization of
he geometric distance traveled by the atoms along the transition path,
s described in Ref. [32]. Specifically, the 𝛽-Sn to BC8 transition was

found exploiting this tool.

3. Full transition path in Si nanoindentation

Phase Transitions can be conveniently modeled by SS-NEB as men-
ioned in the Introduction. In this approach, small simulation cells of

the phases under consideration are connected by MEPs parametrized
by a Reaction Coordinate that draws the transition path in the high
dimensional Potential Energy Surface. However, as mentioned in the
Introduction, the choice of the (periodic) supercells used as initial and
end points in the SS-NEB calculation is not unique and thus one can
never be sure that the global MEP has been found. Following transition
state theory, the rate 𝛤 of a specific transition is connected to its kinetic
barrier 𝛥𝐸 by:

𝛤 = 𝜈̃ 𝑒
−
𝛥𝐸
𝑘b𝑇 (1)

where, 𝜈̃ is a frequency prefactor, 𝑘b is the Boltzmann constant and
𝑇 the absolute temperature [33]. The transition rate is exponentially
dependent on the kinetic barrier and thus the MEP exhibiting the
smallest barrier value can be considered the most accurate atomic-
scale description of the transition process. In Fig. 1 we illustrate an
application of SS-NEB by selecting nanoindentation (followed by an-
ealing) as a relevant physical process for inducing phase transitions,

as briefly described in the Introduction. We thus connected all the
hases encountered during a typical nanoindentation experiment and

we report a unique transition path found by SS-NEB. Results for both
the GAP potential and density functional theory (DFT) calculations are
reported. We would like to stress that the DFT results reported here
are fully-converged MEPs and not single point calculations repeated on
the transition images found by the use of the GAP potential. The good
overall agreement obtained by the use of GAP and DFT strongly assesses
he predictive ability of the GAP potential, confirming the accuracy of
ts kinetic predictions in addition to the already widely investigated
quilibrium properties [18]. In the Supplementary Material of this
aper we further expand this validation by a direct comparison of the
otential Energy Surface (PES) neighborhood of some of the phases
ere considered (Fig. S1) and with additional MEPs comparisons.

The path reported in Fig. 1 is composed of three individual transi-
ion paths: a first dc to 𝛽-Sn transition with an energy barrier of about
396 meV/atom, a second transition from 𝛽-Sn to the BC8 phase with an
energy barrier of about 68.2 meV/atom and a final transition to the hd
phase with an energy barrier of about 72.5 meV/atom. The BC8 phase
is often found in coexistence with another similar phase, named R8. We
thus investigated also the transition path between these two phases and
we found a small kinetic barrier amounting to about 29.6 meV/atom.
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Fig. 1. Complete transition path connecting all the metastable phases encountered during Si nanoindentation and successive annealing, as calculated both by GAP and DFT. From
left to right: diamond cubic (dc), 𝛽-Sn, BC8 and hexagonal diamond (hd).
This small kinetic barrier is of the order of the thermal energy of the
atoms at room temperature and the transition path found involves only
one main atomic movement per unit cell. For these reasons, as we will
better elucidate in the following of the paper, we can consider the BC8
and R8 phases as co-existing at the typical experimental conditions.
This behavior will be discussed in more details in Section 4.

All the MEPs composing the complete path have been separate ob-
jectives of different research works in the past years. In fact, alternative
paths were reported in the literature for the transition 𝛽-Sn to BC8 in
Ref. [34] and the transition BC8 to hd in Refs. [35]. Still, the path
reported in Fig. 1 can be considered to be the best representative transi-
tion path connecting all the phases considered here, because the kinetic
barriers found in this work are lower than any analogous value reported
in the literature, to the best of our knowledge. However, as already
mentioned several times, the atomic-scale mechanisms underlying Si
nanoindentation are still not clear. Arbitrariness in the choice of the
simulation cells prevents the generalization of the results of Fig. 1.
For this reason, we will focus separately on each specific transition,
investigating the atomic-scale mechanism with the combined use of
SS-NEB and NPT-MD simulations.

4. Phase transitions during loading and unloading

Silicon undergoes a phase transition from the dc semiconductor
phase to the much denser, metallic, 𝛽-Sn phase under compressive
stress. This occurs at a contact pressure close to 5.2 GPa in a nanoin-
dentation experiment and can be monitored in situ by Raman analy-
sis [14]. The transition has also been reproduced in MD simulations of
nanoindentation exploiting both semi-empirical [36,37] and ML poten-
tials [20]. This process can be investigated by SS-NEB calculations as
we have already shown in Fig. 1. This transition from dc to 𝛽-Sn phase
is a purely-displacive process, where the relative position of the atoms
are not changed, while the simulation cell of the dc phase is compressed
3 
in the vertical direction and slightly expanded in the other two. The
atomistic transition mechanism associated to this transition is reported
in the Supplementary Material, Fig. S2. We further investigated this
transition process by repeating SS-NEB calculations with the addition
of a compressive uniaxial stress field and we report the corresponding
enthalpy barrier 𝐻 in Fig. 2(a). In the Figure, we report MEPs found
by repeating SS-NEBs calculations with the addition of different values
of the applied stress (𝜎𝑧𝑧 component, with 𝑧 being parallel to a [100]
direction). We report three different MEPs: 𝜎𝑧𝑧 = 0 GPa, 𝜎𝑧𝑧 = 5 GPa
and 𝜎𝑧𝑧 = 10 GPa. The MEP calculated without external pressure is
equivalent to the one reported in Fig. 1 (the first part connecting dc
and 𝛽-Sn); the MEP at 𝜎𝑧𝑧 = 5 GPa represents a stress condition where
𝐻𝑑 𝑐 ≈ 𝐻𝛽-Sn. The value of 5 GPa for the thermodynamic stability of the
𝛽-Sn phase is in very close quantitative agreement to the experimental
value of 5.2 GPa obtained by in situ Raman analysis performed during
nanoindentation [14]. Finally, the path at 𝜎𝑧𝑧 = 10 GPa shows a
condition when the kinetic barrier for the transition is approximately
zero.

The effect of the external pressure on the kinetic barrier for the
transition can also be estimated by exploiting a modified Bell the-
ory [38,39]. The 𝛥𝐸 contribution in Eq. (1) used for calculating the
transition rate with no applied external stress is substituted by an
enthalpy term 𝛥𝐻(𝝈ext) dependent on the applied external stress 𝝈ext

by:

𝛥𝐻(𝝈ext) = 𝐸(𝑡)(𝝈ext) − 𝐸(0)(𝝈ext) − 𝑉0𝝈ext ∶ (𝜺(𝑡)(𝝈ext) − 𝜺(𝑜)(𝝈ext)) (2)

where 𝐸(𝑜),(𝑡)(𝝈ext) are the potential energies of the original (o) and
the transition (t) states at the applied external stress, 𝑉0 is the volume
of the original state and 𝜺(𝑜),(𝑡)(𝜎ext) are the Green–Lagrange strain
tensors describing the deformation of the original (o) and transition (t)
states at the applied external stress. Eq. (2) can be expanded in Taylor
series around the zero-stress state (𝝈ext = 𝟎) as in Ref. [39] for small
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Fig. 2. (a) MEPs calculated under an applied uniaxial pressure 𝜎𝑧𝑧 for the dc to 𝛽-Sn transition. (b) Barrier value vs applied uniaxial stress as calculated by SS-NEB method and
the analytical expression. (c) Strain vs Stress plot showing a sharp discontinuity in the 𝜀𝑧𝑧 value at the transition. (d) Snapshots of an NPT-MD simulation showing the transient
stage in the dc to 𝛽-Sn transition. The three snapshots correspond to simulation time of (left to right): 250 ps, 265 ps and 300 ps.
deformations, in order to obtain a formulation that depends only on
quantities calculated at zero external stress:

𝛥𝐻(𝝈ext) = 𝛥𝐸(𝟎) − 𝑉0𝝈ext ∶ (𝜺(𝑡)(𝟎) − 𝜺(𝑜)(𝟎))

−
𝑉0
2
𝝈ext ∶

(

𝜕𝜺(𝑡)(𝟎)
𝜕𝝈ext −

𝜕𝜺(𝑜)(𝟎)
𝜕𝝈ext

)

∶ 𝝈ext + (𝝈2) (3)

which can be easily read as composed of: the energy barrier at zero
stress, a linear term representing the work done by the external stress
for deforming the system from the original state to the transition
state and a second order term accounting for the difference in elastic
response between the original and transition states.

The pressure dependence for the dc to 𝛽-Sn transition is highlighted
in Fig. 2(b) where we plot the enthalpy barrier 𝛥𝐻 as a function of
the applied uniaxial stress 𝜎𝑧𝑧. We report both the results obtained by
repeating SS-NEB calculations and by exploiting Eq. (3) with a second
order approximation of the Taylor expansion. The analytical prediction
is found to be in good agreement, providing a convenient approach to
predict the pressure dependence of energy barriers.

The first order nature of the phase transition between the dc and 𝛽-
Sn phases is highlighted in Fig. 2(c) where we report the strain vs stress
curve obtained by relaxing the dc structure at each given uniaxial stress
value. The curve shows a sharp discontinuity in the 𝜀𝑧𝑧 component at
the transition pressure. The same process has also been investigated
with MD-NPT simulations, in which an applied field 𝜎𝑧𝑧 has been
increased during the simulation from zero to 12 GPa. The transition
happens, consistently with Refs. [40,41], as soon as a lattice instability
condition discussed in Ref. [40] is reached. At this condition, the dc
simulation cell transforms into the 𝛽-Sn and, due to the presence of
perturbations caused by thermal fluctuations, an intermediate transient
region with the coexistence of both phases can be observed. This is evi-
dent in the central snapshot of the simulation shown in Fig. 2(d). There,
we highlighted with different colors atoms with coordination number
associated to dc and 𝛽-Sn (coordination equal 4 and 6, respectively).
Some residual dc phase can be evidenced in the transient stage, where
regions of the 𝛽-Sn phase can be already observed. This behavior is
in agreement with simulation results reported in Ref. [40], where the
4 
authors discussed in depth this behavior. In the final snapshot shown,
a stable state of the 𝛽-Sn phase is formed.

The 𝛽-Sn phase is stable under applied external pressure but typ-
ically shows a transition to the metastable BC8 and R8 phases when
the external load is released. During a nanoindentation experiment this
PT happens during the unloading stage and is evidenced in several
studies [42]. The formation of the two metastable phases depends on
the unloading speed and is evidenced during slow enough unloading
conditions [43]. In all the conditions a mixture of BC8 and R8 phases
is always present after full unloading, while the ratio between the
two phases cannot be controlled and is dependent on the processing
temperature [44]. In Fig. 3(a) we explain this phenomenon. As can be
seen in the figure, we calculated the kinetic barrier by SS-NEB both for
the transition from 𝛽-Sn to BC8 and to R8 (the atomistic mechanisms
associated with these two transitions are reported in the Supplementary
Material, figure S3 and S4, respectively). The two energetic barriers are
indeed very similar and amount to 68.2 meV/atom and 72.5 meV/atom,
respectively. The ≈ 4 meV/atom energy difference is so small that
the two transition processes have a very similar transition rates and
thus a mixture of the two phases is always encountered after the full
unloading of the indentation tip. Another explanation for the simulta-
neous presence of the two phases is the result reported in Fig. 3(b). The
MEP reported in the figure for the transition between these two phases
shows an energy barrier of about 29.6 meV/atom. In the figure we
also compare the MEP found with a SS-NEB calculation performed by
first principle DFT. Remarkably, the same MEP can be converged also
with DFT and shows a very similar kinetic barrier of 26.7 meV/atom,
confirming the accuracy of the entire kinetic of the transition process.
Moreover, in the transition path found (fully reported in the Supple-
mentary Material, Fig. S5), only one main atomic movement per unit
cell is involved. For these reasons these two phases should always
appear as a mixture at equilibrium, with their relative ratio being
only dependent on the temperature. This finding is consistent with the
observations of Ref. [45] where the authors estimated an upper limit
to the kinetic barrier of about 40 meV/atom.

Moreover, we complemented our SS-NEB calculations by simulating
the co-existence between these two phases in a MD-NPT simulation.
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Fig. 3. (a) Minimum Energy Paths connecting the 𝛽-Sn phase to the metastable phases BC8 and R8. (b) MEPs for the BC8 to R8 transition and the same path converged by DFT.
(c) MD-NPT simulation of the coexistence of BC8 and R8 phases. The simulation starts from a 432-atom cell of the R8 phase and shows the transition to a BC8/R8 mixture. The
snapshots shown in the figure correspond to simulation time of (left to right): 0 ps, 25 ps and 137 ps. (d) Energy (relative to BC8) of relaxed configurations taken during the MD
simulation of panel (c).
In Fig. 3(c) we show a simulation starting from a pure R8 phase
(whose atoms are colored in red) containing 432 atoms and annealed
at 700 K. In the snapshots shown (a full movie of the simulation can
be found in Supplementary Movie 1) the R8 phase quickly transforms
into a mixture containing mainly the BC8 phase (which is found to be
slightly more energetically favored according to GAP calculations) and
proceeds with random phase transitions between BC8 and R8 inside
the simulation cell. This behavior can be better appreciated in the plot
reported in Fig. 3(d). In the panel we report the energy values (relative
to the energy of the BC8 phase) of minimized snapshots taken along the
simulation reported in Fig. 3(c). As it can be observed in the plot, the
energy of the simulation cell quickly converges towards the energy of a
full BC8 simulation cell (zero value in the plot) with multiple discrete
jumps visible during the simulation time that can be easily correlated
with the formation of R8 units cells inside a matrix mainly consisting
of BC8.

Based on our results we can argue that a mixture of the BC8 and
R8 phases is always naturally formed after the unloading of the 𝛽-Sn
phase for a couple of reasons: first, a very similar transition barrier
has been found for the transition between the 𝛽-Sn phase and both
BC8 and R8 (see Fig. 3(a)); second, these two latter phases show very
similar formation energy (even closer in DFT than GAP potential, as
evident in Fig. 3(b)) and have very closely related crystalline structure.
This implies that a very simple transition path exists between them
(involving only one main atomic movement) with a kinetic barrier
compatible with the thermal energy (see Fig. 3(b)). For these two
reasons we expect the two phases to co-exist at typical experimental
conditions, similarly with the MD simulation shown in Fig. 3(c), and
consistently with experimental observations done after the unloading
step in nanoindentation experiments [42].

5. Local nucleation for the BC8/R8 to hd transition

Finally, we focus on the transition towards the hd phase after the
annealing of the BC8/R8 phases. In this case, the energy barrier for
the transition, reported in Fig. 1, amounts to ≈ 72 meV/atom. The
hexagonal diamond phase is less dense than the BC8 phase and its
5 
conventional cell is expanded in the vertical direction with respect
to the BC8 cell. This suggests a possible transition path involving an
expansion in the vertical direction during the annealing (the images
along the transition path found are reported in the Supplementary
Material, figure S6). This hypothesis has been confirmed by repeating
the SS-NEB calculation with the application of uniaxial tensile stress in
the vertical direction. As shown in Fig. 4(a) we investigated different
values of this uniaxial pressure and observed a strong decrease in the
kinetic barrier for the transition. In Fig. 3(b) we report the value of
the kinetic barrier at different tensile uniaxial stress as calculated by
SS-NEB and by the analytical expression of Eq. (3). The analytical
prediction is not reproducing so closely the simulated values in this
case. However, a strong dependence of the barrier on the uniaxial stress
is observed in both cases, with its value vanishing around 18 GPa, as
extracted by SS-NEB calculations.

The above observation suggests a possible pathway for speeding up
the direct observation of the transformation using MD simulations. We
thus initialized a large simulation cell of the BC8 phase consisting of
3456 atoms. We mimicked a progressive uniaxial tensile stress on the
simulation cell by imposing a strain rate 𝜀̇𝑧𝑧 and barostating to zero all
the stress components except the 𝜎𝑧𝑧 during the NPT simulation. This
procedure, albeit artificially used here for accelerating the time scale of
the transition process, may be justified on a physical basis by analyz-
ing the results of indentation experiments. The matrix of metastable
BC8/R8 phases is indeed experiencing a strain effect from the un-
transformed dc substrate around it. This effect has been experimentally
verified by annealing metastable phases obtained by nanoindentation
in a dc matrix or in an amorphous one. In Refs. [46,47] the authors
found that the presence of a dc matrix surrounding the metastable
phases accelerates the transition process. This observation does provide
a physical motivation for the imposition of uniaxial stress in the vertical
direction in our simulation in order to destabilize the BC8/R8 phases
out of their ground state. We thus simulated the annealing of a BC8
matrix and tracked the evolution of the stress and phases during the
simulation. Selected snapshots of the simulation (the full simulation
movie is reported as Supplementary Movie 2) are reported in Fig. 4(c)
for the annealing temperature of 𝑇 = 700 K. In the figure, the BC8
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Fig. 4. (a) MEPs for the BC8 to hd transition calculated with no applied pressure and with uniaxial tensile stress. (b) Value of the kinetic barrier as a function of the applied
uniaxial stress (𝑧𝑧 component) for the BC8 to HD transition, comparison between SS-NEB and analytical results. (c) Nucleation mechanisms of the hexagonal diamond phase in a
BC8 matrix as observed in one of the NPT simulations of annealing at 𝑇 = 700 K. The snapshots here reported correspond to simulation time of (left to right): 120 ps, 136 ps,
158 ps and 332 ps.
atoms are colored in gray, while the hd and dc are in orange and
blue, respectively. As it can be observed a small nucleus of the hd
phase is formed first, followed by a growth at a later stage of the
simulation. A second seed of dc can also be seen in the simulations,
directly showing the competition between the formation of hd or dc in
annealing experiments. Thus, despite we initialized the simulation cell
and the loading condition based on results taken from the MEPs under
pressure on a small periodic cell, the mechanisms of formation of the
hd phase in the MD-NPT simulation can be followed as a nucleation
and growth of a hd seed in the BC8 matrix.

The atomistic mechanisms associated to the transitions between
the BC8 phase and dc and hd phases are better illustrated in Fig. 5,
where we report some selected snapshots highlighting the region in
which the first nuclei of the new phases appear in the simulation cell.
In particular, in Fig. 5(a) we report the atomistic transition between
the BC8 to the dc phase as observed in the MD-NPT simulation of
Fig. 4(c). In Fig. 5(b) we report the atomistic mechanism of the initial
nucleation of the hd phase inside the BC8 matrix. Both the transition
mechanisms here reported can be observed in Supplementary Movie 3
and 4, respectively. For comparison, the same mechanisms found by ss-
NEB on the periodic simulation cells of both the transitions reported in
the figure are reported in the Supplementary Material, Fig. S6 and S7.
Furthermore, we repeated several MD-NPT simulations with different
annealing temperatures in the range 500 − 800 K and in all of those
we were able to identify very similar transition mechanisms to what is
shown here.

More interestingly, based on the results of the MD-NPT simula-
tion, one has the possibility to model the atomic-scale process of the
transition between the BC8 and hd phase via local nucleation. Then,
using SS-NEB, a more realistic estimation of the kinetic barrier can be
obtained, avoiding all the limitations of MEPs found on small periodic
cells, as discussed in the Introduction. Moreover, the kinetic barrier for
the local nucleation process computed by SS-NEB can now be calculated
at any applied external pressure, providing a possible way to predict
the stress condition for which the transition can be experimentally
6 
observed. First, we selected a smaller region from the simulation of
Fig. 4(c) containing 432 atoms in the cell and we computed the energy
barrier for the BC8 to hd phase via local nucleation. In order to perform
SS-NEB calculation on this cell we split the calculation into 8 different
SS-NEB paths with 7 images each. The convergence criterion is met
when the maximum force on the images is below 10−2 eV/Å. After
this, we repeated the SS-NEB calculation with the addition of several
values of external uniaxial tensile pressures. The final results are shown
in Fig. 6(a) where the nucleation barrier calculated in this way is
compared to the barrier for the full periodic cell transition with an
equivalent number of atoms. As can be seen in the figure, the barrier for
local nucleation is several eV smaller than the full cell transition with
this specific choice of simulation cell. Moreover, the full cell transition
will scale linearly with the number of atoms in the simulation cell,
making the total energy value of the kinetic barrier for the process
quickly unphysical. On the contrary, the barrier for the local nucleation
event is not dependent on the cell size and thus can be considered a
more realistic estimation of the atomic-scale transition process.

Moreover, as can be seen in Fig. 6(a), we found a strong dependence
of the barrier on the external stress. The value of the kinetic barrier for
the nucleation is lowered from about 10.7 eV at zero external pressure
to about 4.4 eV at 3 GPa of tensile stress. This result suggests a possible
way to interpret experimental results where the hd phase obtained after
annealing of the BC8/R8 phases is structured into small crystals sized a
few tens of nanometers [48]. Based on our results we argue that, due to
the exponential dependence of the transition rate on the kinetic barrier
(see Eq. (1)), a heterogeneous residual stress field in the indentation
region may play a role in the formation of the nanostructured hd phase.

In order to better illustrate this point we reported in Fig. 6(b)
the average transition time as a function of the tensile uniaxial stress
𝜎𝑧𝑧. Despite the calculation of transition times for nucleation events
and the direct comparison with experimental results is universally
recognized as challenging [49] due to uncertainties in both the nu-
merical prediction (frequency prefactors, finite-size effects, accuracy
of the interatomic potentials, etc.) and the lack of direct experimental
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Fig. 5. (a) Atomistic mechanism of the BC8 to dc transition as extracted by the MD simulation of Fig. 4(c). The snapshots here reported correspond to simulation time of (left
to right): 124 ps, 128 ps, 132 ps and 136 ps. (b) Atomistic mechanism of the BC8 to hd transition as extracted by the MD simulation of Fig. 4(c). The snapshots here reported
correspond to simulation time of (left to right): 110 ps, 115 ps, 120 ps and 125 ps.
Fig. 6. (a) Minimum Energy Path found for the nucleation mechanisms of the hexagonal phase inside a BC8 matrix in a simulation cell containing 432 atoms as a function of
the applied tensile uniaxial pressure 𝜎𝑧𝑧. The total energy barrier for the full transition of a simulation cell containing the same number of atoms is shown as a reference in red.
(b) Plot of the expected nucleation time (logarithmic scale) as a function of the pressure for a realistic-sized system. (c) Images taken along the minimum energy path of the
nucleation process. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
probes for the nucleation, we attempted an indicative comparison. We
estimated the total nucleation rate as the product of the individual
nucleation rate Eq. (1) with the number of possible nucleation sites,
here roughly estimated as the number of atoms in the matrix phase. We
considered for a quick estimate a typical value for the volume of the
transformed region in a nanoindentation experiment (2 𝜇m radius for
1 𝜇m height spherical cap), annealing temperatures between 600 and
800 K and a frequency prefactor of the order of 1 × 1013 1/s. The line
plots in Fig. 6(b) have been obtained by predicting the energy barrier
at different stress values by using Eq. (3) and using these values for
evaluating the transition times from Eq. (1). The red-shaded region
corresponds to a typical experimental timescale of 1 hour annealing
7 
time. As can be seen in the figure, a realistic transition time for the
nucleation process is obtained at stress values between 3 and 4 GPa, de-
pending on the annealing temperature, giving a possible explanation for
the heterogeneous phase transition experimentally observed. The stress
values calculated by direct SS-NEB calculations (for 𝜎𝑧𝑧 = 0, 1, 2, 3 GPa,
corresponding to the MEPs reported in panel (a)) have also been used
to estimate the transition time for 𝑇 = 800 K and are reported as red
squares in the plot, confirming the values estimated by Eq (3). While we
cannot guarantee that the here-proposed mechanism is exactly the one
that leads to the observed transition, and others with lower associated
barriers could exist, we find it remarkable to have found a path with an
associated rate possibly compatible with the experimental observations.
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6. Conclusion

In this paper we reported a detailed investigation of pressure-
nduced PTs in Si exploiting a synergic use of SS-NEB and NPT-MD

simulations based on a ML interatomic potential. We showed how
these two techniques can be combined in order to overcome the main
limitations of the two separate approaches and obtain a more realistic
description of pressure-induced phase transitions.

First, we reported a complete transition path linking the dc to
hd phase encompassing all the metastable phases encountered during
Si nanoindentation and we detailed each step in the full transition
path and the atomic-scale processes there involved. We reproduced
the lattice instability involved during the dc to 𝛽-Sn transition and we
obtained a good agreement for the transition pressure extracted by SS-
NEB and experiments. We also confirmed the validity of the modified
Bell theory for the prediction of the stress dependence of kinetic
barriers. Then, we provided an explanation for the transition during the
unloading of the 𝛽-Sn phase to a mixture of the BC8/R8 by a critical
omparison of the kinetic barriers and by showing the coexistence of
hese two phases at the typical experimental temperatures.

Finally, we notably showed a local nucleation process of the hd
hase inside a matrix of BC8/R8 under annealing by the combined
se of MD-NPT simulations and SS-NEB calculations. We used this
esult to directly show a solid–solid transition process with the nu-
leation and growth mechanism. We demonstrated the dependence
f the nucleation barrier on applied external stress and provided an
rgument for the heterogeneous nucleation of the hexagonal phase due
o the non-uniformity of residual stresses in a typical nanoindentation
xperiment.
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