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Introduction

Spectral densities and their smeared version with analytically known kernel functions
encode dynamical information on a wide variety of phenomenologically interesting quan-
tities, such as inclusive multiparticle hadronic scattering cross sections, semi-leptonic
decay rates, and non-static properties of the quark-gluon plasma in thermal Quantum
Chromodynamics (QCD), to name a few. Our long-term goal is their ab initio, non-
perturbative extraction from the Euclidean time dependence of correlation functions.

Lattice QCD provides the only known framework to extract non-perturbative pre-
dictions of QCD from first principles. The theory is defined on a finite, discrete lattice,
that regulates ultraviolet divergences, and in Euclidean time, enabling a Boltzmann in-
terpretation of path integral averages. QCD is recovered in the continuum and infinite-
volume limits of Lattice QCD, where theoretical predictions are obtained from path
integral averages estimated from systematically improvable Monte Carlo methods.

With modern numerical techniques reaching unprecedented levels of precision, and
given the remarkable recent progresses in High Performance Computing, in this Thesis
we address two stumbling blocks that affect the computation of spectral densities on
the lattice. First of all, it is hard to define an explicit, direct dependence of spectral
densities on Euclidean correlation functions. More precisely, the problem can be phrased
as that of computing an inverse Laplace transform from the knowledge of correlation
functions only on the Euclidean time axis, a notoriously ill-posed inverse problem which
is further complicated by the finite, discrete and intrinsically noisy nature of lattice data.
Secondly, the majority of the hadronic correlators computed in Euclidean Quantum Field
Theories is affected by an exponential degradation of their signal-to-noise (StN) ratios,
worsening the quality of data at large temporal distances. This affects the extraction
of many physically interesting quantities, notable examples being baryon masses and
matrix elements, the Hadronic Vacuum Polarization and the Light-by-Light scattering
contributions to the muon g − 2, and the form factors of semileptonic decays.

As first pointed out by Parisi and Lepage, an exponential loss of statistical precision
is observed in most of the hadronic correlation functions of theoretical and phenomeno-
logical interest at large Euclidean distances, when states contributing to the variance are
lighter than those contributing to the central value. In standard Lattice QCD simula-
tions, the number of configurations necessary to reach a given statistical precision would
increase with the square of that exponential factor. This exponential loss of significance
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is tackled by multilevel algorithms, where the locality of the theory is exploited in order
to design new estimators with a reduced variance, achieving exponential improvements
where the StN problem is worse. However, the non-local dependence of the fermion
determinant on the gauge field limits our ability to simulate Lattice QCD with fermions
through local updates. For this reason, the first original contribution of this Thesis, pub-
lished in Refs. [1,4], consists in the four-dimensional generalization of a recent proposal
for a one-dimensional factorization of the gauge-field dependence of the fermion deter-
minant. An overlapping domain decomposition in four-dimensions leads to a block-local
action in the gauge and in the auxiliary bosonic fields, with a small remainder that can
be included in the observable through a reweighting procedure. Besides paving the way
to multilevel integration schemes, this factorization can be beneficial also in the context
of simulations in large volumes, as well as in making the parallelization of Monte Carlo
algorithms and codes more efficient.

To address the second problem, building on a wide mathematical literature, in this
Thesis we introduce analytic, explicit relations to solve the inverse problem through
a linear combination of the correlators with analytically known, real and computable
coefficients. Our results, reported in Refs. [2, 3, 6], enable also a direct estimation of
finite-volume and discretization effects on the estimated (smeared) spectral densities,
which may be directly inferred from those analytically known for the correlators. Our
techniques can also be directly applied to other fields of research and science where data
is available under similar constraints and the target observable is related to a similar
inversion with respect to what can be effectively measured.
Such formulae are first derived in the continuum and generalized to the case of spectral
densities satisfying subtracted dispersion relations. The analytical control of the solution
allows us to explicitly quantify systematic errors due to a finite temporal extent of the
lattice. In the discrete case, instead, a trivial discretization of the continuum coefficients,
whose zeros are geometrically distributed, would lead to large discretization errors on the
resulting reconstruction. In order to accommodate the practical necessity of employing
evenly-spaced data, we also derive an explicit, analytic formula to exactly perform such
reconstruction. We additionally discuss the effects of statistical errors on the resulting
reconstruction: the inherently noisy nature of lattice data might spoil the results, which
hinge on delicate cancellations in the linear combination of correlation functions with
wildly oscillating coefficients. Moreover, we present a few preliminary numerical results,
extending our previous analysis published in Ref. [5] for the isovector vector spectral
density, extracted from accurate multilevel data.

This Thesis is organized as follows. In Chapter 1, we provide a concise introduction
to QCD, focusing on its non-perturbative path integral definition. Its formulation on
a spacetime lattice is reviewed in Chapter 2, with a detailed discussion of the StN
problem. Spectral densities and inverse problems are reviewed in Chapter 3, illustrating
several examples within the context of QCD. Our original contributions are detailed
in Chapters 4 and 5, where we present multilevel algorithms and address the analytic
reconstruction of spectral densities from Euclidean correlation functions, respectively.
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Chapter 1

Quantum Chromodynamics

Quantum Chromodynamics (QCD) is the renormalizable Quantum Field Theory (QFT)
that describes strong interactions between colored quarks and gluons [7]. Its defining
gauge symmetry group is the non-Abelian SU(Nc) group, where Nc = 3 is the number of
colors [8–11]. Non-perturbative approaches are essential to explain the hadron spectrum
as well as describe low-energy phenomena such as spontaneous chiral symmetry breaking,
the running of the coupling constant [12–14], and color confinement [15].

In this Chapter, we introduce such key aspects of QCD, with a strong emphasis
on non-perturbative methods. In Section 1.1, we introduce the path integral formula-
tion of QCD, describing its classical gluonic and fermionic actions. In Section 1.2, we
complete the definition of QCD as a QFT by introducing its non-perturbative renor-
malization through hadronic renormalization schemes. The QCD spectrum is described
in Section 1.3, while the classical and quantum symmetries of the theory are detailed
in Section 1.4, with a more thorough discussion regarding the spontaneous breaking of
chiral symmetry and the implications of the anomaly in axial singlet transformations.
Unless states otherwise, we work in Euclidean spacetime for later convenience, where
we set µ = 0 as the temporal direction in our convention, and implicit summation over
repeated indices is assumed throughout.

1.1 The QCD path integral

The path integral formalism allows to define QFTs non-perturbatively, and to derive
theoretical predictions ab initio, i.e. from first principles. In this Section, we introduce
the classical action and the continuum definition of the QCD path integral, while we
defer to the next Section the discussion of the renormalization procedure, required to
define a predictive theory. We note that finite expressions can only be obtained once
spacetime is also discretized and defined on a finite volume, where they can be evaluated
via numerical and computational methods, forming the core of Lattice QCD, which is
the focus of Chapter 2.
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1.1.1 The path integral and the Euclidean metric

Being a QFT, all the terms in the QCD action

SQCD = ∫ d4xLQCD , (1.1.1)

where LQCD is the QCD Lagrangian density, are fixed by requiring that

1. the action is invariant under transformations of the SU(3) gauge group;

2. fermions (quarks) are triplets in the fundamental representation of SU(3);

3. the terms in LQCD have mass dimension ≤ 4 to ensure renormalizability.

From the knowledge of the QCD action, detailed in the next Subsection, the theory is
quantized through its path integral definition. The Wick rotation from Minkowskian to
Euclidean spacetime

x0 → ixE0 , xi → xEi , ∂0 → i∂E0 , ∂i → ∂Ei , xµy
µ
→ −xEµ y

E
µ , (1.1.2)

relates Minkowskian to Euclidean actions SM → −iSE ≡ −iS and allows us to estimate
the partition function

Z = ∫ [dA] [dψ] [dψ]e
−SQCD[Aµ,ψ,ψ] (1.1.3)

and expectation values

⟨O⟩ =
1

Z
∫ [dA] [dψ] [dψ] e

−SQCD[A,ψ,ψ]O[A,ψ,ψ] , (1.1.4)

where the measure [d⋅] spans over all possible field configurations, with the field content
specified later on in this Section. The exponentially decaying factor e−SQCD in Eq. (1.1.4)
allows Euclidean correlation functions (operator expectation values) to be interpreted as
stochastic thermal averages, enabling the application of well-known methods of statistical
mechanics to study QFTs. If needed, our final predictions can thus be rotated back to
physical Minkowskian time.

Moreover, Euclidean spacetime provides a rigorous framework for axiomatic QFTs.
It is well known that any QFT may be formulated from first principles in terms of Feyn-
man amplitudes in Euclidean spacetime [16], from which the corresponding Minkowskian
amplitudes can be reconstructed, provided a set of physically plausible axioms is sat-
isfied. The vice versa holds as well. This result is known as the Osterwalder-Schrader
theorem [17], which mirrors the Wightman axioms for QFTs in Minkowski spacetime [18].

1.1.2 The QCD action

We now want to construct the QCD action following the properties detailed above.
Specifically, we express SQCD = SG + SF, separating the gluonic SG and fermionic SF
actions, which we study individually.
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Yang-Mills theory: gluons

QCD is based on local gauge invariance under the SU(3) group, with the corresponding
quanta known as gluons. The gauge fields in QCD are represented by Aµ(x) = Aaµ(x)T a,
where µ = 0, . . . ,3 is the Lorentz index, and a = 1, . . . ,8 is the color index associated
with the SU(3) algebra su(3), whose Hermitian generators are denoted as T a and satisfy
Tr{T aT b} = δab/2. The non-Abelian field strength tensor is

Fµν = i[Dµ,Dν] = F
a
µνT

a , Dµ = ∂µ − iAµ (1.1.5)

where Dµ is the covariant derivative. The components of Fµν can be written in terms
of the structure constants fabc of su(3)

F aµν = ∂µA
a
ν(x) − ∂νA

a
µ(x) + f

abcAbµ(x)A
c
ν(x) , fabc = −2iTr{[T a, T b]T c} (1.1.6)

where the third term in F aµν is due to the non-Abelian nature of SU(3) and it is respon-
sible for gluon self-interactions. Under a local gauge transformation

G(x) = exp{iθ(x)} ∈ SU(3) , θ(x) = θa(x)T a ∈ su(3) (1.1.7)

the gauge field and the strength tensor transform as

Aµ(x) → iG(x)DµG(x)
† , Fµν(x) → G(x)Fµν(x)G(x)

† . (1.1.8)

The gluonic action in QCD is then given by two gauge-invariant contributions with mass
dimension ≤ 4, namely

SG[Aµ] =
1

2g20
∫ d4x Tr{Fµν(x)Fµν(x)} , (1.1.9)

which is invariant due to the trace over color indices, and

SQ[Aµ] = −iθ∫ d4 q(x) , q(x) =
1

32π2
ϵµνρσ Tr{Fµν(x)Fρσ(x)} , (1.1.10)

which explicitly violates parity, where q(x) is the topological charge density. Note that
CP violation has not been observed in strong interactions so far, with experiments
constraining ∣θ∣ ⩽ 10−10, see Ref. [19]. Unless stated otherwise, we assume θ = 0 and,
noting that the operators appearing in SG and SQ do not mix under renormalization,
we neglect SQ in the rest of this Thesis.

Fermionic fields: quarks

In QCD, fermions represent the matter fields, and the quark fields ψ are Dirac spinors
in the fundamental representation of SU(3)c. Under the local gauge transformation in
Eq. (1.1.7), they transform as

ψ(x) → G(x)ψ(x) , Dµψ(x) → G(x)Dµψ(x) , ψ(x) → ψ(x)G(x)† (1.1.11)
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where γµ are the usual Dirac gamma matrices satisfying Clifford algebra in Euclidean
time, {γµ, γν} = 2δµν . The quark-gluon interaction is introduced via the covariant deriva-
tive defined above, and considering the only two gauge-invariant operators with mass
dimension ≤ 4 we obtain the gauge-invariant Dirac action

SF[ψ,ψ,Aµ] = ∫ d4xψ(x) (γµDµ +m)ψ(x) , (1.1.12)

where m is the bare quark mass.
A theory with Nf quark flavors is described by simply considering multiple copies of

the single-quark Lagrangian. The resulting full QCD Lagrangian density with Nf quark
flavors is thus

LQCD =

Nf

∑
f=1
ψf(γµDµ +mf)ψf +

1

2g2
Tr{FµνFµν} , (1.1.13)

where mf is the bare mass of the quark field ψf .

1.2 Renormalization

A further step is required in order to extract physical predictions from the path integral
formulation of QCD. This is achieved through a process known as renormalization,
which entails two key steps: introducing a regularization and adopting a renormalization
scheme. This is a necessary step in order to properly define any predictive QFT1.

Regularization – The first step in the renormalization procedure is to rigorously
define expectation values ⟨O⟩ as in Eq. (1.1.4). The only known non-perturbative ap-
proach that allows to do so is the lattice regularization, consisting in defining the theory
on a discrete spacetime lattice. The theory is automatically regulated in the ultraviolet
region, with a hard momentum cutoff equal to π/a due to a non-zero lattice spacing a.

Renormalization Schemes – If we were to remove the regularization parameter a
while keeping the bare parameters fixed – specifically, the values of the coupling constant
and masses –, we would retrieve divergent results. A further step is required to complete
the renormalization procedure, namely choosing a renormalization scheme. This involves
defining the dependence of bare quantities on the regulating parameter by fixing a certain
set of observables to their physical values. For a renormalizable theory as QCD, it is
sufficient to introduce a finite set of renormalization conditions. In order to fix this
dependence, different conditions i.e. different renormalization schemes can be employed.

1.2.1 Non-perturbative renormalization

We now focus on non-perturbative renormalization, anticipating that the results derived
here from a non-perturbative definition of the regularization and the renormalization

1Without it, perturbative studies quickly reveal the presence of ultraviolet (UV) divergences in
momentum integrals, which must be canceled order by order to define physically meaningful quantities.
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scheme are fully non-perturbative themselves, including renormalization group equa-
tions.

The starting point of hadronic renormalization schemes is the definition of non-
perturbative renormalization conditions in terms of physical observables, such as hadron
masses, decay constants or matrix elements, which are required to assume prescribed
values. Once this dimensionful scale, e.g. a mass, is fixed, other dimensionful quantities
can be determined by calculating dimensionless ratios relative to this initial choice.
Having in mind applications in Lattice QCD, where the regulating parameter is the
lattice spacing a, we can fix the bare coupling constant g0 dependence on a by requiring
that, as a varies, the mass of a hadron MH(g0, a) computed at chosen g0 and a matches
its physical value (MPHYS

H )2,i.e.

M2
H(g0, a) ≡ (M

PHYS
H )

2
→ g0 = (aM

PHYS
H ) (1.2.1)

which can be defined in the limit of massless quarks, thus being independent of bare
quark masses. Since QCD is renormalizable, this condition is sufficient to fix the depen-
dence g0 = g0(aMH), ensuring that varying the coupling is equivalent to changing the
lattice spacing while keeping the hadron mass constant. A possible choice is to set MH

equal to the mass of the proton, although other reference scales, such as the pion decay
constant, can also be used.
Additional conditions are required to fix the dependence of other bare parameters. For
instance, we can fix the mass of the light quarks mu =md ≡ml and of the strange quark
ms from the pion and kaon masses, i.e.

⎧⎪⎪
⎨
⎪⎪⎩

m2
π(a, g0,ml,ms) = (m

PHYS
π )

2

M2
K(a, g0,ml,ms) = (M

PHYS
K )

2 →

⎧⎪⎪
⎨
⎪⎪⎩

ml =ml(aM
PHYS
H , amPHYS

π , aMPHYS
K )

ms =ms(aM
PHYS
H , amPHYS

π , aMPHYS
K )

(1.2.2)

where the additional dependence on aMPHYS
H on the r.h.s. is dictated by Eq. (1.2.1).

The same procedure can be applied to compute the normalization of local operators by
fixing a certain matrix element of this operator to assume a prescribed value.

Matching to other schemes

Once the set of renormalization conditions has been defined, we can match a given
hadronic scheme with any other renormalization scheme, such as the perturbative MS

scheme of dimensional regularization, through the computation of the running of renor-
malized couplings and quark masses, as well as connecting operators and fields renor-
malization constants. This turns out to be useful to compare results for couplings or
quark masses between non-perturbative and perturbative approaches. A possible scheme
in Lattice QCD is the Schrödinger Functional (SF) scheme [20], with periodic spatial
boundary conditions and Dirichlet boundary conditions in time, allowing to control the
variation of the scale µ = 1/L through changes in the spatial extent of the system L. In
this scheme, the coupling constant is defined by the response of the system to variations
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in the boundary conditions, and recursive finite-size techniques allow matching lattices
at different volumes, effectively constructing a non-perturbative renormalization group.
Since Ward-Takashi Identities are non-perturbative by definition2 , they can be used to
define additional non-perturbative conditions. For instance, the light quark masses at
a fixed µ can be defined using the PCAC relation, see Eqs. (1.4.16) and (1.4.18). The
operators involved in this relation are defined within the non-perturbative SF scheme,
with the spatial box size set to L = 1/µ. We can define non-perturbatively renormalized
couplings and masses

g2R(µ) ≡ g
2
SF(µ) = Zg(g0, aµ)g

2
0 , mR(µ) ≡mSF(µ) = Zm(g0, aµ)m0 (1.2.3)

as well as renormalized fields

(AR)µ = Z
1/2
3 (g0, aµ)Aµ , ψR = Z2(g0, aµ)ψ . (1.2.4)

All the renormalization constants Zi are also functions of MPHYS
P , . . . , as they depend

on the initial renormalization conditions imposed in the fully non-perturbative hadronic
renormalization scheme. These renormalized quantities can then be computed in the
perturbative SF scheme as well, and only at this point can they be matched to any other
perturbative scheme.

Another approach to define a non-perturbative matching procedure is the Wilson
flow [21–23], where the evolution of gauge fields in a fictitious flow-time variable ef-
fectively suppressess UV divergences and isolates the IR features of QCD, providing
a physical scale at which precise non-perturbative renormalization conditions can be
defined.

1.2.2 Renormalization group equations

The invariance of physical quantities under changes in the renormalization scale µ is
expressed by the Callan-Symanzik renormalization group (RG) equations [24,25]. These
equations dictate how renormalized couplings and masses evolve as a function of µ,
ensuring that the physical content of the theory remains unchanged. As noted above,
starting from a non-perturbative regularization and renormalization scheme, they are
valid non-perturbatively. We can start from the definitions of renormalized coupling,
mass and fields as in Eqs. (1.2.3) and (1.2.4), where we note that the renormalization
constants can only depend on dimensionless parameters. Renormalized quantities are
both scale and scheme dependent, but they can be defined non-perturbatively e.g. in
Lattice QCD as detailed above, thus making the whole RG non-perturbative.
A generic scale dependent, amputated and connected bare correlation function Γ

(nG,nF)
0

involving nG gauge and nF fermionic fields renormalizes as

Γ
(nG,nF)
R ({xj};µ, gR,mR) = Γ

(nG,nF)
0 ({xj}; g0,m0) (Z

1/2
3 )

nG
(Z

1/2
2 )

2nF
(1.2.5)

2These identities are derived through a change of variables in the path integral, and their functional
form is independent of the realization of their generating symmetries, see Subsection 1.4.1.
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where we emphasize the scale dependence of the renormalized correlator Γ(nG,nF)
R , which

is also a function of renormalized coupling and masses. The RG equation follows from
the requirement that d

dµΓ
(nG,nF)
0 = 0, which can be rewritten as

[µ
∂

∂µ
+ β

∂

∂gR
+ γmmR

∂

∂mR
− nGγ3 − 2nFγ2]Γ

(nG,nF)
R = 0 (1.2.6)

where we introduced

β(gR) = lim
a→0
[µ

∂gR
∂µ
∣
g0,m0,a

] , γm(gR) = lim
a→0
[
µ

mR

∂mR

∂µ
∣
g0,m0,a

] (1.2.7)

and

γ3(gR) = lim
a→0
[
1

2
µ
∂ lnZ3

∂µ
∣
g0,m0,a

] , γ2(gR) = lim
a→0
[
1

2
µ
∂ lnZ2

∂µ
∣
g0,m0,a

] . (1.2.8)

The β and γm functions exactly describe how the parameters of the theory behave at
different energy scales. The β function can be expanded as β(gR) = −g3R∑

+∞
k=0 bkg

2k
R and

the first coefficients can be computed perturbatively [26]. For QCD with Nf flavors and
Nc = 3 colors we obtain

b0 =
1

4π2
(
11

3
Nc −

2

3
Nf) > 0 , b1 =

1

4π2
[
34

3
N2

c − (
13

3
Nc −

1

Nc
)Nf] > 0 . (1.2.9)

A similar expansion and computation can be done for

γm(gR) = −g
2
R

∞
∑
k=0

dkg
2k
R , d0 =

1

(4π)2
3
N2

c − 1

Nc
. (1.2.10)

Notice that b0, b1 and d0 are universal coefficients, i.e. they are scheme independent, and
their signs are crucial to understand the approximate behavior of QCD at high energies
through approximate solutions of Eqs. (1.2.7). Considering only the first term in β we
obtain

g2R =
1

b0 ln
µ2

Λ2

µ→∞
ÐÐÐ→ 0 (1.2.11)

which defines the property of asymptotic freedom [27–29]: quarks weakly interact at
high energies (as long as strong interaction is concerned), allowing for a perturbative
approach in this regime.

1.2.3 Renormalization group invariants: ΛQCD and masses

In order to study the dependence of the coupling on the scale, we need to solve the
differential equation in Eq. (1.2.7), finding the non-perturbative result

µ1 exp{−∫
g(µ1)

g

dg

β(g)
} = µ2 exp{−∫

g(µ2)

g

dg

β(g)
} , (1.2.12)
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where both the r.h.s. and the l.h.s. are independent of the choice of the scale, thus
defining a RG invariant scale. We can also apply a subtraction to avoid divergences that
would otherwise arise in setting the lower bound of the integral in Eq. (1.2.12) to zero,
based on the perturbative knowledge of b0, b1, obtaining the RG invariant scale

ΛQCD = µ (b0g
2)
−b1/(2b20) e−1/(2b0g

2) exp{−∫
g

0
dx [

1

β(x)
+

1

b0x3
−
b1
b20x
]} . (1.2.13)

This definition is completely non-perturbative. Even though it is invariant under RG
equations, i.e. it satisfies the massless RG equation

(µ
∂

∂µ
+ β

∂

∂g
)ΛQCD = 0 , (1.2.14)

the definition of ΛQCD is still scheme dependent. Notice also the explicit breaking of
classical scale invariance, since ΛQCD is a dimensionful quantity in a classically scale
invariant theory, a property called dimensional transmutation.

Similarly, a RG invariant mass can be defined from γm in Eq. (1.2.7), finding

mR(µ1) exp{−∫
g(µ1)

g
dg
γm(g)

β(g)
} =mR(µ2) exp{−∫

g(µ2)

g
dg
γm(g)

β(g)
} (1.2.15)

from which the RG invariant, scheme-independent mass can be defined as

M ≡mR(µ) (2b0g
2)
−d0/(2b0)

exp{−∫
g

0
dx [

γm(x)

β(x)
−
d0
b0

1

x
]} (1.2.16)

which satisfies the massive RG equation

[µ
∂

∂µ
+ β

∂

∂g
+ γmmR

∂

∂mR
]M = 0 . (1.2.17)

1.2.4 The running of the coupling constant

The physical hadron mass is the only free parameter we need to fix in the hadronic
renormalization scheme as in Eq. (1.2.1) to address the running of the coupling constant.
Since the latter is a dimensionless parameter, it can only depend on the the scale µ via
the dimensionless ratios µ/ΛQCD, µ/MH .

The procedure we presented above to introduce non-perturbative renormalization
schemes can be applied to explicitly compute the running of the coupling constant. For
instance, in the Schrödinger Functional scheme [20], the running with the scale µ = 1/L
can be studied using step-scaling functions σ, describing how the coupling changes as
the spatial extent L is doubled through σ(α(L)) = α(2L). These functions σ can be
computed non-perturbatively on the lattice, to then trace the evolution of the coupling
constant from perturbative high-energy to non-perturbative low-energy scales. The left
plot in Fig. 1.1 shows the calculation of the running of the strong coupling constant
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αs(mZ
2) = 0.1180 ± 0.0009

August 2023

α
s(

Q
2
)

Q [GeV]
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Figure 1.1: On the left: perturbative determination of the running of the strong coupling con-
stant as a function of the energy scale Q, cf. Fig. 9.5 in Ref. [30]. On the right: non-perturbative
determination of the running coupling of Nf = 3 QCD from integrating the non-perturbative β
functions in the Schrödinger Functional and Gradient Flow renormalization schemes in Lattice
QCD, from Ref. [31].

αs = g
2/(4π) at different orders in perturbation theory using various experimental in-

puts, leading to the perturbative result αs(M2
Z) = 0.1175(10) [30]. Progresses in Lattice

QCD have recently enabled a non-perturbative determination of the QCD running cou-
pling, shown in the right plot of Fig. 1.1, taken from Ref. [31]. The world average
lattice determination is provided by the FLAG collaboration, including several contri-
butions leading to the final estimate αs(M2

Z) = 0.1184(8) [32]. This shows an impressive
agreement between non-perturbative predictions, based on the non-perturbative renor-
malization procedure described above, necessitating a few experimental inputs such as
hadron masses or decay constants, and perturbative predictions at different orders, based
on completely different experimental inputs. The current final world average is given by
a combination of these two estimates, and it is equal to αs(M2

Z) = 0.1180(9) [30].

1.3 Hadron spectrum

The QCD spectrum consists of a tower of many states of composite particles, known
as hadrons, which are bound states made of quarks ψf . An essential feature of QCD
is confinement, namely that all hadrons must be colorless, i.e. singlets under SU(3)c
transformations. Confinement prevents color charges from being isolated, until a pair
of quark and antiquark becomes energetically more convenient and is spontaneously
produced. It can be explained by the presence of a constant term in the force between a
pair of quarks (color charges) as a function of their separation, i.e. with a linear string
term in the corresponding energy. The most common particles are mesons, bosonic
particles built by combining a quark and an antiquark, such as the pion or the kaon,
and baryons, fermionic particles formed by three quarks, such as the proton (uud) and
neutron (udd).
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To explore the QCD spectrum, we consider a simple but instructive example, re-
stricting ourselves to the case of Nf = 3 light quark flavors: up, down and strange quarks.
In the limit where these quarks are degenerate, the theory exhibits an SU(3) flavor sym-
metry. The light meson spectrum can then be classified into representations based on
flavor symmetry. Group theory tells us that combining a quark in the fundamental
representation (3) of SU(3) with an antiquark in the anti-fundamental representation
(3) yields 3 ⊗ 3 = 1 ⊕ 8, which correspond to a singlet and an octet of meson states
represented in Fig. 1.2. As further motivated in Subsection 1.4.2, the singlet is a single
pseudoscalar meson of the form η1 = (uu + dd + ss)/

√
3, while the octet consists of the

following light pseudoscalar mesons, which are spinless and antisymmetric under parity
transformations:

• pions are formed by up and down quarks as π+ = ud, π− = du, π0 = (uu − dd)/
√
2;

• kaons involve the strange quark as K+ = us, K− = su, K0 = ds, K
0
= sd;

• η8 is a neutral meson, combining all three quarks as η8 = (uu + dd − 2ss)/
√
6.

An interesting feature of QCD is that the η1 and η8 states do not correspond directly
to the experimentally observed η and η′ mesons. Only in the isosymmetric limit we can
perform the assignment η = η8 and η′ = η0, whereas in Nature we observe a breaking of
the exact flavor symmetry, and an associated mixing

(
η

η′
) = (

cos θ − sin θ

sin θ cos θ
)(
η8
η1
) (1.3.1)

with the small mixing angle θ ∈ (−10○,−20○) [30]. We note that the large mass of
the η′ w.r.t. the η and the other light mesons is naturally explained by the Witten-
Veneziano mechanism described in Subsection 1.4.3. A similar analysis applies to baryon
states as well, allowing them to be classified according to their flavor content and spin
configurations. For instance, in the case of Nf = 3, the combination of three quarks
results in flavor multiplets such as the baryon octet and decuplet. These multiplets
include well-known particles such as the proton, neutron, and Σ, Ξ, and Ω baryons.

Lattice QCD has been successful in predicting non-perturbatively from first prin-
ciples the masses and other properties of many meson and baryon states, providing
a quantitative comparison with experimental results, as illustrated in Fig. 1.3. This
agreement highlights the power of Lattice QCD in capturing the essential features of the
strong interaction and validating our understanding of the QCD spectrum.
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Figure 1.2: Light meson octet in QCD.

1.4 Chiral symmetry

Many low-energy properties of QCD can be derived from flavor and chiral symmetry.
We can define chiral left and right flavor components of quarks as

ψL,R = PL,R ψ , PL =
1 − γ5
2

, PR =
1 + γ5
2

, ψ =

⎛
⎜
⎜
⎜
⎜
⎝

ψ1

ψ2

⋮

ψNf

⎞
⎟
⎟
⎟
⎟
⎠

, (1.4.1)

where in Euclidean time we set γ5 = γ0γ1γ2γ3. Noticing that the QCD action in
Eq. (1.1.3) is diagonal in flavor space, we can rewrite its fermionic part as

SF = ∫ d4x [ψLγµDµψL + ψRγµDµψR + ψRM
†ψL + ψLMψR] (x) (1.4.2)

where M = M † = diag(m1,m2, . . . ,mNf
) is the diagonal mass matrix. The first two

terms in the action are invariant under the gloabl chiral group U(Nf)L⊗U(Nf)R which
independently rotates left and right components of each quark flavor, while the mass
terms explicitly break the symmetry. It is useful to decompose the full chiral group as

U(Nf)L ⊗U(Nf)R = U(1)L ⊗ SU(Nf)L ⊗U(1)R ⊗ SU(Nf)R , (1.4.3)
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Figure 1.3: Hadron spectrum from Lattice QCD for different discretization choices. Horizontal
bars (gray boxes) denote experimentally measured masses (widths). See Fig. 15.9 in Ref. [30]
and references therein.

where the associated transformations act only on flavor indices as

ψL,R → ψ′L,R = VL,RψL,R , VL,R = exp{iϵ
0
L,R + iϵ

a
L,RT

a} . (1.4.4)

The corresponding infinitesimal transformations are

ψL,R → ψ′L = VL,RψL,R ≃ (1 + i ϵ
0
L,R + i ϵ

a
L,R T

a)ψL (1.4.5)

under which

ψ = ψL + ψR → (1 + i ϵ
0
L + i ϵ

a
L T

a)ψL + (1 + i ϵ
0
R + i ϵ

a
R T

a)ψR

= (1 + i
ϵ0L + ϵ

0
R

2
+ i

ϵ0R − ϵ
0
L

2
γ5 + i

ϵaL + ϵ
a
R

2
T a + i

ϵaR − ϵ
a
L

2
T a γ5)ψ ,

(1.4.6)

ψ → ψ (1 − i
ϵ0L + ϵ

0
R

2
+ i

ϵ0R − ϵ
0
L

2
γ5 − i

ϵaL + ϵ
a
R

2
T a + i

ϵaR − ϵ
a
L

2
T a γ5) . (1.4.7)

It is now interesting to consider the following subgroups of the chiral group:

1. U(1)V vectorial singlet subgroup: ϵ0L = ϵ
0
R, ϵaL = ϵ

a
R = 0;

2. U(1)A axial singlet subgroup: ϵ0L = −ϵ
0
R, ϵaL = ϵ

a
R = 0;

3. SU(Nf)V non-Abelian vectorial subgroup: ϵ0L = ϵ
0
R = 0, ϵ

a
L = ϵ

a
R;

4. the remaining non-Abelian axial transformation, with ϵ0L = ϵ
0
R = 0 and ϵaL = −ϵ

a
R,

does not form a group.
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1.4.1 Chiral symmetry of the quantum theory

In QFTs, a symmetry of the action does not always correspond to a symmetry of the
quantum theory. For a classical symmetry to be extended to a symmetry of the corre-
sponding QFT, a few conditions must be met, namely the path integral measure being
invariant under symmetry transformations and the renormalization procedure preserv-
ing this symmetry. If these conditions are not met, the classical symmetry is said to
be anomalous. A well-known example is the classical scale invariance being broken
due to dimensional transmutation during the renormalization procedure, linked to the
quantization spoiling the traceless property of the classical energy-momentum tensor.

In general, considering a transformation under which a field changes as O → O+δO
and the action transforms as S → S+δS, a simple change of variables of the path integral
leads to the general form of Ward-Takashi identities (WTIs)

⟨δO⟩ = ⟨OδS⟩ + ⟨ln[J ]O⟩ , (1.4.8)

where J is the determinant of the Jacobian of the transformation of the path integral
measure. For the subgroups of the chiral group mentioned above, it turns out that
only U(1)A transformations cause a non-trivial Jacobian. Therefore, the axial U(1)A
symmetry is anomalous, making QCD not invariant under the entire chiral group even
in the massless limit.

Axial singlet U(1)A anomaly

The anomalous breaking of the axial U(1)A symmetry stems from the variation of the
path integral measure under these transformations3, since

dψdψ → e−2iϵ
0
AQdψdψ (1.4.9)

where Q is the topological charge in Eq. (1.1.10).
The anomalous WTI can be derived3 from Eq. (1.4.8) and it is given by

−iϵ0A∂
x
µ⟨A

0
µ(x)O(y)⟩ = −2iϵ

0
ANf⟨q(x)O(y)⟩ + ⟨δO(y)⟩ . (1.4.10)

By choosing O as the topological charge density q, defined in Eq. (1.1.10), the local axial
WTI in the chiral limit m→ 0 becomes

⟨∂µA
0
µ(x)q(0)⟩ = 2Nf⟨q(x)q(0)⟩ , m = 0 . (1.4.11)

This relation is useful in the Witten-Veneziano mechanism, relating the U(1)A anomaly
to the large mass of the η′ meson, see Subsection 1.4.3.

3Here we only provide the formal derivation and results, which can be properly defined in the context
of Lattice QCD, employing Ginsparg-Wilson discretization of fermions [33–35], see Subsection 2.3.3,
which preserve a lattice version of chiral symmetry defined from Lüscher transformations [36].
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Vector singlet U(1)V transformations

The U(1)V symmetry remains exact for any value of the masses, with the associated
WTIs given by

−iϵ0V ∂µ⟨V
0
µ (x)O⟩ = ⟨δO⟩ , V 0

µ ≡ ψγµψ . (1.4.12)

Therefore, the charge V
0

associated to this current is always conserved in QCD, i.e. for
any invariant observable O under vector singlet transformations we have

∂x0⟨V
0
(x0)O(y)⟩ = 0∀x0 ≠ y0 , V

0
= ∫ d3xV 0

(x) . (1.4.13)

This conserved charge is identified as the baryonic number, which measures the difference
between the number of quarks and antiquarks.

Vector non-singlet subgroup SU(Nf)V

The general form of WTIs for the transformations of the non-Abelian vector subgroup,
often called isospin for Nf = 2 and generalized isospin for Nf = 3, is

−iϵaV ∂µ⟨V
a
µ (x)O⟩ = −iϵ

a
V ⟨ψ(x)[M,T a]ψ(x)O⟩ + ⟨δO⟩ , V a

µ ≡ ψγµT
aψ . (1.4.14)

The corresponding charge V
a
0 = ∫ d

3xV a
0 (x) is conserved only when [M,T a] = 0, i.e.

with degenerate quark masses.

Axial non-singlet transformations

The general form of the WTIs associated with axial non-singlet transformations is

−iϵaA∂µ⟨A
a
µ(x)O⟩ = −iϵ

a
A⟨ψ(x)γ5{T

a,M}ψ(x)O⟩ + ⟨δO⟩ , Aaµ ≡ ψγ5T
aψ . (1.4.15)

The associated charge A
a
0(x0) = ∫ d

3xAa0(x) is conserved only if M = 0. By inserting
a pseudoscalar current P b = ψT bγ5ψ, we can derive the important WTI referred to as
PCAC (Partially Conserved Axial Current) relation

∂xµ⟨A
a
µ(x)P

b
(y)⟩ = ⟨ψ(x)γ5 {T

a,M}ψ(x)P b(y)⟩ − δ(x − y)⟨ψ(y) {T a, T b}ψ(y)⟩ .

(1.4.16)
This identity remains unchanged if renormalized quantities are inserted4. For this reason,
the PCAC relation is commonly used to define quark masses, e.g. taking M = m1 we
have

m =
∂xµ⟨A

a
µ(x)P

b(y)⟩

2⟨P a(x)P b(y)⟩
, x ≠ y (1.4.17)

where the numerator and the denominator on the r.h.s. can be independently computed
non-perturbatively, e.g. in Lattice QCD simulations. The PCAC equation is also useful
for analyzing spontaneous chiral symmetry breaking in QCD, as we now discuss.

4This holds in the chiral limit, where ZS⟨S0⟩ is finite, with ZS being the renormalization constant
associated to the scalar singlet density S0 defined below Eq. (1.4.18). Beyond the chiral limit, the
renormalized scalar singlet density S0

R mixes also with a term proportional to (M +M†) (spurionic
fields), making S0

R ambiguously defined.
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1.4.2 Spontaneous chiral symmetry breaking

A rich spectrum of hadrons emerges at the fundamental QCD energy scale ΛQCD, as
shown in Fig. 1.3. Pions are a notable exception, since their light masses have a deep
reason which ultimately stems from the spontaneous symmetry breaking of chiral sym-
metry. Assuming for simplicity degenerate quark masses M = m1, the PCAC relation
in Eq. (1.4.16) simplifies to

⟨∂µA
a
µ(x)P

b
(0)⟩ = 2m⟨P a(x)P b(0)⟩ −

1

Nf
δ4(x)δab ⟨S0

⟩ , (1.4.18)

where S0 = ψψ = ψLψR + ψRψL is the scalar singlet density. The QCD action is left
invariant under non-Abelian axial transformations, which are also anomaly-free. In this
case, the vacuum expectation value ⟨S0⟩ ≠ 0 indicates the spontaneous breaking of chiral
symmetry.
This property has some interesting consequences. We can consider Eq. (1.4.18) in the
chiral limit, make use of Lorentz invariance and integrate it over a four-dimensional
sphere centered in the origin to obtain

⟨Aaµ(x)P
b
(0)⟩ = −δab

xµ

(x2)2
⟨S0⟩

2π2Nf
. (1.4.19)

When projected to zero-momentum, this relation implies

⟨A
a
0(x0)P

b
(0)⟩ = −

δab

2Nf
⟨S0
⟩ ∀x0 ≠ 0 (1.4.20)

where A
a
0(x0) = ∫ d

3xAa0(x). Note that the r.h.s. does not depend on x0. The lightest
states contributing to the l.h.s. of this expression are the pions πa, sharing the same
quantum numbers as the pseudoscalar singlet densities P a. Introducing the matrix
elements

⟨πb(p)∣P a(x)∣0⟩ = −i δabGπe
−ωπ(p)x0e−ip⋅x , (1.4.21)

⟨0∣Aaµ(x)∣π
b
(p)⟩ = i δabFπ pµe

−ωπ(p)x0eip⋅x , (1.4.22)

where ωπ(p) =
√
m2
π + ∣p∣

2 = p0, we can write the completeness of states as

1 = ∑
c
∫

d3p

(2π)3 2p0
∣πc(p)⟩⟨πc(p)∣ + (. . . ) ,

⟨πa(p)∣πb(p′)⟩ = (2π)3 2p0δ(3)(p − p′)δab ,

(1.4.23)

where (. . . ) stands for the contribution of higher energy states. Inserting the above
identities in Eq. (1.4.20) and using the Heisenberg representation

O(x) = ex0He−ip⋅xO(0)e−x0Heip⋅x , (1.4.24)
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where H and p are the QCD Hamiltonian and spatial momentum operators, it follows
that

⟨A
a
0(x0)P

b
(0)⟩ = δab

GπFπ
2

e−mπx0 + (...) (1.4.25)

where mπ = ωπ(0). According to Eq. (1.4.20), the r.h.s. of Eq. (1.4.25) must be inde-
pendent of x0. For this expression to remain x0-independent, QCD must possess N2

f − 1

massless pions (pseudoscalar particles) when ⟨S0⟩ ≠ 0 in the chiral limit. This also leads
to the relation

Gπ Fπ = −
⟨S0⟩

Nf
∣
m=0

. (1.4.26)

However, in Nature quarks and pions are not massless: their masses are small but finite,
with pions having a non-zero light mass of approximately mπ ≃ 140MeV. To understand
this, we re-evaluate the relations above for the case of non-zero but degenerate quark
masses m ≠ 0. Saturating Eq. (1.4.16) with pion states at x0 ≠ 0 yields

m2
πFπ = 2mGπ . (1.4.27)

Combining this with Eq. (1.4.26), we obtain the Gell-Mann-Oakes-Renner (GMOR)
relation [37]

lim
m→0

m2
πF

2
π

2m
= −
⟨S0⟩

Nf
∣
m=0

. (1.4.28)

This relation is crucial to understand why pions are light in Nature: rather than having
a large mass mπ ∝ ΛQCD, the GMOR relation in Eq. (1.4.28) immediately implies that

m2
π ∝ ΛQCD ×m (1.4.29)

which explicitly shows that mπ ≪ ΛQCD, since m≪ ΛQCD.
The GMOR relation has been extensively validated through various numerical stud-

ies. Its evidence from Lattice QCD simulations is illustrated in Fig. 1.4, taken from
Ref. [38], see also Refs. [39,40]. Essentially, the Banks-Casher formula [39,41–43] relates
the spectral density ρ of the Dirac operator with the order parameter of chiral SSB, as
given by3

−
⟨S0⟩

Nf
∣
m=0
= πρ(0) , ρ(λ) =

1

V
∑
i

⟨δ(λ − λi)⟩ , (1.4.30)

where λi are the eigenvalues of the Dirac operator. This relation can be read in both
directions: a non-zero spectral density ρ(0) implies the presence of a non-vanishing chiral
condensate ⟨S0⟩, breaking the symmetry. Conversely, a non-zero value of ⟨S0⟩ leads to
condensation of eigenmodes near the origin of the spectrum. Numerical studies have
confirmed the validity of this mechanism, showing that modes do indeed condense near
the origin as predicted by the Banks-Casher relation [40,44].
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Figure 1.4: Numerical proof of the GMOR relation, cf. Eq. (1.4.28), from Ref. [38]. The blue
line and its error are the GMOR contribution to m2

π, derived from the computation of ⟨S0⟩ on
the lattice. The red dots are instead obtained from direct calculation of m2

π.

1.4.3 The Witten-Veneziano mechanism

The axial anomaly has profound implications for QCD phenomenology, one of which
is the large mass of the η′ meson compared to other light mesons. This is naturally
explained by the Witten-Veneziano relation, a result linking the anomaly to the mass
spectrum of QCD and ultimately providing a deeper understanding of the explicit break-
ing of classical U(1)A symmetry at the quantum level.

Starting from the anomalous WTI in the massless limit, shown in Eq. (1.4.11), we
integrate it over ∫ d4x. We obtain that the topological susceptibility

χ ≡ χ(0) , χ(p) = ∫ d4xeipx⟨q(x)q(0)⟩ (1.4.31)

satisfies the relation
χ

m→0
ÐÐÐ→ 0 ∀

Nf

Nc
at m = 0 , (1.4.32)

while the topological charge density q, introduced in Eq. (1.1.10), also satisfies q = 0

∀Nf/Nc in this limit, as long as no massless particle is present in this channel and a
mass gap ωthr > 0 exists. Applying subtractions from the Källén-Lehmann representation
of χ(p), see Subsection 3.1.1, and noting the presence of the lightest η′ meson state in
the pseudoscalar flavor singlet channel, with mass Mη′ and the same quantum numbers
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as q(x), we obtain

χ(p) = C0Λ
4
QCD +C1Λ

2
QCDp

2
+C2 ⋅ (p

2
)
2
−

R2

p2 +m2
η′
+ (p2)3∫

∞

ω2
thr

ds
ρ(s)

(s + p2)s3
. (1.4.33)

The parameter R is defined from

R2
= ∣⟨0∣q(0)∣η′⟩∣2 =

F 2
η′m

4
η′

2Nf
, ⟨0∣A0(x0)∣η

′
⟩ = i
√
2NfFη′mη′e

−mη′x0 (1.4.34)

where Fη′ is the decay constant of the η′ meson. As p → 0 and in the Yang-Mills limit
Nf/Nc → 0, Eq. (1.4.33) implies that the topological susceptibility of the pure Yang-Mills
theory, χYM, satisfies

χYM = C0Λ
4
QCD . (1.4.35)

On the other hand, we can consider Eq. (1.4.32) in the limit of massless quarks, obtaining

C0Λ
4
QCD =

R2

p2 +m2
η′
. (1.4.36)

The combination of Eqs. (1.4.35) and (1.4.36) leads to the celebrated Witten-Veneziano
relation [45,46]:

lim
Nf/Nc→0

lim
m→0

R2

m2
η′
= χYM . (1.4.37)

This relation reveals that the η′ meson acquires a large mass due to the U(1)A anomaly,
which is responsible for a non-zero topological susceptibility in pure gauge theory, even in
the massless quark limit. The anomalous WTI in Eq. (1.4.32) implies that the topological
susceptibility vanishes in the massless quark limit for any number of flavors. This can
be explained by the presence of the η′ meson, whose large mass is a direct consequence
of the non-vanishing topological susceptibility in pure Yang-Mills theory, χYM. This
quantity has been computed in Lattice QCD in Ref. [22], resulting in

χYM = (180.5(5)(43)MeV)4 , (1.4.38)

where the first error is statistical and the second one is due to lattice systematics, and
it is compatible with the chiral perturbation theory result [46]

F 2
π

6
(m2

η +m
2
η′ − 2m

2
K)∣exp

≃ (180MeV)2 . (1.4.39)

This concludes our presentation of QCD. The concepts presented in this Chapter
set the stage for the subsequent one, which focuses on the formulation of QCD on a
finite and discrete lattice.
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Chapter 2

Lattice QCD

In this Chapter we describe the formulation of Lattice QCD, i.e. the only known frame-
work at present to define and study QCD non-perturbatively from first principles. As
described in Chapter 1, QCD manifests asymptotic freedom and confinement, and thus
must be studied non-perturbatively at low energies. The non-perturbative definition of
the theory is possible on a discrete lattice, that regulates UV divergences. Our presen-
tation focuses on QCD with quarks, but it can be straightforwardly generalized to any
(non-) interacting QFT, gauge group and representation. We refer to Refs. [47–49] for
a general and comprehensive introduction to this topic.

2.1 Preliminaries

The theoretical framework for Lattice QCD calculations is the path integral formalism
in Euclidean time, which allows to estimate expectation values of composite operators as
in Eq. (1.1.4) once the action and a non-perturbative renormalization scheme have been
chosen. In order to give a precise meaning to the path integrals for a gauge theory, we
define it in a finite lattice with discretized space-time coordinates, with lattice spacing
a and finite volume T ×L3, where T , L indicate the lattice temporal and spatial lengths
respectively. The resulting path integral expressions for correlation functions are well-
defined, as only a finite number of degrees of freedom is involved. In our convention, µ = 0
indicates the Euclidean temporal direction. We also need to set boundary conditions
(BCs) to properly define the theory on a finite volume. In this way, the path integral
reduces to an ordinary multidimensional integral, which can be evaluated numerically
e.g. with Monte Carlo methods. This lattice structure will be eventually removed by
taking the infinite volume and the zero lattice spacing (continuum) limits to retrieve
physical results, allowing to extract systematically improvable theoretical predictions
from first principles with 3-4 input parameters (e.g. hadron masses required in hadronic
renormalization schemes). For the purposes of this discussion, if not explicitly stated
otherwise, we only consider observables with exponentially suppressed finite-volume ef-
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fects (FVEs)1 which we neglect, since their effects of O(e−mπL) are around a few percent
or less for typical Lattice QCD applications, where mπL ≥ 4.

The lattice acts as a UV regulator, as the lattice spacing induces a cutoff π
a on

momenta. Additionally, when the theory is confined to a finite volume, momenta become
quantized, e.g. in a cubic box of size L with periodic boundary conditions we have
p = 2π

L n, n ∈ (Nmod L
a )

3. Usual UV divergences are recovered in the classical continuum
limit, i.e. considering a → 0 without imposing further constraints, and need to be
removed through parameter and operator non-perturbative renormalization, as discussed
in Section 1.2. In the non-perturbative hadronic renormalization scheme, detailed in
Subsection 1.2.1, the renormalization conditions are set by requiring a few physically
relevant quantities, such as hadron masses, to be fixed at their physical values. Bare
parameters, such as the coupling constant and bare quark masses, then acquire a non-
trivial dependence on the lattice spacing (cutoff), following the lines of constant physics
as a varies.

In order to properly define the path integral, we need to discretize the QCD action,
ideally preserving its defining local gauge invariance. The gauge-invariant gluonic and
fermionic discrete actions are discussed respectively in Sections 2.2 and 2.3. In the
continuum limit, discretization effects vanish and it is possible to boost the continuum
convergence, for instance by making discretization errors of O(a2) rather than of O(a),
as detailed in Section 2.4. Computational strategies in Lattice QCD are described in
Section 2.5, with one of the biggest obstacles which currently hinder improvements in
numerical simulations, the so-called signal-to-noise ratio (StN) problem, being discussed
in Section 2.6. A possible and very promising solution to such problem is the topic of
Chapter 4.

2.2 Gluonic action on the lattice

The gluonic action in the continuum formulation takes the form in Eq. (1.1.9) and it is
invariant under the gauge transformation in Eq. (1.1.7). In order to study its realization
on the lattice, we could naïvely discretize the derivatives in the field strength Fµν using
either their forward or backward definitions

∂µψ(x) =
ψ(x + aµ̂) − ψ(x)

a
, ∂∗µψ(x) =

ψ(x) − ψ(x − aµ̂)

a
, (2.2.1)

where µ̂ is the lattice versor in the direction µ, or their symmetrized version

1

2
(∂µ + ∂

∗
µ)ψ(x) =

1

2a
[ψ(x + aµ̂) − ψ(x − aµ̂)] (2.2.2)

1Power-like FVEs might arise when considering kinematical regimes where virtual particles may
potentially go on-shell. In Appendix B we discuss how these are not simply an unwanted lattice effects,
but rather a powerful window into resonance physics, given a map of the finite-volume spectrum to
S-matrix elements [50–54].
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x
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x + µ̂

Uµν(x)

Figure 2.1: Representation [55] of the plaquette Uµν(x) on the lattice, see Eq. (2.2.4).

with improvedO(a2) discretization errors. The resulting action would be gauge-invariant
only up to discretization errors. Yet, since the local gauge symmetry defines the theory,
it would be much more preferable for it to be exactly preserved also on the lattice.

The original idea for describing an exactly gauge-invariant theory on the lattice was
initially proposed by Wilson in his seminal work of 1974 [15] and consists in a complete
shift of paradigm. The fundamental gauge fields at each lattice site x and for any
Euclidean space-time direction µ = 0, . . . ,3, are the links (related to the links between
different lattice sites)

Uµ(x) ∈ SU(3) , UGµ (x) = G(x)Uµ(x)G
†
(x + aµ̂) . (2.2.3)

They act as parallel transporters, as explicitly shown in Eq. (2.3.10). The shortest closed
path on the lattice is shown in Fig. 2.1. It is known as the plaquette

Uµν(x) = Uµ(x)Uν(x + aµ̂)U
†
µ(x + aν̂)U

†
ν(x) , UGµν(x) = G(x)Uµν(x)G

†
(x) (2.2.4)

and it is useful to construct the exactly gauge-invariant Wilson action

SG[U] =
β

2
∑
x
∑
µ,ν

{1 −
1

2Nc
Tr{Uµν(x) +U

†
µν(x)}} , β =

2Nc

g20
(2.2.5)

with Nc = 3 for our purposes. By defining Uµ(x) = e−iaAµ(x) as the discretization of the
parallel transport between two neighboring sites, and considering the classical continuum
limit of Eq. (2.2.5), it is easy to check that we correctly recover the continuum result
in Eq. (1.1.9) written in terms of Aµ, up to O(a2) discretization effects. We emphasize
that the fundamental gauge fields are now elements of the compact gauge group rather
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than of its algebra2. Therefore, the Haar integral

Z = ∫ [dU] e
−SG[U] , [dU] = ∏

x,µ

[dUµ(x)] (2.2.6)

is finite, where the Haar measure [dU] is the correct gauge-invariant measure to integrate
over the SU(3) group manifold.

2.3 Fermionic action

We now want to define the lattice counterpart of the continuum fermionic action in
Eq. (1.1.12). We consider the quark fields ψ(x) to be located on the lattice sites x and
carry Nc color, Nf flavor and 4 spinor indices.

2.3.1 The free case

For simplicity, we begin with the non-interacting case, Aµ = 0. It might be tempting
to naïvely discretize the derivatives in Eq. (1.1.12) using Eq. (2.2.1) or the symmetric
Eq. (2.2.2). With the latter, the resulting discretized action

SF = a
4
∑
x

{
1

2a
[ψ(x)γµψ(x + aµ̂) − ψ(x)γµψ(x − aµ̂)] +mψ(x)ψ(x)}

= ∫
IBZ

d4q

(2π)4
ψ(q) (iγµqµ +m)ψ(q) , ψ(x) = ∫

IBZ

d4q

(2π)4
eiqxψ(q)

(2.3.1)

can be rewritten in Fourier space within the first Brillouin zone (IBZ), where each mo-
mentum component lies in [−πa ,

π
a
], and where qµ = sin(qµa)/a. The resulting propagator

⟨ψ(x)ψ(0)⟩ = ∫
IBZ

d4q

(2π)4
−iγµqµ +m

∑µ q
2
µ +m

2
eiqx (2.3.2)

has 16 different poles even in the classical continuum limit, i.e. the naïve discretization
of the fermionic action in Eq. (2.3.1) describes 16 different fermions. This problem is
known as fermion doubling and it is a consequence of a more general

Theorem 2.3.1 (Nielsen-Ninomiya theorem [58]). The following properties of the dis-
cretized Dirac operator D(q) on the reciprocal lattice cannot all be satisfied at once:

1. D(q) is a periodic smooth function of qµ with period 2π
a ;

2. in the continuum limit, D(q)
a→0
ÐÐ→ [iγµqµ +O(aq)];

2This allows to avoid any ambiguity in the integration over physically equivalent configurations of
the gauge field Aµ ∈ su(3), known as Gribov copies [56] and related by a gauge transformation, usually
treated to all orders in perturbation theory (but not non-perturbatively) by considering in the action
additional fields known as ghosts [57]. Wilson’s proposal is instead well-defined, and thus ghosts are
introduced on the lattice only if one is interested in studying its perturbative formulation.
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3. D(q) is invertible ∀q ≠ 0 mod 2π
a i.e. it only has one zero (pole in the correlator),

corresponding to the particle that has to be discretized;

4. D(q) is chirally invariant, i.e. {γ5,D(q)} = 0.

The first two properties are necessary to define a proper lattice discretization for D(q).
Since the massless naïve discrete action in Eq. (2.3.1) does not break chiral symmetry,
similarly to the continuum, it could not possibly describe a single fermion, and in fact
the third property has been found not to hold. In order to solve this problem, many
proposals have been put forward.

2.3.2 Wilson fermions

Wilson’s proposal [15] is to introduce in the naïve action new O(a) terms, explicitly
breaking chiral symmetry and vanishing in the classical continuum limit, with

SF = a
4
∑
x

ψ (DW +m)ψ , DW =
1

2
{γµ (∂µ + ∂

∗
µ) − a∂

∗
µ∂µ} (2.3.3)

which can be equivalently rewritten as

SF = ∫
IBZ

d4q

(2π)4
ψ(q)K(q)ψ(q) , K(q) = iγµqµ +m +

a

2
q̂2 , q̂µ =

2

a
sin

qµa

2
(2.3.4)

leading to

⟨ψ(x)ψ(0)⟩ = ∫
IBZ

d4q

(2π)4
−iγµqµ +m +

a
2 q̂

2

∑µ q
2
µ + (m +

a
2 q̂

2)
2
eiqx . (2.3.5)

In the massless free case, apart from qµ = 0, the additional poles qµ = π
a µ̂ for some µ

receive q̂µ = 2
a µ̂ contributions. Therefore, these modes become infinitely massive in the

classical continuum limit, where they correctly decouple from the theory.

2.3.3 Overlap fermions

Chiral symmetry is crucial in physics, as motivated in Section 1.4. Besides the deep
consequences of its spontaneous breaking, as the presence of (nearly) Goldstone bosons,
in QCD it additionally imposes multiplicative quark mass renormalization. Following the
much more exhaustive list of Refs. [33–36, 59, 60], here we define a new Dirac operator,
satisfying a relation that plays the rôle of chiral symmetry on the lattice.

The mildest way to break chiral symmetry is by the Ginsparg-Wilson (GW) rela-
tion [33]

γ5D +Dγ5 = aDγ5D , a =
a

1 + s
(2.3.6)

which can be rewritten as

γ5D +Dγ̂5 = 0 , γ̂5 = γ5(1 − aD) , γ̂25 = 1 . (2.3.7)
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In Ref. [34], Neuberger introduced the overlap Dirac operator satisfying GW relation

DO =
1

a
(1 −

A
√
A†A

) =
1

a
[1 + γ5

γ5(aDW − 1)
√
A†A

] (2.3.8)

where3 A = 1 − aDW and γ5DWγ5 = D
†
W, where DW is the Wilson term in Eq. (2.3.3)4.

We refer to Ref. [35] for further details. We also note that domain-wall fermions [59]
allow to recover the overlap operator in some limits [60]5.

The GW relation plays an important rôle in Lattice QCD, allowing to define the
lattice counterpart of chiral symmetry, known as Lüscher symmetry, and of left and right
chiral fermions [36]. In this framework, many properties of the continuum theory can be
proved, such as the Witten-Veneziano formula, related to the U(1)A anomaly and the
large mass of the η′, see Subsection 1.4.3, and the Banks-Casher relation, associated to
chiral spontaneous symmetry breaking, see Subsection 1.4.2 and Eq. (1.4.30). We also
anticipate that O(a) lattice artifacts are absent for this discretization.

2.3.4 The interacting case

Let us now generalize the above discussion to the case of an interacting theory. Inter-
actions are included as is customary by requiring the action to be invariant under the
local gauge group SU(3)c transformations. The fermionic action thus cannot include
contributions of the form ψ(x)ψ(y) with x ≠ y since they are not gauge-invariant, as
they transform into ψ(x)G†(x)G(y)ψ(y). Therefore, a factor that depends on the gauge
field Aµ must be included inside this term. We can introduce the covariant Schwinger
line integral

U(x, y) = exp{ig0∫
y

x
dzµAµ(z)} → G(x)U(x, y)G†

(y) (2.3.9)

such that contributions of the form ψ(x)U(x, y)ψ(y) are gauge-invariant. This allows us
to better understand Wilson’s choice to adopt the infinitesimal version of the Schwinger
line as the fundamental degree of freedom, rather than the gauge fields. In fact, we can
consider y = x+ ϵ for an arbitrarily small path ϵ, so that the Schwinger line integral can
be approximated as U(x,x + ϵ) ≈ eig0ϵµAµ(x), which resembles a link variable once we
consider ϵ = aµ̂, cf. Eq. (2.2.3). The discretized gauge-invariant fermionic action thus

3This operator is not ultra-local, a desirable property in order to satisfy cluster decomposition,
making it expensive to simulate. Though, this operator is exponentially local, in the sense that
∣∣ 1
√

A†A
(x, y)∣∣ ∼ e− c

a
∣x−y∣, as a→ 0, safely allowing any analysis based on power-counting (such as OPE).

4In the interacting case, it suffices to employ the definition of the interacting Wilson term in
Eq. (2.3.11).

5Massless chiral fermions in four dimensions can be defined from 5-dimensional interacting massive
fermions bound to a domain-wall mass defect, with doublers explicitly removed. The inverse of the
overlap operator is retrieved from the low-energy effective action of the light fermion field of the domain-
wall fermion.
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requires a slight change of the definition of the discretized derivatives as

∇µψ(x) =
1

a
[Uµ(x + aµ̂)ψ(x + aµ̂) − ψ(x)] , ∇

∗
µψ(x) =

1

a
[ψ(x) −U †

µ(x − aµ̂)ψ(x − aµ̂)]

(2.3.10)
where the action of the gauge links as parallel transporters is explicit.

Interacting Wilson fermions

Wilson’s proposal [15], already reviewed in Subsection 2.3.2 for the free case, is now
generalized as

SF[U,ψ,ψ] = a
4
∑
x

ψ (DW +m)ψ , DW =
1

2
{γµ (∇µ +∇

∗
µ) − a∇

∗
µ∇µ} (2.3.11)

with the full covariant discrete derivatives in Eq. (2.3.10), allowing to rewrite SF also as

SF[U,ψ,ψ] = (m + 4)∑
x

ψ(x)ψ(x) −
1

2a
∑
x,µ

[ψ(x)(1 − γµ)Uµ(x + aµ̂)ψ(x + aµ̂)+

+ψ(x)(1 + γµ)U
†
µ(x − aµ̂)ψ(x − aµ̂)] .

(2.3.12)
This concludes the definition of the QCD action on a finite and discrete lattice, with the
path integral representation of its partition function

Z = ∫ [dU][dψ][dψ] exp{−S [U,ψ,ψ]} (2.3.13)

and expectation values of observables

⟨O⟩ =
1

Z
∫ [dU][dψ][dψ]O[U,ψ,ψ] exp{−S [U,ψ,ψ]} (2.3.14)

where now S[U,ψ,ψ] = SG[U] +SF[U,ψ,ψ] depends on the fields, on the bare coupling
g0 and quark masses mf .

We finally mention that we commonly consider (anti-)periodic BCs for bosonic
(fermionic) fields in the temporal direction, while the spatial ones are usually taken
to be periodic for all the fields. Other possible choices are Dirichlet BCs, where fields
assume fixed values at the boundaries; open BCs, removing field interactions across the
boundaries, which could be useful to prevent unwanted topological freezing, i.e. trapping
in a fixed topological sector; twisted BCs, where fields acquire a phase when crossing
the boundary, useful to simulate momentum shifts or handle specific topologies. Other
options can also considered for specific applications, e.g. shifted BCs in the context of
thermal field theories [61–68], or C∗ BCs to study QCD+QED on the lattice [69–72].
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2.4 Symanzik improvement program

In Lattice QCD [49], the momentum cutoff π
a may be interpreted as a new physics scale.

This allows to formulate a low-energy effective theory with a continuum action [73–76]

Seff = ∫ d4x{L0(x) + aL1(x) + a
2
L2(x) + . . .} (2.4.1)

where L0 is the continuum QCD Lagrangian, and Lk, k ≥ 1 contain linear combinations
of all possible local operators of dimension 4 + k which are invariant w.r.t. the symme-
tries of the lattice theory, with coefficients which are usually slowly varying with a (in
perturbation theory they are polynomials in log a). For instance, at O(a) the operators
contributing to the effective Lagrangian L1 are

O1 = ψiσµνFµνψ , O2 = ψ (∇µ∇ν +∇
∗
µ∇
∗
ν)ψ , (2.4.2)

O3 =mTr{FµνFµν} , O4 =mψ {γµ∇µ −∇
∗
µγµ}ψ , O5 =m

2ψψ (2.4.3)

where σµν = i
2[γµ, γν]. Field equations allow to reduce this list, considering only three

independent operators, and we conventionally choose O1, O3 and O5.

2.4.1 O(a)-improved Wilson fermions

Let us consider the explicit example of the O(a)-improvement for the action of Wilson
fermions. In this case, the fields O3 and O5 can be re-absorbed in the definitions of the
bare coupling constant and of the bare quark masses, both already present in the Wilson
action, essentially amounting to a rescaling by factors of the form 1 + O(amq), where
mq =m0 −mc, m0 being the bare and mc the critical masses, as

g20 → g20(1 + bgamq) , mq →mq(1 + bmamq) . (2.4.4)

The massive O(a)-improved Wilson-Dirac operator thus additionally depends only on
O1, namely as [77,78]

D =DW + aDSW , (2.4.5)

where DW is the massive Wilson-Dirac operator introduced in Eq. (2.3.11), and the
second term on the r.h.s. of Eq. (2.4.5) is the Sheikholeslami-Wohlert operator

DSWψ(x) = cSW
i

4
σµνF̂µν(x)ψ(x) . (2.4.6)

In the formula above, the coefficient cSW has been computed at one-loop in perturba-
tion theory [79] and numerically non-perturbatively [80]. It is also possible to use the
alternative expression for DSW [81]

DSW + (4 +m0) → (4 +m0) exp{
DW

(4 +m0)
} = (4 +m0) exp{

c
SW

4 +m0

i

4
σµνF̂µν} , (2.4.7)
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where F̂µν(x) is the symmetric lattice field strength tensor

F̂µν(x) =
1

8a2
{Qµν(x) −Qνµ(x)} , (2.4.8)

with

Qµν(x) = Uµ(x)Uν(x + aµ̂)U
†
µ(x + aν̂)U

†
ν(x)

+Uν(x)U
†
µ(x − aµ̂ + aν̂)U

†
ν(x − aµ̂)Uµ(x − aµ̂)

+U †
µ(x − aµ̂)U

†
ν(x − aµ̂ − aν̂)Uµ(x − aµ̂ − aν̂)Uν(x − aν̂)

+U †
ν(x − aν̂)Uµ(x − aν̂)Uν(x + aµ̂ − aν̂)U

†
µ(x) .

(2.4.9)

We finally note that, after eliminating all the redundant terms, the only remaining
independent term in the O(a) correction to L0 is O1. Since this counterterm explic-
itly violates chiral symmetry, no O(a) lattice artifacts are present for Ginsparg-Wilson
fermions.

2.4.2 Field improvement

A similar representation as Eq. (2.4.1) holds also for local fields, which can be represented
as a linear combination of fields with different mass dimensions transforming under the
same lattice symmetry, e.g. ϕeff = ϕ0 + aϕ1 +O(a2). The connected n-point correlation
function C(x1, . . . , xn) = ⟨ϕ(x1) . . . ϕ(xn)⟩c can be expanded as

C(x1, . . . , xn) = ⟨ϕ0(x1) . . . ϕ0(xn)⟩c,0 + a [
n

∑
k=1
⟨ϕ0(x1) . . . ϕ1(xk) . . . ϕ0(xn)⟩c,0

−∫ d4y ⟨ϕ0(x1) . . . ϕ0(xn)L1(y)⟩c,0] +O(a
2
)

(2.4.10)

where the connected expectation values ⟨. . . ⟩c,0 are computed with the only contribution
of the Lagrangian L0 to the action in the path integral. The improvement of the action
alone is therefore insufficient to cancel all the O(a) terms in the expansion shown in
Eq. (2.4.10). To fully achieve O(a)-improvement in correlation functions, fields must
also be improved by tuning the coefficients of the O(a) counterterms introduced during
the redefinition of local fields. Only by optimizing both the action and the fields can a full
cancellation of O(a) discretization effects be obtained. For instance, for the improved
axial current

(Aeff)
a
µ = A

a
µ + cA(g0)a

∂µ + ∂
∗
µ

2
P a , P a = ψγ5

1

2
T aψ , (2.4.11)

the coefficient cA is tuned for O(a)-improvement of correlation functions involving Aaµ.

2.4.3 Improvement and renormalization

To complete the discussion of O(a)-improvement, we include the definition of renormal-
ization for the improved theory. After defining improved coupling, masses and fields,
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non-perturbative renormalization follows as described in Subsection 1.2.1. If we are in-
stead interested in computing the running of renormalized parameters, we need to define
their improved renormalization constants. We can start from the redefinitions of the im-
proved action and fields, amounting to Eqs. (2.4.4) and e.g. (2.4.11), to then introduce
the improved renormalizations of the unimproved coupling and mass

g2R = Zg (g
2
0(1 + bgamq), aµ) g

2
0(1 + bgamq) , (2.4.12)

mR = Zm (g
2
0(1 + bgamq), aµ)m0(1 + bmamq) (2.4.13)

The renormalization constants can be properly tuned by choosing a set of renormaliza-
tion conditions, which can be defined non-perturbatively as already described in Sec-
tion 1.2. Improved renormalization constants can be defined for the fields as well. For
instance, by requiring that the PCAC relation, see Eqs. (1.4.16) and (1.4.18), holds up
to O(a2) errors, we can also tune the multiplicative renormalization constant for the
axial current, defined as

(AR)
a
µ = (1 + bAamq)ZA (g

2
0(1 + bgamq), aµ) . (2.4.14)

2.5 Computational Strategies

In addition to its theoretical foundations, Lattice QCD requires advanced, precise and
efficient computational strategies. These include numerical linear algebra, Monte Carlo
simulations, and massively parallel High Performance Computing. A thorough under-
standing of such numerical methods is not just a technical requirement, but an indis-
pensable element in driving progress at the cutting edge of theoretical physics. In this
Section we provide a general (but far from comprehensive) overview, with additional
details in Ref. [82] and Appendix A.

2.5.1 Pseudofermion fields and locality

The formulation of Lattice QCD in Euclidean time allows for a statistical interpretation
of expectation values of observables, as in Eq. (2.3.14). In general, scalar and bosonic
correlators can be studied by directly employing statistical methods. On the other hand,
even if possible in theory, fermions cannot practically be simulated on a lattice, since they
are Grassmann variables and therefore computationally inaccessibly expensive. Luckily,
the fermionic action is quadratic and thus it can be analytically integrated out, leading
to an effective bosonic theory which can be numerically simulated from

Seff
G [U] = SG[U] + S

eff
F [U] , Seff

F [U] = − ln detD[U] , (2.5.1)

where SG is the local, purely gluonic action, see Eq. (2.2.5). The effective action de-
pends non-locally on the bosonic fields to which fermions are coupled, making numerical
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computations very time-consuming. In fact, the Dirac operator is a V × V sparse ma-
trix6 for each flavor, making the direct computation of detD practically unfeasible.
The apparent loss of locality will be further discussed in the context of multilevel sim-
ulations [1, 4, 83–88], where it is restored up to small non-local terms which can be
separately treated, see Chapter 4.

Let us first consider an even number of degenerate flavors, e.g. Nf = 2, so that

Z = ∫ [dU] (detD[U])
2 e−SG[U] (2.5.2)

and the effective gluonic action is always positive definite, allowing for a statistical in-
terpretation of the above path integral. The standard way to treat the generation of
gauge field configurations in this case, with an alternative provided by the multilevel
algorithms described in Chapter 4, is to introduce additional bosonic complex pseud-
ofermion fields ϕ to represent the effective fermionic action. For instance, for Nf = 2 we
define7

(detD[U])2 = detQ[U]2 = ∫ [dϕ
†
][dϕ]e−SPF[U,ϕ†,ϕ] , (2.5.4)

SPF[U,ϕ
†, ϕ] = a8∑

x,y

ϕ†
(x)Q[U]−2(x, y)ϕ(y) (2.5.5)

where Q = γ5D = Q† due to γ5-hermiticity of D, i.e. D† = γ5Dγ5.
Field configurations can thus be generated with methods widely used e.g. for ther-

mal systems in statistical mechanics, with importance sampling used to generate field
configurations following a specific probability distribution ∝ e−S , with S being the Eu-
clidean classical action we want to simulate, in this case equal to

S[U,ϕ†, ϕ] = SG[U] + SPF[U,ϕ
†, ϕ] . (2.5.6)

In Appendix A we properly define Markov chains and describe their properties, while also
introducing the Metropolis-Hastings [91, 92] and the Hybrid Monte Carlo [93] (HMC)
simulation algorithms, useful for importance sampling. Instead, here we focus on describ-
ing the HMC algorithm in the context of QCD. Once we are able to correctly generate
field configurations, we can approximately study expectation values as

⟨O⟩ =
1

Z
∫ [dU][dϕ

†
][dϕ]O[U]e−S[U,ϕ

†,ϕ]
=

1

N

N

∑
n=1
O[Ui] +O (

1
√
N
) , (2.5.7)

6This holds true at least for all the discretizations of the fermionic action we reviewed here, for
which the locality of the action is not spoiled.

7State-of-the-art simulations employ a similar representation, applying multiple frequency splitting
steps to the quark determinant as

∣detD∣2 = det{DD† + µ2} × det{ DD†

DD† + µ2
} (2.5.3)

and representing each factor with a different pseudofermion field [89,90].
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from a representative ensemble {U1 → ⋅ ⋅ ⋅ → UN}, where each configuration is distributed
as Ui ∼ P [U,ϕ†, ϕ] = 1

Z e
−S[U,ϕ†,ϕ]. The last term in Eq. (2.5.7) is the statistically inter-

pretable associated error, detailed in Appendix A.3.

2.5.2 Hybrid Monte Carlo in Lattice QCD

The HMC algorithm [93] is one of the most efficient strategies to simulate Lattice QCD
known at present, allowing us to generate gauge field configurations with any target
probability distribution, for us ∝ e−S , with S in Eq. (2.5.6), regardless of its normal-
ization, performing global updates of the field configuration with high acceptance rates.
For simplicity, let us denote as Φ = {Uµ, ϕ

†, ϕ} the collection of fields upon which the
action S depends.

The HMC algorithm is based on the Hamiltonian formalism. We can introduce
a normally distributed auxiliary field πaµ(x) with Zπ = ∫ [dπ] exp{−

1
2 ∑x,µ,a π

a
µ(x)

2} as
partition function, allowing us to rewrite

⟨O⟩ =
1

Z
∫ [dΦ]O[Φ]e

−S[Φ]Zπ
Zπ
=

1

ZH
∫ [dΦ][dπ]e

−H[Φ,π]
O[Φ] (2.5.8)

where

ZH = ZπZ = ∫ [dΦ][dπ]e
−H[Φ,π] , H[Φ, π] =

1

2
∑
x,µ,a

πaµ(x)
2
+ S[Φ] . (2.5.9)

We can now consider fields to depend on an additional, auxiliary variable τ , which we
interpret as the simulation time, while π(τ, x) are the conjugate moments of Φ(τ, x)

w.r.t. H[Φ, π] (hence the quadratic action for π). The fields satisfy Hamilton equations

dUµ(τ, x)

dτ
=
δH[Φ, π]

δπµ(τ, x)
= πµ(τ, x)Uµ(x) ,

dπµ(τ, x)

dτ
= −

δH[Φ, π]

δΦµ(τ, x)
= −

δS[Φ]

δΦµ(τ, x)
= −

δSG[U]

δUµ(τ, x)
−
δSPF[U,ϕ

†, ϕ]

δUµ(τ, x)

≡ −(FG)µ(τ, x) − (FPF)µ(τ, x)

(2.5.10)

which we might refer to as Molecular Dynamics (MD) equations as well, along which
H is a constant of motion, i.e. dH[Φ,π]

dτ = 0. Therefore, an Euclidean field theory in
d dimensions with action S[Φ] corresponds to a classical system with potential S[Φ]
in (d + 1) dimensions. Notice that the expectation values of observables O = O[Φ]
are correctly independent of the values of the auxiliary field π(x) and of the simula-
tion time τ . Therefore, since we are interested in such observables only, generating
configurations distributed with PH[Φ, π] =

1
ZH
e−H[Φ,π] is equivalent to doing so with

PS[Φ] =
1
ZH
∫ [dπ]e

−H[Φ,π] = 1
Z e
−S[Φ].

In Appendix A we provide additional details on the integration of such equations.
Hardly solved analytically, numerical integration schemes are required to integrate the
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MD equations, prime examples being the leapfrog or Omelyan integrators [94] of different
orders (i.e. with different scalings of the error as powers of the integration step). A single
global and coherent update of the field configuration consists in the following scheme.

1. A field π(0)(x) is generated with Gaussian probability PG[π] = 1
Zπ
e−

1
2 ∑x,µ,a π

a
µ(x)2

i.e. with quadratic action in moments, independently from previous configurations.

2. The starting configuration Φ(0)(x) must be set. The first configuration of the
Markov chain can be arbitrarily defined, since results will not depend on this
choice. For each following step, Φ(0)(x) will be set as Φ(x) at the previous step.

3. Set the initial conditions for MD equations at τ = 0 as Φ(0)(x) → Φ(0, x) and
π(0)(x) → π(0, x). After fixing τ0 and δτ , the system is evolved until τ = τ0 by
integrating out MD equations with the chosen integrator with step δτ .

4. The proposed configuration (Φ′, π′) = (Φ(τ0, x), π(τ0, x)) would be automatically
accepted if MD equations were exactly integrated. To account for integration errors
and ensure detailed balance condition (necessary to provide an ergodic algorithm,
spanning correctly the whole configuration space with no periodicities), an accept-
reject step is applied with acceptance probability

PA((Φ
(0), π(0)) → (Φ′, π′)) =min [1, e−∆H] , ∆H =H[Φ′, π′] −H[Φ(0), π(0)] .

(2.5.11)

Being an extensive quantity, ∆H ∝ V , with a proportionality coefficient of order (δτ)4.
Thus, there exist values of δτ sufficiently small (but not too much, in order to avoid
unnecessarily long and expensive integrations in a region where autocorrelations are
already negligible) to reach good levels of acceptance probability (usually between 70%

and 90%). Notice also that the algorithm designed above is ergodic and it has the correct
fixed point distribution, as proved in Appendix A.1.3.

We note that for chirally breaking discretizations, such as Wilson fermions, detD
is not necessarily a positive definite quantity. Generally, there might exist regions in
configuration space where we encounter negative (exceptional) eigenvalues of D. In
such cases, the presence of an odd number of non-degenerate quarks might spoil the
positivity of the effective action and therefore its statistical interpretation. The general
strategy [95–97] is to introduce a rational approximation (Zolotarev rational function)
of 1/

√
Q2 for the single quark determinants, e.g. for the strange quark determinant in

Nf = 2 + 1 simulatons (i.e. with two light degenerate quarks, in addition to a heavier
strange quark), with the small remainder of such approximation that can be included
in the observable as part of a reweighting procedure, as described in Subsections 4.2.2
and 4.4.4 in the different context of multilevel simulations but with a similar philosophy.

Before concluding this discussion, we stress that pseudofermion fields are impractical
due to large fluctuations causing low acceptance rates in the HMC, especially at small
quark masses [98]. Using the frequency-splitting strategy introduced in Ref. [99], see also
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Appendix H, eventually leads to sensible improvements. Also, besides the generation of
field configurations, the other expensive part of Lattice QCD calculations is performing
measurements, detailed in Appendix A.2. In Appendix A.1.4, we additionally discuss
another recent simulation strategy, i.e. master-field simulations [81, 100].

2.6 The Signal-to-Noise ratio problem

Leveraging state-of-the-art techniques, numerical computations of hadronic correlation
functions suffer from exponential loss of significance, i.e. signal-to-noise (StN) ratios
of hadronic correlation function decrease exponentially with the time separation of the
sources [101, 102]. The number of configurations required to reach a given statistical
precision thus increases with the square of that exponential factor, see also Ref. [85].
For the case of connected Wick contractions, the reason for this behavior lies in the fact
that variances of generic hadronic correlators scale as powers of the quark propagator,
which (configuration by configuration) decreases approximatively as exp{−mπ ∣x − y∣/2}

at asymptotically large distances ∣x − y∣, while their expectation values decay much
faster. A notable exception, detailed below, is given by the propagators of non-singlet
pseudoscalar mesons, where the same pion states contribute both to the variance and
signal. Many computations at the forefront of research in Lattice QCD need to face
this issue, such as the Hadronic Vacuum Polarization and the Light-by-Light scattering
contributions to the muon (g − 2), see Subsection 3.3.1, the amplitudes of leptonic and
semileptonic B decays, masses and matrix elements of (multi) baryons states.

Let us provide an explicit example to clarify the issue, for a connected pseudoscalar
propagator, defined in terms of interpolating operators P = dγ5u, P = uγ5d as

⟨P (y)P (x)⟩c = −⟨D
−1
(x, y)γ5D

−1
(y, x)γ5⟩ (2.6.1)

= ⟨Q−1(x, y)Q−1(y, x)⟩ = ⟨Q−1(y, x) [Q−1(y, x)]
†
⟩, (2.6.2)

where Q = γ5D = Q†. The statistical observable

Wπ = ∑
x

Tr{Q−1(y, x) [Q−1(y, x)]
†
} = ∑

x,a,b

∣Q−1ab (y, x)∣
2
> 0 (2.6.3)

is positive definite. Using Eqs. (1.4.23) and the fact that the lightest particles with
pseudoscalar quantum numbers are the pions, we can rewrite Eq. (2.6.3) as

Wπ = ∑
x

⟨P (y)P (x)⟩c = ∑
x
∑
c
∫

d3p

(2π)3 2ωp

⟨0∣P (y)∣πc(p)⟩ ⟨πc(p)∣P (x)∣0⟩ + (. . . )

=
∣Gπ ∣

2

2mπ
e−mπ ∣x0−y0∣ ∝ e−mπ ∣x0−y0∣ + (. . . )

(2.6.4)
where Gπ = ⟨0∣P (0)∣π(0)⟩, and the dots represent exponentially suppressed contributions
from heavier states. The variance associated to this estimator is defined as usual as
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σ2Wπ
= ⟨W 2

π ⟩ − ⟨Wπ⟩
2. A trick can be used to calculate more easily the first term: in

order to obtain the desired Wick contractions within the correlator, we can add two
additional unphysical flavors u′, d′ to the theory, with a flavor-diagonal action. In this
way, there will be no Wick contraction between Wπ defined in terms of u, d and Wπ

defined from u′, d′:

⟨W 2
π ⟩ = ⟨Pud(y)P ud(x)Pu′d′(y)P u′d′(x)⟩ = ⟨[Pud(y)Pu′d′(y)] [P ud(x)P u′d′(x)]⟩ .

(2.6.5)
The identity written as in Eqs. (1.4.23) can then be inserted in the middle of the last
term. The lightest states that have the same quantum numbers as [Pud(y)Pu′d′(y)]
and [P ud(x)P u′d′(x)] are formed by two pions, so that ⟨W 2

π ⟩ ∝ e−2mπ ∣x0−y0∣ but with a
different coefficient than ⟨Wπ⟩

2, so that also

σ2Wπ
= ⟨W 2

π ⟩ − ⟨Wπ⟩
2
∝ e−2mπ ∣x0−y0∣ + (. . . ) . (2.6.6)

By combining this result with Eq. (2.6.4), the desired StN for the zero-momentum non-
singlet pseudoscalar meson contribution can be obtained as

Wπ(y0, x0)

σWπ(y0, x0)
∝ const + (. . . ) . (2.6.7)

This particular example has been instructive in order to understand how to proceed
to compute StNs, but it is a notable exception to the StN problem mentioned above,
since its StN is constant and not exponentially decaying. In fact, in this particular case
the same states (pions) contribute to both the signal and the variance, making the two
contributions cancel out when computing the StN. In a more general scenario, the states
contributing to the variance are lighter than those saturating the signal, making StN
exponentially decreasing with the time distance of the sources.

We want to emphasize the crucial rôle of Eq. (2.6.3) in this context. In this equation,
Wπ is written as a sum of positive terms whose averages and errors are exponentially
decreasing with the distance in the same way. BeingWπ a positive definite estimator with
variance σWπ ≃ Wπ, within Monte Carlo simulations big cancellations cannot happen,
i.e. Wπ must be positive definite configuration by configuration. This in turn implies
that the sum over spatial indices can be dropped out to write

Q−1ab (x, y) ∝ e−
mπ
2
∣x−y∣ (2.6.8)

which is numerically verified at large distances, ∣x − y∣ > 1 fm. From the free theory it
would be expected that Q−1ab (x, y) ∝ e−m∣x−y∣, where m is the quark mass. The fact that
Eq. (2.6.8) holds is in agreement with the GMOR relation, see Eq. (1.4.28), according to
whichmπ ∝

√
m

ΛQCD
ΛQCD ≪ ΛQCD. This means that the quark propagator’s exponential

suppression is a strong signal of the presence of SSB in the theory, since without it

Q−1ab (x, y) ∝ e−
ΛQCD

2
∣x−y∣ is expected to hold. Ultimately, the StN problem is a direct

consequence of the pions being light.
We now show some examples of StN problems in physically interesting calculations.
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1. The disconnected pseudoscalar propagator takes the form ∑x⟨Puu(x)Pdd(y)⟩. The
lightest states contributing to its signal are still pions, but in this case the vac-
uum contributes to its variance, which in turn receives a constant constribution.
Therefore, the StN decays like e−mπ ∣x0−y0∣.

2. It is interesting to also consider baryon interpolating operators, which can be
written as N = [(ua)T Cγ5db]dcϵabc, where C = iγ0γ2. The nucleon two-point
function at zero momentum receives the largest asymptotic contributions from
the nucleon of mass MN , while the lightest states contributing to its variance
are formed by 3 pions. In this case, the StN is exponentially decreasing like
e−(MN− 3

2
mπ)∣x0−y0∣. Note that MN ≃ ΛQCD and, if SSB was not present i.e. mπ ≃

ΛQCD too, the StN would not as problematic as it is for the physical case, in which
SSB is indeed present and mπ ≪ ΛQCD. This problem becomes even more severe
for correlation functions of fields with higher baryon number.

3. In the computation of the hadronic contributions to aµ, a particularly bad StN
problem is present for the dominant connected light-quark contribution and for the
disconnected one. In fact, the non-singlet (isovector) vector two-point function at
zero momentum, i.e. the light connected contribution to the two-point function of
two electromagnetic currents in the isosymmetric limit, scales with the mass Mρ

of the ρ meson, while the corresponding variance overlaps with a two-pion state,
with a resulting exponentially decreasing StN ∝ e−(Mρ−mπ)∣x0−y0∣. In the singlet
case, the exponential degradation is again worse due to the vacuum contribution
to the variance.

4. Non-zero momentum correlators are one of the basic building blocks entering the
Wick contractions of hadronic and semileptonic decays. They suffer from expo-
nential degradation of StN ratios as well, e.g. for the case of pseudoscalar mesons
decays the StN ∝ e−(Eπ(p)−mπ)∣x0−y0∣.

Variance reduction strategies need to be devised in order to tackle this problem. For a
given observable O, it is often possible to define another observable O′ such that

⟨O
′
⟩ = ⟨O⟩ , σO′ ≪ σO (2.6.9)

i.e. the desired expectation value can be obtained with much smaller statistical errors.
In Appendix A.2 we briefly review random sources [82, 103], allowing to reduce statis-
tical fluctuations thanks to volume averages. Additional refinements can be made, e.g.
combining this strategy with low-mode averaging [104–106], with additional care to be
put in the estimation of single-trace propagators and differences of propagator traces, see
Ref. [99] and the discussion in Appendix H. In Chapter 4 we study in depth a different
proposal, namely multilevel algorithms, exploiting the locality of the theory to achieve
exponential improvements in StNs.
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Chapter 3

Spectral densities and Inverse
problems

Spectral densities play an important rôle in particle physics, since they are related to
physically interesting quantities such as multiparticle cross sections and decay rates, as
well as non-static properties of the quark-gluon plasma [107–110]. We are interested in
their non-perturbative extraction from first principles in the framework of Lattice QCD.
For this purpose, in Section 3.1, we introduce the Källén-Lehmann representation, re-
lating spectral densities with Euclidean time correlation functions that can be measured
on the lattice. The extraction of spectral densities from the Euclidean time dependence
of correlation functions entails an inverse problem, which is discussed in Section 3.2.
Several examples of spectral densities within the context of QCD are finally presented
in Section 3.3, with further details provided in Appendix C. The solution to this prob-
lem constitutes one of the two original contributions of this Thesis, and it is discussed
in Chapter 5. Appendix B complements this discussion by describing an alternative
method to extract infinite-volume scattering amplitudes at energies below three or more
particle thresholds from their finite-volume counterparts, accessible on the lattice.

3.1 Spectral representations

In this Section we focus on deriving the representation of Euclidean correlators in terms
of spectral functions. In this view, we describe an important relation in particle physics,
namely the Källén–Lehmann formula, from which we derive the representation of Eu-
clidean time correlators as generalized Laplace transforms of spectral densities. We refer
to Refs. [111–115] for a more complete introduction to these topics.

3.1.1 Källén–Lehmann representation

Let us consider the Euclidean two-point function of a renormalized (composite) operator
O. We can rewrite the (non-ordered) two-point function considering the completeness
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relation on the entire Hilbert space

1 = ⨋
n
∣n⟩⟨n∣ (3.1.1)

where the sum runs over any complete set of states, including integrals over continuous
labels like momenta as well as sums over discrete ones, and the identity written as
1 = ∫ d

4q δ4(q − pn), obtaining

⟨0∣O†
(x)O(y)∣0⟩ = ∫

d4p

(2π)3
eip(x−y)θ(p0)ρ(p) (3.1.2)

in terms of the spectral density

ρ(p) = (2π)3⨋
n
δ4(pn − p) ∣⟨0∣O(0)∣n⟩∣

2
≡ (2π)3⟨0∣O†

(0)δ4(p − P)O(0)∣0⟩ (3.1.3)

where P is the QCD four-momentum operator and ρ(p) is a function of p2 only. Note
that the definition of this quantity is independent of the spacetime metric. Typically,
the lowest one-particle states of mass m are manifest in ρ by the presence of a δ-function
at p2 =m2, while a continuum of multiparticle states contributes at energies larger than
the multiparticle threshold, p2 > ω2

thr = (2m)
2. Possible additional δ functions from

bound states might be present in the intermediate range m2 < p2 < ω2
thr.

Considering now the time-ordered two-point function of the same operator O in
Eq. (3.1.2), the Källen-Lehman representation [116–118] directly follows by inserting
the identity written as 1 = ∫

∞
0 dµ2 δ(µ2 − p2), obtaining

⟨0∣T{O†
(x)O(y)}∣0⟩ = ∫

∞

0
dµ2 ρ(µ)D(x − y, µ2) (3.1.4)

in terms of the Feynman spacetime free propagator

D(x,µ2) = ∫
d4p

(2π)4
eipx

p2 + µ2
(3.1.5)

allowing us to physically interpret the spectral density as effectively “measuring” the
density of states in the interval [s, s + ds] via ρ(

√
s)ds.

This discussion can be generalized to any n-point function of arbitrary operators. An
additional property for the specific case above of vacuum expectation values with two
operators O†(x) and O(y) is that the scalar spectral density ρ(p) is real and positive.

3.1.2 Generalized Laplace transform representation

We now want to rewrite the time-momentum representation of the correlation function
projected to definite spatial momentum p

C(x0 − y0,p) = ∫ d3x e−ip⋅(x−y) ⟨0 ∣T {O†
(x)O(y)}∣0⟩ (3.1.6)
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in terms of its spectral density. Using the Källén-Lehmann representation in Eq. (3.1.4)
and the known integral [119]

∫

∞

−∞

dp0
2π

eip0x0
1

p20 + ∣p∣
2 + µ2

=
1

2ωp
e−ωp∣x0∣ , ω2

p = µ
2
+ ∣p∣2 , (3.1.7)

we derive
C(x0 − y0,p) = ∫

∞

−∞

dp0
2π

eip0(x0−y0)∫
∞

0
dµ2

ρ(ωp)

p20 + ω
2
p

= ∫

∞

0
dµ2

1

2ωp
e−ωp∣x0−y0∣ρ(µ)

(3.1.8)

implying
C(x0 − y0,p) = ∫

∞

0
dω e−ω∣x0−y0∣ρ (

√
ω2 − ∣p∣2) . (3.1.9)

If we are interested in the case of zero spatial momentum, p = 0, then

C(x0,0) = ∫
∞

0
dω e−ω∣x0∣ρ(ω) (3.1.10)

which is the desired relation.

Subtraction of UV divergences

A consequence of the positivity of the spectral density and of the Källén-Lehmann
representation in Eq. (3.1.4) is that the vacuum polarization

Π(p2) ≡ i∫ d4xe−ip(x−y)⟨0∣T {O†
(x)O(y)} ∣0⟩ = ∫

∞

0
dµ2

ρ(µ)

p2 + µ2
(3.1.11)

cannot decay faster than the bare propagator as p2 → +∞. Indeed, it is not guaranteed
that Π(p2), nor the spectral density, vanish at all as p2 → +∞.

In general, correlation functions might contain contact terms, which are associ-
ated with power-like UV divergences in the corresponding spectral densities, and thus
in Π(p2). In order to define finite correlation functions and their associated spectral
densities, we need to explicitly remove these UV divergences, modifying Eq. (3.1.11) ac-
cordingly [113]. To this end, we define the n-subtracted vacuum polarization Πs,n(p

2),
n ∈ N/{0}, from

Π(p2) =
n−1
∑
k=0

ck(−p
2
)
k
+ (−p2)nΠs,n(p

2
) , (3.1.12)

where the subtraction coefficients ck can be derived through the following iterative,
explicit subtraction of UV divergences. The idea is that each subtraction applied to
Π(p2) improves its convergence by an additional power of 1/µ2, eventually compensating
any divergence after n steps. We start by applying one subtraction to Eq. (3.1.11),
namely requiring that c0 satisfies (i.e. defining implicitly c0 from)

Π(p2) − c0 = (−p
2
)∫

∞

0
dµ2

ρ(µ)

µ2(p2 + µ2)
→ c0 = Π(0) = ∫

∞

0
dµ2

ρ(µ)

µ2
. (3.1.13)

39



The rest of the coefficients can be analogously found in an iterative way, e.g.

Π(p2) − c0 − (−p
2
)c1 = (−p

2
)
2
∫

∞

0
dµ2

ρ(µ)

µ4(p2 + µ2)
→ c1 = ∫

∞

0
dµ2

ρ(µ)

µ4
. (3.1.14)

In general, we find

ck = ∫
∞

0
dµ2

ρ(µ)

(µ2)k+1
, (3.1.15)

implying

Πs,n(p
2
) = ∫

∞

0
dµ2

ρ(µ)

(µ2)n(p2 + µ2)
(3.1.16)

which can also be rewritten in terms of a subtracted spectral density ρs,n(µ) as

Πs,n(p
2
) = ∫

∞

0
dµ2

ρs,n(µ)

p2 + µ2
, ρs,n(µ) ≡

ρ(µ)

(µ2)n
. (3.1.17)

The above results lead to a subtracted version of the Källén–Lehmann representation

⟨0 ∣T {O†
(x)O(y)}∣0⟩ = ∫

d4p

(2π)4
eip(x−y) [

n−1
∑
k=0

ck(−p
2
)
k
+ (−p2)nΠs,n(p

2
)] (3.1.18)

which can be equivalently rewritten as

⟨0 ∣T {O†
(x)O(y)}∣0⟩ =

n−1
∑
n=0

ck ◻
k δ4(x − y) + ∫

d4p

(2π)4
eip(x−y)(−p2)nΠs,n(p

2
) . (3.1.19)

As expected, contact terms are responsible for the divergence of the correlation function
at x = y. Once they are removed, the resulting correlator is finite, and the corresponding
subtracted vacuum polarization Πs,n is multiplied by (−p2)n.

The representation of Euclidean correlators as generalized Laplace transforms of
spectral densities follows by inserting Eq. (3.1.17) inside Eq. (3.1.19) and proceeding
similarly to Eqs. (3.1.9) and (3.1.10). We find that

C(x0,p) = ∫
∞

0
dω e−ω∣x0∣(ω2

− ∣p∣2)nρs,n (
√
ω2 − ∣p∣2) , (3.1.20)

while at p = 0 we have

C(x0,0) = ∫
∞

0
dω e−ω∣x0∣ ω2nρs,n(ω) . (3.1.21)

3.2 The inverse problem

Euclidean time correlation functions in configuration space have been shown to be related
to spectral densities via Eqs. (3.1.9), (3.1.10), (3.1.20) and (3.1.21), collectively labeled
as generalized Laplace transforms. The possibility of inverting these equations, solving
the associated inverse problem, would allow us to directly estimate ρ(ω) and ρs,n(ω)
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from the knowledge of the corresponding correlation functions. Notice that in Lattice
QCD the correlation functions are only known on the Euclidean time axis, and therefore
standard methods to perform this inversion, such as the textbook Bromwhich integral
(also referred to as inverse Mellin formula) [120, 121], are not a viable strategy, as they
involve an impractical analytic continuation.

Many physical observables in particle physics can be expressed through integral
relations of the form

P = ∫
∞

0
dω κ(ω)ρ(ω) (3.2.1)

where ρ(ω) is a spectral density, whereas κ(ω) is a known analytic kernel that con-
tains information on the physical process of interest. When κ is chosen to be a smooth,
peaked function around an additional kinematic variable, such as the center of a Gaus-
sian or a Breit-Wigner (alternatively referred to as Lorentzian or Cauchy) function, see
Eqs. (5.4.1) and (3.3.11) respectively, the quantity P is referred to as a smeared spectral
density [122].
Smearing also arises as a technical necessity when extracting finite-volume spectral den-
sities [123], as is the case in Lattice QCD applications [124,125]. Since the finite volume
causes the spectrum to be discretized, the spectral densities are weighted sums of δ
functions located at the finite-volume spectrum. Both the weights and the spectrum
receive power-like finite-volume corrections when at least two particles are involved.
The relation with their infinite-volume counterpart is known, up to exponentially small
systematic errors, only in limited kinematic regions and for a small number of parti-
cles [50–54,126–142], see also Refs. [54,142] for recent reviews and Appendix B for more
details. Therefore, in lattice applications the width of the smearing kernel can only
approach zero after taking the infinite-volume limit, where these δ functions become
denser and denser at energies above threshold, reproducing the continuum of states.
Notice that the presence of a non-zero smearing width has the beneficial effect of expo-
nentially suppressing FVEs on spectral densities [143].

Having in mind Lattice QCD applications, where we directly extract correlation
functions in configuration space, a much more natural representation for Eq. (3.2.1)
would ideally be of the form

P = ∫
∞

0
dtK(t)C(t) (3.2.2)

where C(t) is the correlation function related to the spectral density ρ(ω) through a gen-
eralized Laplace transform, possibly including any necessary UV subtractions. Whether
this rewriting can be explicitly carried out avoiding an explicit inversion of the general-
ized Laplace transforms depends on the analytic properties of the kernel κ(ω).

In fact, in order to find the function K s.t. ∫
∞
0 dω κ(ω)ρ(ω) = ∫

∞
0 dtK(t)C(t)

holds, we need to study the analytic continuation of the kernel κ(ω), which could have
non-analyticities such as poles ωi in the complex plane. By introducing γ >maxiRe(ωi),
and assuming that a standard Laplace transform relates ρ(ω) and C(t) as in Eq. (3.1.10),
we can analytically solve the inverse Laplace transform for κ(ω) through the standard
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Bromwhich integral as

κ(ω) = ∫
∞

0
dtK(t)e−ωt , K(t) =

1

2πi
lim
Λ→∞∫

γ+iΛ

γ−iΛ
dE eEtκ(E) (3.2.3)

in order to rewrite Eq. (3.2.1) as

P = ∫
∞

0
dω ρ(ω)

1

2π
∫

∞

−∞
dE κ(E)∫

∞

0
dt e−(ω−γ)teiEt . (3.2.4)

Recalling that spectral densities have branch cuts starting from ωthr, the exponential
factor in Eq. (3.2.4) gives a suppression that makes the integrals converge as long as
γ ≤ ωthr, allowing to reach Eq. (3.2.2) and effectively solving the only apparent inverse
problem. If γ > ωthr, other strategies must be devised to solve the inverse problem of
extracting ρ(ω) from the knowledge of C(t) on the Euclidean time axis only. We defer
to Chapter 5 the discussion of a possible solution to the inverse problem.

3.3 Spectral densities and the inverse problem in QCD

To conclude this Chapter, we present several phenomenologically relevant examples of
spectral densities within the context of QCD, along with a discussion of the potential
inverse problem that may need to be solved.

3.3.1 The anomalous magnetic moment of the muon

Leptonic magnetic moments g are among the most accurate experimentally measured
quantities in high energy physics, reaching astonishing accuracies of 0.13 parts per tril-
lion for the electron ge [144] and 0.20 (0.14 expected) parts per million [145] for the
muon gµ, while the rapid decay of the tau lepton prevents a precise experimental mea-
surement of gτ . The non-relativistic limit of the Dirac equation predicts g = 2 for all
leptons, with quantum loop effects leading to small, calculable and measurable devia-
tions parametrized by the anomalous magnetic moment a = (g − 2)/2. Besides being
more sensitive than ae to New Physics contributions, a lot of new research has recently
involved the estimation of aµ [146] due to a persisting deviation between experimen-
tal measurements [145, 147–152] and Standard Model predictions [30, 153]. Most of the
theory uncertainty of aµ is currently dominated by O(α2) Hadron Vacuum Polarization
(HVP) contributions and the much smaller Hadronic Light-by-Light (HLbL).

The first principles approach for computing the hadronic contributions to aµ is given
by Lattice QCD [146,154–157] . The HVP tensor in Euclidean time

Πµν(q) = ∫ d4xeiqx⟨V em
µ (x)V

em
ν (0)⟩ = (qµqν − δµνq

2
)Π(q2) (3.3.1)

is defined in terms of the zero-momentum two-point function

C(t) =
1

3

3

∑
k=1
∫ d3x ⟨V em

k (t,x)V
em
k (0)⟩ (3.3.2)
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of two electromagnetic currents

V em
µ = i

Nf

∑
f=1
qfψfγµψf (3.3.3)

where qf is the charge of the quark with flavor f. Exploiting the usual Källén-Lehmann
representation, the leading hadronic contribution to the vacuum polarization Π(q2) can
be rewritten via a once-subtracted dispersion relation as

Π(q2) − c0 = q
2
∫

∞

0
ds

ρ(
√
s)

s(s + q2)
(3.3.4)

where c0 = Π(0), see Eq. (3.1.13), and ρ(ω) is the spectral density associated to the
Euclidean two-point correlation function projected to zero momentum through

C(t) = ∫
∞

0
dω e−ωtω2ρ(ω) . (3.3.5)

The O(α2) HVP contribution to aµ can be written as [158]

aHVP,LO
µ = (

α

π
)
2

∫

∞

0
dsKE(s)4π

2
[Π(s) −Π(0)] (3.3.6)

in terms of the analytically computable kernel

KE(s) =
1

m2
µ

ŝZ(ŝ)3
1 − ŝZ(ŝ)

1 + ŝZ(ŝ)2
, Z(ŝ) = −

ŝ −
√
ŝ2 + 4ŝ

2ŝ
, ŝ =

s

m2
µ

. (3.3.7)

In order to derive the time-momentum representation of Eq. (3.3.6), as detailed for
Eqs. (3.2.1) and (3.2.2), it is crucial that the real part of the pole of the kernel KE(s)

in Eq. (3.3.7) at 1 + ŝZ(ŝ)2 = 0 i.e. s = −4m2
µ is lower than the multiparticle threshold

(2mπ)
2, which is indeed the case. As shown in Refs. [154, 158], Eq. (3.3.6) can then be

written as
aHVP,LO
µ = 4α2mµ∫

∞

0
dt t3C(t)K̃(t) ,

K̃(t) =
2

mµt3
∫

∞

0

dω

ω
KE(ω

2
) [ω2t2 − 4 sin2

ωt

2
] .

(3.3.8)

Therefore, aHVP
µ can be extracted from first principles in Lattice QCD by measuring

Eq. (3.3.5) on the lattice and using Eq. (3.3.8), circumventing the inverse problem. Note
that a similar analysis can be done for the much smaller HLbL contribution [159] and
for the NLO contributions to the HVP [160].

The main hindrance in achieving a precision on aHVP
µ at the permille level, re-

quired to obtain uncertainties comparable with the experimental ones, is the necessity
to reduce the statistical uncertainty on the dominant connected light-quark contribu-
tion aHVP

µ (ud), which is calculated in the isosymmetric limit mu = md. As detailed in
Section 2.6, the correlation function in Eq. (3.3.2) is affected by an exponentially de-
creasing StN with the temporal distance of the two electromagnetic currents, affecting
the evalutation of Eq. (3.3.8) at large distances. A possible solution to this problem is
studied in Chapter 4.
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Figure 3.1: World data [161, 162] on the R-ratio in Eq. (3.3.9), with the green dashed curve
representing a naïve quark-parton model prediction, while the solid red one is a 3-loop pertur-
bative QCD prediction.

3.3.2 The R-ratio

The spectral density ρ(ω) is related to the experimentally measurable R-ratio

ρ(ω) =
R(ω)

12π2
, R(

√
s) =

σ(e+e− → hadrons, s)

σ(e+e− → µ+µ−, s)
=
σ(e+e− → hadrons, s)

4πα2(s)/3s
(3.3.9)

shown in Fig. 3.1. Not only it is an important input for important physics applications,
entering e.g. the computation of aµ and of the running of the electromagnetic coupling,
but it is an energy-dependent probe of the theory, allowing e.g. to study the ρ meson
resonance. This is interesting also in light of the recent discrepancies in the experimental
measurements of the e+e− → π+π− channel by BaBar [163, 164], KLOE [165–168] and
CMD-3 [169]. This channel dominates the R-ratio at low energies and it is an important
input for the dispersive approach to compute aµ [153,170]. In order to better understand
these tensions, a long-term goal of our study is the extraction of the smeared inclusive
R-ratio, defined as

ρσ(ω) = ∫
∞

0
dω′ δσ(ω,ω

′
)ρ(ω′) , ρσ(ω)

σ→0
ÐÐ→ ρ(ω) . (3.3.10)

This defines a quantity that can be compared with smeared experimental data for the
R-ratio, while also being suitable for direct extraction from Lattice QCD, as long as
very small values of σ are avoided. A widely adopted choice for the smearing kernel is
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the Breit-Wigner function

δσ(ω,ω
′
) =

σ

π

1

(ω − ω′)2 + σ2
(3.3.11)

which manifests two poles at ω′ = ω±iσ with Re(ω′) = ω. As long as we are interested in
computing Eq. (3.3.10) at ω > ωthr, the extraction of this quantity from the knowledge
of the correlation function on the Euclidean time axis in Eq. (3.3.2) relies on our ability
to solve the inverse problem in Eq. (3.3.5), which is absent in case we want to extract
ρσ at ω < ωthr.

3.3.3 Other examples

Here we briefly review other phenomenologically interesting cases of spectral densities
and the related inverse problems, deferring to Appendix C a more detailed discussion.

Deep inelastic scattering (DIS) is the study of collisions of high-energy hard leptons
with fixed hadronic targets via virtual photon exchange. The leptonic and hadronic
contributions factorize in the corresponding cross section, allowing to study them sep-
arately. More in particular, the Euclidean two-point function of two electromagnetic
currents inserted between nucleon single-particle stable QCD states is related to the
hadronic tensor via a Laplace transform [107]. The possibility of inverting this relation
would allow the extraction of the nucleon structure functions in which the hadronic ten-
sor can be decomposed. These functions enter e.g. the unpolarized cross section for the
inclusive process (e + p→ e′ + hadrons).

The study of semileptonic decays of heavy hadrons (e.g. for B and D mesons,
containing heavy b and c quarks respectively) is of crucial importance in the context of
particle physics, e.g. in unitarity tests of the CKM matrix. Since leptons only interact
via the weak force, the cross section can again be factorized in its leptonic and hadronic
contributions, related via a Laplace transform to the Euclidean two-point function of
two flavor-changing currents Vµ = qγµ(1 − γ5)Q with one light and one heavy flavor,
associated to the spinors q and Q respectively, inserted between stable single-particle
QCD states for a heavy hadron containing Q. The total, inclusive decay rate can be
written as a smeared version of the hadronic tensor, with a kernel defined in terms of
a θ function restricting the energies to the kinematically accessible ones, namely those
below the energy of the decaying particle [107, 108, 171, 172]. Inclusive τ -decays can be
described in a similar fashion [173]. The impossibility to analytically continue such θ

function through the Bromwhich integral in Eq. (3.2.3) requires the solution of an inverse
problem.

Non-static properties of the quark-gluon plasma i.e. QCD transport coefficients can
be extracted from hadronic spectral densities at finite temperature [109]. For instance,
the shear viscosity in SU(3) gluodynamics can be extracted by evaluating at the origin
the derivative of a spectral density, which is related to a two-point function of the energy-
momentum tensor by a slightly modified Laplace transform to take into account thermal
effects [110,174–177].
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Chapter 4

Multi-level Integration

In Chapter 2, we highlighted the pressing need to address the exponential loss of sta-
tistical precision in correlation functions at large distances, a problem that arises in
Euclidean Quantum Field Theories when states contributing to the variance are lighter
than those contributing to the central value, see the discussion in Section 2.6. With
the primary goal of improving the precision in the computations of hadron propagators,
we can design many variance reduction techniques. One simple but wasteful idea is to
simply employ more computer power. Since the error on averaged quantities typically
scales with the inverse square root of the number of configurations used, achieving a
desired statistical precision with an exponentially decreasing StN requires the number of
configurations to increase with the square of that exponential factor. This leads to simu-
lations that become prohibitively expensive as the StN problem worsens. The multilevel
strategy instead exploits the locality of the theory to design new estimators that share
the same expectation value as the desired, target observable, but with a much lower vari-
ance, achieving exponential improvements. Additionally, the possibility of performing
independent updates on local subdomains of the lattice can be exploited in master-field
simulations at large volumes, described in Appendix A.1.4.

In Section 4.1 we introduce the general strategy in the simple framework of purely
bosonic theories, where both the action and the observables depend locally on the in-
tegration variables. The StN problem can be avoided by measuring independently the
local building blocks of the observables, rather than computing one global integral, lead-
ing to an impressive acceleration of the simulations and fully solving the problem in
some cases.
The case of full Lattice QCD with fermions requires additional care. As mentioned in
Chapter 2, see Subsection 2.5.1, fermions must be analytically integrated out in the QCD
path integral in order to perform numerical simulations, leading to an effective gauge
theory where the manifest locality of the action and of the observables is lost, since the
fermion determinant and propagators are non-local functionals of the background gauge
field. This is the reason why multilevel algorithms for systems with fermions are not
straightforward. A recent proposal [83–88] for a one-dimensional domain decomposition
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is discussed in Section 4.2, allowing for a block factorization of the fermion determi-
nant in Lattice QCD that leads to an effective bosonic theory with a local action in the
block gauge, pseudofermion and multiboson fields. Together with the factorization of the
fermion observables, this paves the way for multilevel simulations of QCD. The theoret-
ical factorization is also complemented in Section 4.3 by a variance analysis to show the
effectiveness of multilevel algorithms for the connected and disconnected contributions
used in Ref. [88]. The first novel contribution of this Thesis, published in Refs. [1, 4],
is finally presented in Section 4.4, where we describe the extension of the factorization
of the fermion determinant to the case of a four-dimensional domain decomposition. A
few appendices complete the discussion.

4.1 Multilevel in bosonic theories

In this Section we want to provide a general introduction to multilevel algorithms by
studying them for simpler theories than that of QCD with fermions, discussed in the
rest of this Chapter. Before addressing the case of bosonic theories, which is the main
topic of this introduction, we briefly provide an intuitive argument. Let us consider
the computation of a factorized multi-dimensional integral, which can be expressed as
the product of lower-dimensional ones. Mimicking the case of lattice simulations, we
estimate this integral using Monte Carlo methods, and we require a fixed target statistical
precision to be reached on the final result. In this case, it is clear that the cost of directly
computing the multi-dimensional integral – with the integrand being the product of the
factorized lower-dimensional ones and thus involving multiple integration variables – is
significantly larger than the cost of calculating the product of independently estimated
lower-dimensional integrals. Having this simple example in mind, let us now describe
the case of purely bosonic theories.

Multilevel integration schemes can leverage the locality of non-Abelian pure gauge
theories to achieve exponential error reduction, effectively solving StN problems. The
gluonic action in Eq. (2.2.5) is local, involving nearest neighbor interactions, and thus
factorizable. However, in order to apply the multilevel integration scheme, the observ-
ables must be factorizable as well. For instance, Wilson loops, relevant for studying
the potential of a static qq pair and quark confinement, meet this requirement. These
loops are path-ordered products of link variables, such as those along a plane rect-
angular path C in the time and space directions with extensions t and ℓ, defined as
WC[U] = Tr{∏l∈C Ul}. They are affected by the StN problem, as

⟨WC[U]⟩ ∝ e−σA , ⟨WC[U]WC[U]
†
⟩ ∝ const (4.1.1)

where A = t × ℓ is the area spanned by the loop, and σ is the string tension. A simi-
lar problem enters the computation of the two-point function of Polyakov loops P (x),
Wilson loops with the path being a straight line in the negative time direction passing

47



through x. It turns out that it is possible to write in an explicitly factorized form [178]

WC[U] = L(0)αγ {T(0)T(a) . . .T(T − a)}αβγδ L(T )∗βδ ,

P (x)∗P (x +R1̂) = {T(0)T(a) . . .T(T − a)}ααγγ ,
(4.1.2)

where L(x0) and T(x0) are the local line and two-links operators, defined as

L(x0)αβ = {U1(x) . . . U1(x + (ℓ − a)1̂)}αβ , T(x0)αβγδ = U0(x)
∗
αβU0(x + ℓ1̂)γδ (4.1.3)

respectively, with x = (x0,0,0,0). The factorization of the observables WC and P allows
to design a multilevel algorithm, where sublattice averages are estimated stochastically
and independently. Specifically, we can alternate global updates with updates inside the
thick time slices of interest to estimate local expectation values, which are then employed
to compute global averages, achieving the desired exponential error reduction.
These techniques have been combined with a careful analysis of global lattice symmetries
to decompose the partition function into sectors with fixed quantum numbers and to
define local averages. This approach was introduced in Ref. [179] for a one-dimensional
harmonic oscillator and later applied in Ref. [180] to study glueballs in a pure Yang-Mills
theory.

4.2 Multilevel in fermionic theories

Since fermions are Grassmann variables, their direct simulation on the lattice is com-
putationally expensive, leading to the practical necessity of analytically integrating out
fermionic degrees of freedom in the QCD path integral. The resulting simulated theory
is an effective gauge theory with non-local interactions between gauge fields located in
distant regions of the lattice, since both the propagator and the determinant of the Dirac
matrix are non-local functionals of the background gauge field over the entire lattice,
even if the Dirac matrix only contains nearest-neighbor interactions. Yet, intuition sug-
gests that these non-local interactions should be weaker as distances increase, and in
this Section we show that it is actually the case by presenting the most recent results
on the factorization of the fermion determinant (up to small non-local terms) achieved
with the one-dimensional domain decomposition proposed in Refs. [83–88]. As shown
in Refs. [83, 85, 87], a local approximation of the quark propagator (and thus of rele-
vant observables) can also be designed, but for the moment we focus on the fermion
determinant only.

We begin with the one-dimensional lattice decomposition shown in Fig. 4.1, which
consists in three non-overlapping thick time-slices Λe

0, Λ1 and Λo
0 such that both Λe

0 and
Λo
0 are disconnected, since they only interact with themselves and with Λ1. The Dirac

matrix is

D =

⎛
⎜
⎜
⎝

DΛe
0,Λ

e
0

DΛe
0,Λ1 0

DΛ1,Λe
0

DΛ1,Λ1 DΛ1,Λo
0

0 DΛo
0,Λ1 DΛo

0,Λ
o
0

⎞
⎟
⎟
⎠

, (4.2.1)
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Figure 4.1: One-dimensional domain decomposition in thick time-slices. We slightly changed
the notation of the original works [83–86,88] in order to match the most recent one of Refs. [1,4].
Results from previous References are recovered by substituting Λe

0 ↔ Λ0, Λo
0 ↔ Λ2.

where the subscript of an operator indicates the domain where the operator is restricted,
e.g. DΛe

0
is the Wilson–Dirac operator restricted to the domain Λe

0 with Dirichlet bound-
ary conditions imposed on its external boundaries. When the subscript of the operator
has two domains separated by a comma, this indicates a hopping term among these two
domains, see Appendix D. The determinant of this matrix can be studied by applying
twice a Schur decomposition, see Appendix E, following the same procedure described
in Refs. [84,85]. In this way, we find

detD =
1

det [PΛe
0
D−1Ωe

0
PΛe

0
]det [PΛo

0
D−1Ωo

0
PΛo

0
]detD−1Λ1

detW (4.2.2)

where Ωe,o
0 = Λ

e,o
0 ⋃Λ1, or equivalently

detD =
detDΩe

0
detDΩo

0

detDΛ1

detW , W =
⎛

⎝

1 PΛe
0
D−1Ωe

0
DΛ1,Λo

0

PΛo
0
D−1Ωo

0
DΛ1,Λe

0
1

⎞

⎠
. (4.2.3)

The projectors PΛe
0
, PΛo

0
are defined in Appendix D, while Appendix F describes an

alternative way to derive this formula that yields useful intermediate results for the case
of a multi-dimensional domain decomposition1. Note that these results only depend on
the form of the Dirac matrix in Eq. (4.2.1), regardless of the number of dimensions of
the lattice decomposition and of the particular discretization. We can rewrite

detW = det(1 − ω) , ω = P∂Λe
0
D−1Ωe

0
DΛ1,Λo

0
P∂Λo

0
D−1Ωo

0
DΛ1,Λe

0
, (4.2.4)

where the operator ω propagates a quark from the inner boundary ∂Λe
0 of Λe

0 to Λo
0

and back to ∂Λe
0. At large values of the thickness ∆ of Λ1, it is therefore exponentially

1Results from these Appendices can be directly applied to the domain decomposition discussed in
the main text by substituting Λe

0 ↔ Λ0, Λo
0 ↔ Λ2.
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suppressed as e−mπ∆. If we neglect its contribution on the r.h.s. of Eq. (4.2.3), the
quark determinant shows a fully factorized dependence on the gauge field in Λe

0 and
Λo
0. It means that, for the first three determinants in Eq. (4.2.3), the goal has been

reached: detDΛ1 depends on the gauge field in the block Λ1, detDΩe
0

on the gauge field
in Ωe

0 and detDΩo
0

on the gauge field in Ωo
0. The small remaining determinant det(1 − ω)

still depends on the gauge field over the whole lattice, but its suppression allows it to
be approximated, including the remainder in the observable in order to have an exact
algorithm.

4.2.1 Multiboson action

As reviewed in Appendix D of Ref. [84], a generalization of Lüscher’s original multiboson
proposal [181] to complex matrices [182–184] starts by approximating the function 1/z,
with z ∈ C, by the polynomial

PN(z) ≡
1 −RN+1(z)

z
= cN

N

∏
k=1
(z − zk) , (4.2.5)

where N is chosen to be even, the N roots of PN(z) are obtained by requiring that
the remainder polynomial RN+1 satisfies RN+1(0) = 1, and cN is an irrelevant numerical
constant. The roots zk can be chosen to lie on an ellipse passing through the origin of
the complex plane with center 1 and foci 1 ± c,

uk = 1 − zk = cos(
2πk

N + 1
) + i
√
1 − c2 sin(

2πk

N + 1
) , k = 1, . . . ,N . (4.2.6)

Approximating the inverse determinant of (1 − ω) with Eq. (4.2.5), we obtain

det(1 − ω) =
det [1 −RN+1(1 − ω)]

∏
N/2
k=1 det [(uk − ω)†(uk − ω)]

=
det [1 −RN+1(1 − ω)]

∏
N/2
k=1 det (W †√

uk
W√uk)

(4.2.7)

where

Wz =
⎛

⎝

zP∂Λe
0

P∂Λe
0
D−1Ωe

0
DΛ1,Λo

0

P∂Λo
0
D−1Ωo

0
DΛ1,Λe

0
zP∂Λo

0

⎞

⎠
. (4.2.8)

The determinants in Eqs. (4.2.2) and (4.2.7) can finally be represented by introduc-
ing auxiliary local pseudofermion fields in the domains Λ1, Ωe

0 and Ωo
0 and multiboson

fields [181–186] on the inner boundaries of Λe
0 and Λo

0 to study detW . For instance, for
two degenerate quark flavors

detD2

det [1 −RN+1(1 − ω)]
2
= C ∫ [dϕ

e
0][dϕ

e †
0 ]e

−∣D−1
Ωe
0
ϕe0∣

2

∫ [dϕ
o
0][dϕ

o †
0 ]e

−∣D−1
Ωo
0
ϕo0∣

2

×

×∫ [dϕ1][dϕ
†
1]e
−∣D−1Λ1

ϕ1∣
2 N/2
∏
k=1
{∫ [dχk][dχ

†
k]e
−∣W√uk

χk∣
2

}

(4.2.9)
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where C is an irrelevant numerical constant. Each pseudofermion field ϕe0, ϕ1, ϕ
o
0 is

confined to the corresponding region Λe
0, Λ1, Λo

0 respectively, while the N multiboson
fields χk live on the outer boundaries of region Λ1. The explicit factorization of the
multiboson action can be shown by expanding the product W√ukχk and decomposing
χk = ηk + ξk, with ηk = P∂Λe

0
χk and ξk = P∂Λo

0
χk, ultimately implying the factorization

of the dependence of the bosonic action from the gauge field in the two disconnected
blocks Λe

0 and Λo
0.

4.2.2 Reweighting factor

The expectation value of a generic observable O can be expressed as

⟨O⟩ =
⟨OWN ⟩N

⟨WN ⟩N
, WN = det[1 −RN+1(1 − ω)] , (4.2.10)

where ⟨⋅⟩N indicates the expectation value for an importance sampling with N multi-
bosons in the action. A locally factorizable approximation for the quark propagator
has been detailed in Refs. [83, 85, 87], and a different one can be derived starting from
the factorization of the fermion determinant, as described in Appendix F, allowing to
introduce a factorized approximation Ofact of O. We find

⟨O⟩ =
⟨OWN ⟩N

⟨WN ⟩N
= ⟨O

fact
⟩N +

⟨OWN −O
fact⟨WN ⟩N ⟩N

⟨WN ⟩N
. (4.2.11)

Since both the action and the (approximated) observable are factorized, the expectation
value ⟨Ofact⟩N can be computed with a multilevel algorithm by generating gauge field
configurations from the multiboson action, while all other quantities can be extracted
with a standard one-level Monte Carlo e.g.

WN = det [1 −RN+1(1 − ω)] =
∫ [dη][dη

†]e−∣(1−RN+1)−1η∣
2

∫ [dη][dη†]e−η†η
. (4.2.12)

To sum up, the gauge field dependence of the fermion determinant can be factorized
by combining a domain decomposition with a multiboson representation of the (small)
interaction among gauge fields on distant blocks. The resulting action is local in the
block scalar and gauge fields and can be simulated by variants of the standard HMC
algorithm. The remainder can be approximated up to a required precision, and it is
included in the observable as the reweighting factor in Eq. (4.2.10).

4.2.3 Equivalence to the Schwarz alternating procedure

It can be shown that the above procedure in equivalent to the introduction of a properly
defined Schwarz alternating procedure (SAP) [187–191]. The strategy was originally
formulated to solve elliptic linear differential equations in an iterative way, but its appli-
cation for our purposes is (as mostly common nowadays) as preconditioner for difference
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operators (e.g. the discretized Laplace operator). It consists in employing the multi-
plicative SAP as a preconditioner for D, and starts by approximately solving the linear
system Dψ = η in two steps:

1. solve the equation in Ωe
0 = Λ

e
0 ∪Λ1:

ψ0 =D
−1
Λe
0
(1 − PΛo

0
)η , η0 = η −Dψ0 = PΛo

0
η −DΛo

0,Λ1D
−1
Λe
0
(1 − PΛo

0
)η ; (4.2.13)

2. solve the equation in Ωo
0 = Λ

o
0 ∪Λ1:

ψ1 =D
−1
Λo
0
(1 − PΛe

0
)η0 , η1 = η −D(ψ0 + ψ1) = −DΛe

0,Λ1D
−1
Λo
0
(1 − PΛe

0
)η0 . (4.2.14)

The SAP converges if we iterate the above two steps, but here we only apply each of
them once to construct the desired preconditioner from ψ0 + ψ1 ≡Msapη, i.e.

Msap =D
−1
Λe
0
(1 − PΛo

0
) +D−1Λo

0
(1 − PΛe

0
)PΛo

0
−D−1Λo

0
DΛo

0,Λ1D
−1
Λe
0
(1 − PΛo

0
) (4.2.15)

which satisfies
det(DMsap) = det(1 − ω) , (4.2.16)

directly allowing us to recover Eq. (4.2.2) through detD = det(DMsap)/detMsap. This
allows us to effectively interpret the matrix Ŵ in Eqs. (4.2.3) and (4.2.4) as a precon-
ditioner, isolating all the terms suppressed at least as O (e−mπ∆). We note that the
equivalence of the two approaches was discovered only after Ref. [84] was published, and
it is therefore not mentioned there.

4.3 Variance analysis

We can now show the potential of the two-level Monte Carlo integration proposed in
Refs. [83–86] for the one-dimensional factorization reviewed in the previous Section. We
perform a separate variance analysis for both connected and disconnected contributions
for data generated in Ref. [88], see also Ref. [99], extending these results on the isovector
vector current in QCD also to other channels, proving the effectiveness of the proposed
strategy where a StN problem is present.

4.3.1 Lattice setup

For the gluonic action, we consider the Wilson discretization in Eq. (2.2.5), while
for quarks we opt for O(a)-improved Wilson-Dirac fermions with cSW = 1.90952, see
Eqs. (2.4.5) and (2.4.6), with boundary conditions being periodic (anti-periodic) for the
gluonic (fermionic) fields in time, and periodic in space for all fields. We consider QCD
with Nf = 2 + 1 sea quarks and a lattice of size 96 × 483, with lattice spacing a = 0.065
fm (i.e. β = 6/g20 = 5.3) taken from Ref. [40]. The spatial size L of the lattice is so
that mπL ≥ 4 with mπ ≃ 270 MeV. We study two-point functions involving the local
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discretization of scalar (S) and pseudoscalar (P ) densities, as well as of vector (Vk) and
axial (Ak) currents2. If needed, the required finite renormalization constant can be in-
cluded later on, e.g. the renormalization factor Z lV,sub = 0.74636(70) can be taken from
Table 4 of Ref. [192]. In the following analysis, we only focus on the light-connected and
disconnected Wick contractions, as they are the most problematic concerning the sta-
tistical error and the StN problem. In fact, for the light-connected one the StN at large
time distances ∣x0∣ decays ∝ e−(Mρ−mπ)∣x0∣, while for the disconnected case the situation
is even worse due to constant QCD vacuum contributions to its variance.

Details of multilevel analysis

The active regions are two disconnected thick time-slices in x0/a ∈ [0,40) ∪ [48,88),
while the inactive ones are in x0/a ∈ [40,48) ∪ [88,96). Their thickness ∆ ≈ 0.5 fm was
found [88] to be large enough to suppress contributions in ω in Eq. (4.2.4), allowing
to employ a relatively small number N = 12 of multiboson fields to approximate it.
The generation of configurations involves n0 = 25 level-0 global configurations separated
by 48 molecular dynamics units (MDUs), so that in practice they can be considered
statistically uncorrelated [40,193]. For each one of them, n1 = 10 configurations, spaced
by 16 MDUs, were independently generated in the two disconnected active regions.

Estimators. The light-connected contraction is calculated by inverting the Wilson-
Dirac operator on local sources defined on fixed time-slices y0. The light-connected
estimator ḡc(x0, y0) is summed over the sink space-position and averaged over the space-
position of the local sources. For the purposes of the variance analysis, we consider
Ns = 216 local sources at y0/a = 32. Instead, the difference (l − s) of light and strange
disconnected contractions3 is determined via split-even random-noise estimators, see
Ref. [99] and Appendix H. Single-propagator traces are estimated by averaging over a
large number of Gaussian random sources, namely 768, tuned in Ref. [99] so that the
random-noise contribution to the variance of the vector channel becomes negligible w.r.t.
its gauge noise. The best estimator ḡd(x0, y0) for the disconnected two-point function
for fixed source and sink time-slices is ultimately obtained by combining such averages
and by subtracting the vacuum contributions4.

We can finally extract the best estimators by averaging the estimators ḡ(x0, y0) =
ḡc(x0, y0), ḡd(x0, y0), computed at different source position y0, over all available sources.
For this purpose, for the connected case we introduce Ns = 32 additional sources for each

2Additional operators need to be considered to include O(a)-improvement.
3When computing the leading order HVP contribution to (g −2)µ, the disconnected diagrams enter

only through this difference, which can be conveniently generated generated via a frequency-splitting
strategy, see Ref. [99] and Appendix H. Here we focus on this term only, but for all the cases where the
full computation of the light and strange disconnected contributions is required, the strange one can be
separately computed, either directly or via and additional splitting.

4Doing so even when they are expected to vanish helps reduce fluctuations in variance estimators.
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y0/a ∈ {8,16,24,56,64,72,80}, while for the disconnected one y0/a ∈ [0,95], as single-
propagator traces are estimated at all time slices. We employ a weighted average, where
any choice of the weights would lead to a correct estimate for the central value but we
are interested in those leading to the smallest errors. Taking into account the fact that
in multilevel algorithms the variance of the estimator is not translationally invariant nor
symmetric in time for generic x0 and y0, we can exploit the correlator time-reflection
symmetry to define the weighted average

ḡ(x0) =
1

N
∑
y0

[ḡµ(x0 + y0, y0) + ḡµ(T − x0 − y0, T − y0)] , (4.3.1)

ḡµ(x0, y0) = ḡ(x0, y0)µ(x0, y0) , N =∑
y0

[µ(x0 + y0, y0) + µ(T − x0 − y0, T − y0)] (4.3.2)

where we set the weights as µ(x0, y0) = σ−2ḡ (x0, y0). Our choice could be improved by
using the full covariance matrix for different y0.

Reweighting. In a two-level algorithm, statistical estimators for each level-0 configu-
ration are computed from the reweighting procedure in Eq. (4.2.10) by averaging over the
n21 combinations of level-1 fields obtained by combining the n1 configurations generated
at level-1 in the two independent, disconnected, active regions. We can define

⟨O⟩ =
⟨Õα⟩N

⟨w̃α⟩N
, Õα =

1

n21

n1

∑
i,j=1

wijαO
ij
α , w̃α =

1

n21

n1

∑
i,j=1

wijα , α = 1, . . . , n0 (4.3.3)

where Oijα corresponds to the α-th level-0 measurement of the observable O on the
configuration obtained by combining the i-th level-1 configuration in the first active
region with the j-th in the second one, for i, j = 1, . . . , n1. Instead, wijα is a level-
1 estimate of the reweighting factor in Eq. (4.2.10), whose contribution is separately
estimated stochastically with 2 random sources, that are enough for its contribution to
the statistical error to be negligible. With ⟨ ⋅ ⟩N we indicate averages computed with N
multibosons in the action, as in Eq. (4.2.10), and we set ⟨x̃α⟩N ≡ 1

n0
∑
n0
α=1 x̃α. In order

to single out the variance reduction only due to the two-level averaging, we compute
the ratios of connected variances at different values of n1 with the corresponding ones
from CLS configurations5, which were generated with a conventional one-level HMC
with Ns = 216 random sources located at y0/a = 32 as well. For the disconnected ones,
we instead normalize variances w.r.t. that at n1 = 1. To study cases with n1 < 10, we
construct several replicas using the same data as for n1 = 10, both for the correlator and
the reweighting factor. The first replica combines the first n1 configurations from two
independent regions, with additional replicas formed analogously where possible. For
example, for n1 = 3, we generate three replicas by pairing the first, second, and third
triplets of configurations from each region. Since any residual covariance between the
configurations at level-1 reduces the maximal two-level gain 1/n21, in order to reduce

5https://wiki-zeuthen.desy.de/CLS/CLS
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auto-correlations, for n1 = 3 we also explore an alternative combination, labeled as
n1 = 3

∗. In this case, we combine configurations differently, e.g. forming the first triplet
from the first, fourth and seventh configurations from both regions, and similarly for
the remaining triplets. These replicas provide independent estimates of variances and
correlators, which are averaged only after completing the reweighting. While the central
value of the variance remains unchanged, its error is smaller i.e. oscillations are reduced,
a difference being clearly visible when comparing n1 = 1 to CLS data.

The translational average in Eq. (4.3.1) and the reweighting in Eq. (4.3.3) are in-
dependent from each other and lead (up to multiplicative renormalization and charge
factors to be included at a later stage if needed) to the best estimator

g(x0) =
⟨̃̄g(x0)⟩N
⟨w̃⟩N

. (4.3.4)

4.3.2 Results of the analysis

In Fig. 4.2 we show the ratio of variances of the light-connected vector (vv), axial (aa)
scalar (ss) and pseudoscalar (pp) correlators for n1 = 1,2,3,3∗,6,10 w.r.t. standard one
level HMC (CLS data), as a function of the source-sink temporal separation. Horizontal
dashed lines represent the maximum variance reduction for two-level algorithms in the
absence of correlations between level-1 configurations, i.e. 1/n21.
In order to correctly read the plots, first recall that the width of the inactive region is 8
in units of the lattice spacing, and that multilevel algorithms break an otherwise exact
periodicity in the temporal direction also for the variance estimators. For the connected
pseudoscalar and scalar densities, we note the absence of any variance reduction pattern
with respect to standard algorithms, indicating that they do not benefit from multilevel.
Instead, a substantial gain from the two-level integration scheme can be observed for the
vector and axial currents, especially in the central region of the plots. This reproduces
the known result for the vector current [88], while constitutes a theoretically expected
but numerically novel result for the axial one. The reason for this behavior is that,
as long as we consider short-distance correlators, i.e. focusing on the left part of the
plots, we are only combining configurations within the same active or inactive region,
or at most from neighboring active and inactive regions. Therefore, the exponential
gain is not expected, nor it is found, within this region. Instead, considering correlators
which are spaced at least by the time extent of the inactive region, and moving to larger
distances i.e. in the region where the StN problem is more strongly felt, we eventually
start combining configurations from two different active regions. The ideal exponential
gain in statistics proportional to n21 would be saturated only if correlation between level-
1 configurations was absent, which is practically never the case. Furthermore, since
the StN problem is more important for the axial connected correlator than it is for the
vector one, and since the tuning of n1 was performed in Ref. [88] specifically for the
latter, increasing n1 is expected to further improve the quality of axial data.
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Figure 4.2: Variance analysis for the isovector light-connected vector (vv), axial (aa), scalar (ss)
and pseudoscalar (pp) correlators. In the vertical axis we show the ratio of variances between
multilevel with different values of n1 (number of level-1 updates) and standard HMC algorithms
(CLS data), with the relative source-sink separation on the horizontal line. Horizontal dashed
lines represent the maximum variance reduction which can be obtained by two-level integration
in the absence of correlations between level-1 configurations, namely 1/n21. We skipped the 20-th
configuration since it was found to be exceptional.

Our variance analysis for the subtracted, disconnected contributions is instead dis-
played in Fig. 4.3, where we normalize the variance ratios w.r.t. the standard n1 = 1 case.
The variances are relative to the estimators before performing the weighted temporal
average, at a fixed value of the source temporal position y0/a = 32, in order to better dis-
entangle the effects of multilevel from those stemming from the temporal average. From
these plots, we can clearly appreciate once again the benefits of the multilevel algorithm
for the axial and vector correlators: in the two active regions, x0/a ∈ [0,40) ∪ [48,88),
the expected multilevel scaling is manifest through a rapid drop in the variance just out-
side the frozen domains. As already noted for the connected case, increasing n1 might
lead to further improvements in the axial channel, while multilevel does not seem to
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Figure 4.3: Variance analysis for the disconnected vector, axial, scalar and pseudoscalar (l − s)
contributions before taking the translational average with y0/a = 32, using all 768 Gaussian
random sources. The inactive regions are in x0/a ∈ [40,48) ∪ [88,96).

provide significant gains for the scalar and pseudoscalar correlators. Overall, the effect
of the multilevel algorithm is to effectively decrease the variance of the estimators when
the source and the sink are located in two different active regions, at large source-sink
time separation, if and where a StN problem is present, similarly to what has been ob-
served for the connected case. We also note that multilevel might not be optimal for
observables as (l−s), mostly affected by the low modes which are sensitive to the gauge-
field configuration over the whole lattice. Its scaling is instead expected to improve
in the computation of the higher modes, e.g. the remaining strange contribution, and
even more for the hopping term [99], although the absolute value of the corresponding
contributions to the propagator might be small.

4.4 Four-dimensional factorization

In this Section we present the first original contribution of this Thesis, published in
Refs. [1, 4]. Here, we closely follow the presentation in those references to extend the
factorization of the fermion determinant to the case of a four-dimensional domain de-
composition. Before starting with the discussion, we recall a few relevant aspects of
lattice gauge theories which will be relevant in the following discussion. Even though
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it is possible to define different expressions for the lattice Dirac operator D, here we
are only interested in local ones. As desribed in Subsection 2.5.1, this manifest locality
is spoiled once we analytically integrate out the Grassman variables representing the
fermionic degrees of freedom, resulting in a global contribution Seff

F [U] to the effective
gluonic action in Eq. (2.5.1)

Seff
G [U] = SG[U] + S

eff
F [U] , Seff

F [U] = − ln detD[U] , (4.4.1)

thus limiting our ability of directly simulating fermions on the lattice, where SG is the
local, purely gluonic action, see Eq. (2.2.5). In principle, we would expect the notion of
locality not to be completely lost, but rather masked out by the complicated functional
ln detD[U]. Intuitively, we would reasonably assume that it is possible to approxi-
mate it as the sum of local contributions also for a domain decomposition in more than
one dimension, with an extra term which is anticipated to be tiny since the effective
link interaction decreases with their distance. Here we show how our intuition can be
formalized. We introduce a meticolously chosen overlapping four-dimensional domain
decomposition of the lattice which allows to derive a block-decomposition of the fermion
determinant. We also show that this result is a (not-so-straightforward) generalization
of the one-dimensional factorization, presented in Section 4.2 and proposed a few years
ago [83, 84], see also [190, 194], and that has already been extensively tested numeri-
cally [83–88]. Similarly to the one-dimensional case, the remaining global contribution
is studied by means of a multiboson representation, with the resulting multiboson action
also factorized. The small residual global term can be regarded as a reweighting factor
to be included in the observable, but in principle we could also drop it out and correct
this approximation via an accept-reject step.

4.4.1 Four-dimensional domain decomposition of the lattice

We consider a four-dimensional hyperrectangular lattice of spacing a and lengths Lµ in
the directions labeled by µ = 0, . . . ,3. We employ some of the notation adopted for the
one-dimensional case in Section 4.2 and proceed with the following steps.

1. We start by dividing the lattice in a domain Λ0 made of hyperrectangular blocks
embedded in a thick frame Λ1. In the two-dimensional representation shown in
Fig. 4.4, the blocks are represented by red squares, while the grey region is the
frame. By construction Λ0 is a disconnected domain which can be decomposed as
Λ0 = ⋃âΛ

â
0, where the label â identifies the single hyperrectangle, see Appendix G

for its definition. The domain Λ1 spans the entire lattice and it is connected6,
differently from the one-dimensional decomposition. Typically the linear extension
Bµ of the blocks in each direction µ can be of a few fermi, while the thicknesses
of the frame bµ are typically of 0.5 fm or so.

6It is possible to introduce an even-odd decomposition of the domain Λ0, so that the union of
the even and the odd blocks plays the same rôle as the domains Λe

0 and Λo
0 in the one-dimensional

decomposition in Section 4.2, while the frame Λ1 corresponds to the homologous one.
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Figure 4.4: Two-dimensional representation
of the basic domain decomposition of the lat-
tice in the disconnected domain Λ0 (red square
blocks) and the globally connected one Λ1

(grey thick frame). The empty circles indi-
cate the domain of hyperplanes ∂Π, see main
text, with the red and black circles indicating
∂Λ0 and ∂Π1 respectively.

Figure 4.5: A “framed domain” Ωâ
0 made by

the union of a hyperrectangle Λâ
0 (red) and

its frame Φâ
1 (grey). The points of its exterior

boundary ∂Ωâ∗
0 are indicated with open circles

outside the continuous black line. The red cir-
cles represents sites belonging to ∂Λ0, while
black circles are used for sites in ∂Π1 and in
particular in ∂Ω̄â∗

0 .

2. Following Refs. [84,194], for each block Λâ0 we introduce ∂Λâ0 as the inner boundary
of the block (open red circles in Fig. 4.4), defined as the set of points in Λâ0 at a
distance a from the closest points of the lattice outside the block, the latter being
the exterior boundary ∂Λâ∗0 . The sub-block Λ̄â0 = Λ

â
0/∂Λ

â
0 is therefore the set of the

inner points of Λâ0 (closed red circles in the same Figure). Analogously to Λ0, it
is also useful to define ∂Λ0 = ⋃â ∂Λ

â
0 and Λ̄0 = ⋃â Λ̄

â
0. The various boundary faces

that form ∂Λ0 belong to hyperplanes with normal directions parallel to the axes
of the lattice (open circles in Fig. 4.4) which are spaced alternatively by Bµ and
bµ along each direction µ. Their ensemble defines the domain ∂Π, which can be
decomposed as ∂Π = ∂Λ0 ∪ ∂Π1, where ∂Π1 is represented by black open circles in
Fig. 4.4. Note that ∂Π1 ∈ Λ1 and that Λ̄1 = Λ1/∂Π1 is a disconnected domain.

3. Each block Λâ0 has an associated “frame” Φâ1 defined as the grey region around it,
see Fig. 4.5 for a graphic representation and Appendix G for its precise definition.
The set of blocks Φâ1 clearly forms an overlapping domain decomposition of Λ1. The
“framed” counterpart of Λâ0 is given by Ωâ0 = Λ

â
0∪Φ

â
1, with obvious modifications for

the blocks near the boundaries of the lattice, depending on the boundary conditions
adopted. The blocks Ωâ0 form an overlapping domain decomposition of the entire
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lattice L, see Fig. 4.4, similarly to what happens in the one-dimensional case.
Finally, we define ∂Ωâ∗0 as the exterior boundary of Ωâ0, see Fig. 4.5 for a graphic
representation and Appendix G for its definition, and ∂Ω̄â∗0 = ∂Ω

â∗
0 ∩ ∂Π1 as its

subdomain belonging to ∂Π1 (black open circles in Fig. 4.5).

We conclude with a few, trivial but relevant observations. First of all, we note that
the two domains Λ0 and Λ1 only interact through the internal boundaries ∂Λâ0 of each
local cell. Additionally, the disconnected domain ∂Λ0 is formed by the disjoint union of
local boundaries ∂Λâ0, which lie on orthogonal hyperplanes, the union of which forms the
global, connected domain ∂Π. Different internal boundaries are then connected through
the global, disconnected domain ∂Π1 = ∂Π/∂Λ0.
In the next Subsections we will need the projection operators to the subspace of quark
fields supported on the various sub-lattices, see Appendix D for their definitions. We
will indicate them with the symbol IP associated to a subscript indicating the sub-lattice
considered, e.g. IPΛâ

0
for the block Λâ0.

4.4.2 Block decomposition of the fermion determinant

In this Subsection, we want to discuss the block-factorization of detD resulting from
the domain decomposition defined in the previous Subsection. We can consider D to be
the Wilson–Dirac operator [15, 77, 78], see Subsections 2.3.2 and 2.4.1, but in principle
we only require it to be local.
The idea is to apply two consecutive Schur decompositions for the domain decomposition
described above. At first, we decompose the entire lattice as

L = ∂Λ0 ∪ (Λ̄0 ∪Λ1) (4.4.2)

and, accordingly, we rewrite D as a 2 × 2 block matrix. Using Eq. (E.1.4) we have

detD = detDΛ̄0
detDΛ1 det D̃∂Λ0 , (4.4.3)

where7

D̃∂Λ0 = D̄∂Λ0 −D∂Λ0,Λ1D
−1
Λ1
DΛ1,∂Λ0 (4.4.4)

and
D̄∂Λ0 =D∂Λ0 −D∂Λ0,Λ̄0

D−1Λ̄0
DΛ̄0,∂Λ0

= ∑
â

D̄∂Λâ
0
. (4.4.5)

By noticing that

D∂Λ0,Λ1 = ∑
â

D∂Λâ
0 ,Φ

â
1
, DΛ1,∂Λ0 = ∑

â

DΦâ
1 ,∂Λ

â
0
, (4.4.6)

7Note that D̃∂Λ0 corresponds to the effective Wilson–Dirac operator, once the Grassmann field
variables in Λ̄0 and Λ1 have been integrated out in the path integral. Analogous considerations apply to
other Schur complements throughout this Section, see the discussion in Appendix F for further details.
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it is clear that
D∂Λ0,Λ1D

−1
Λ1
DΛ1,∂Λ0 = ∑

â,â′
D∂Λâ

0 ,Φ
â
1
D−1Λ1

DΦâ′
1 ,∂Λ

â′
0
. (4.4.7)

Then, in order to isolate all the local contributions from links in the same (framed) do-
main Ωâ0, we can apply a second decomposition as Λ1 = Φ

â
1∪(Λ1/Φ

â
1). The corresponding

Schur decomposition of DΛ1 , written in the 2 × 2 blocked form, allows us to rewrite its
inverse as in Eq. (E.1.3). This in turn implies that

IPΦâ
1
D−1Λ1

= D−1
Φâ

1
−D−1

Φâ
1
DΦâ

1 ,∂Ω̄
â∗
0
D−1Λ1

, (4.4.8)

D−1Λ1
IPΦâ

1
= D−1

Φâ
1
−D−1Λ1

D∂Ω̄â∗
0 ,Φâ

1
D−1

Φâ
1
. (4.4.9)

By inserting Eqs. (4.4.8) and (4.4.9) in Eq. (4.4.7), we obtain

D̃∂Λ0 = D̂∂Λ0 − D̂∂Λ0,∂Π1D
−1
Λ1
D̂∂Π1,∂Λ0 (4.4.10)

where

D̂∂Λ0,∂Π1 = −∑
â

D∂Λâ
0 ,Φ

â
1
D−1

Φâ
1
DΦâ

1 ,∂Ω̄
â∗
0
, (4.4.11)

D̂∂Π1,∂Λ0 = −∑
â

D∂Ω̄â∗
0 ,Φâ

1
D−1

Φâ
1
DΦâ

1 ,∂Λ
â
0
, (4.4.12)

and
D̂∂Λ0 = D̂

d
∂Λ0
+ D̂h

∂Λ0
(4.4.13)

with
D̂d
∂Λ0
= ∑

â

D̂∂Λâ
0
, D̂h

∂Λ0
= ∑
â≠â′

D̂∂Λâ
0 ,∂Λ

â′
0
, (4.4.14)

and

D̂∂Λâ
0
= D̄∂Λâ

0
−D∂Λâ

0 ,Φ
â
1
D−1

Φâ
1
DΦâ

1 ,∂Λ
â
0
, (4.4.15)

D̂∂Λâ
0 ,∂Λ

â′
0
= −

1

2
D∂Λâ

0 ,Φ
â
1
[D−1

Φâ
1
−D−1

Φâ
1
DΦâ

1 ,∂Ω̄
â∗
0
D−1

Φâ′
1

+

D−1
Φâ′

1

−D−1
Φâ

1
D∂Ω̄â′∗

0 ,Φâ′
1
D−1

Φâ′
1

]DΦâ′
1 ,∂Λ

â′
0
. (4.4.16)

Before proceeding further, it is already interesting to notice that D̂∂Λâ
0

is the Schur
complement of DΩâ

0
w.r.t. the decomposition Ωâ0 = ∂Λ

â
0∪[Λ̄

â
0∪Φ

â
1], and that the hopping

terms among the blocks D∂Λâ
0 ,∂Λ

â′
0

are suppressed with the thicknesses of the frame. To
manipulate the last sum on the r.h.s. of Eq. (4.4.10), we can define the Schur complement

D̂∂Π1 =D∂Π1 −D∂Π1,Λ̄1
D−1Λ̄1

DΛ̄1,∂Π1
. (4.4.17)
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Since ∂Ω̄â∗0 ∈ ∂Π1, in Eq. (4.4.10) we can replace D−1Λ1
with its projection on ∂Π1, which

in turn is equal to D̂−1∂Π1
. Therefore, if we define the block matrix

Ŵ =
⎛
⎜
⎝

D̂∂Λ0 D̂∂Λ0,∂Π1

D̂∂Π1,∂Λ0 D̂∂Π1

⎞
⎟
⎠
, (4.4.18)

it is immediate to see that

det Ŵ = det D̂∂Π1 det D̃∂Λ0 . (4.4.19)

By remembering that
detDΛ1 = detDΛ̄1

det D̂∂Π1 , (4.4.20)

we can rewrite Eq. (4.4.3) as

detD = detDΛ̄0
detDΛ̄1

det Ŵ . (4.4.21)

4.4.3 Preconditioning of Ŵ

In order to accomplish our initial aim of factorizing detD, we still need to factorize
det Ŵ . By taking inspiration from the one-dimensional example, we would like to pre-
condition Ŵ so as to remain with a matrix which deviates from the identity by off-
diagonal blocks which are suppressed with the thicknesses of the frame. To this aim we
first notice that each block of the diagonal part D̂d

∂Λ0
in Eq. (4.4.14) depends on the

gauge field in each (framed) block, while the elements of the off-diagonal component
D̂h
∂Λ0

are suppressed with the thicknesses of the frame and depend on the gauge field in
Λ1 only. Differently from the one-dimensional case, here D̂∂Λ0 is not the only operator
that appears in Ŵ . We have to consider additional block matrices, e.g. D̂∂Π1 , because
the domain Λ1 is not disconnected i.e. factorized. We emphasize that the operator
D̂∂Π1 may also be decomposed in blocks similarly to D̂∂Λ0 , but it is not useful for the
factorization strategy discussed here, having in mind a multilevel application where we
would keep the gauge configuration in Λ1 frozen during level-1 updates.

The structure of D̂∂Λ0 suggests the definition of a preconditioned operator W 1 as

Ŵ = (
D̂d
∂Λ0

0

0 D̂∂Π1

) ⋅W 1 , W z =
⎛
⎜
⎝

zIP∂Λ0 + [D̂
d
∂Λ0
]−1D̂h

∂Λ0
W ∂Λ0,∂Π1

W ∂Π1,∂Λ0 zIP∂Π1

⎞
⎟
⎠
, (4.4.22)

for z ∈ C, and

W ∂Λ0,∂Π1 = ∑
â

IP∂Λâ
0
D−1

Ωâ
0
DΦâ

1 ,∂Ω̄
â∗
0
, W ∂Π1,∂Λ0 = D̂

−1
∂Π1

D̂∂Π1,∂Λ0 . (4.4.23)

Notice that the off-diagonal blocks of W z act on a subspace of ∂Π identified by the
projector P∂Π = P∂Λ0 + P∂Π1 defined in Appendix D. Differently from IP∂Λ0 and IP∂Π1 ,
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the projectors P∂Λ0 and P∂Π1 include the appropriate projectors on the spinor index for
the inner and outer boundaries of Λâ0 and Ωâ0 respectively. From Eq. (E.1.5), it follows

detW 1 = detW1 , where Wz = P∂ΠW z P∂Π , (4.4.24)

with the dimensionality of the matrix Wz being smaller by essentially a factor 2 w.r.t.
that of W z. By combining Eqs. (4.4.21), (4.4.22) and (4.4.24) we finally obtain

detD =
1

detD−1Λ1∏
â

[detDΦâ
1
detD−1

Ωâ
0
]
detW1 (4.4.25)

that leads directly to

Seff
F [U] = −∑

â

ln detDΩâ
0
+∑

â

ln detDΦâ
1
− ln detDΛ1 − ln detW1 . (4.4.26)

The dependence of detD on the gauge-field configuration in the active region Λ0 is fully
factorized if we only focus on the denominator of Eq. (4.4.25), since each factor can be
independently computed. Though, a small but (still) not negligible global contribution
comes from the numerator of the last expression in Eq. (4.4.21), written in terms of a
matrix W1 that acts on the fermion fields on the domain of the hyperplanes ∂Π only.
The off-diagonal blocks of W1 are suppressed with the thicknesses of the frame of the
blocks and depend on the gauge field in Λ1 only.

Recovery of the one-dimensional result

Before addressing the factorization of the remaining term detW1, we would like to make
more sense of this result by showing how it is a (not-so-trivial) generalization of the one-
dimensional case that was first discussed in Ref. [84]. We can apply a one-dimensional
domain decomposition, as shown in Fig. 4.6, and adopt the same exact strategy that we
described in Subsection 4.4.1.

1. First, we identify the local domains Λâ0 as thick time-slices and their union as the
disconnected active region Λ0 = ⋃âΛ

â
0. The rest of the lattice forms the inactive

domain Λ1, which is now a disconnected union of thick time-slices.

2. We define the internal boundaries of each block and their union respectively as
∂Λâ0 and ∂Λ0. Trying to connect the internal boundaries of different slices, we
notice that we do not need to include any additional lattice site, i.e. in this case
∂Π1 = ∂Λ0 and the domain ∂Π1 is actually empty. Thus, the only block of Wz

that is now present is the upper-left one, connecting different local slices Λâ0.

3. We can finally define the frame Φâ1 for each local slice and the respective local
(framed) slice Ωâ0 = Λâ0 ∪ Φ

â
1. We notice that the union of all the frames takes

exactly twice into account each thick time-slice of the domain Λ1.
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Figure 4.6: One-dimensional domain decomposition of the lattice in thick time-slices in the
disconnected domains Λ0 (red slices) and Λ1 (grey slices). The empty circles indicate the domain
of hyperplanes ∂Π, that in this case coincides with the internal boundary ∂Λ0 of Λ0.

We can now apply an even-odd decomposition of Λâ0, i.e. considering â ∈ {e,o}. Since
detDΦe

1
= detDΦo

1
= detDΛ1 , from Eq. (4.4.25) we recover the one-dimensional result in

Eq. (4.2.3). We want to point out that the four-dimensional generalization of this result
is not straightforward due to the presence of two additional complications, namely Λ1

being a connected domain, and the presence of the domain ∂Π1 and of the off-diagonal
terms of Ŵ .

4.4.4 Multiboson factorization of detW1

We now focus on factorizing the remaining global term detW1. For large enough thick-
nesses of the frame Λ1, we expect W1 to have a large spectral gap, a fact which makes
it effective to express its determinant through a polynomial approximation of W −1

1 . As
reviewed in Section 4.2, see Eq. (4.2.7), we can introduce a proper polynomial PN of
even order N to approximate the inverse determinant as

detW 1 =
det[1 −RN+1(W 1)]

detPN(W 1)
= C

N/2
∏
k=1

det−1 [W
†
uk
W uk] , (4.4.27)

where C is an irrelevant numerical constant, W z is defined in Eq. (4.4.22) and uk are
defined in Eq. (4.2.6). It follows that

detD

det[1 −RN+1(W1)]
∝

detDΛ1

∏
â

[detDΦâ
1
detD−1

Ωâ
0
]

N/2
∏
k=1

det [W †
uk
Wuk]

, (4.4.28)
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where we have replaced W uk with Wuk by using again the first relation in Eq. (4.4.24)
which, for z ≠ 1, is valid up to an irrelevant multiplicative constant. The first product in
the denominator on the r.h.s. is local and can thus be included in the effective gluonic
action via standard pseudofermions, see Subsection 2.5.1, defined in individual blocks.

Multiboson action

Each of theN/2 factors in the last product in the denominator of the r.h.s. of Eq. (4.4.28)
can be represented up to an irrelevant multiplicative constant, as

1

det [W †
uk Wuk]

∝ ∫ dχkdχ
†
k e
−∣Wukχk∣

2
. (4.4.29)

The N/2 multiboson fields χk live on the projection of ∂Π defined by P∂Π and we can
decompose them as χ = χ

∂Λ0
+ χ

∂Π1
, with χ

∂Λ0
= P∂Λ0χ and χ

∂Π1
= P∂Π1χ, resulting in

∣Wzχ∣
2
= ∑

â

∣P∂Λâ
0
[z χ

∂Λ0
+ [D̂d

∂Λâ
0
]
−1D̂h

∂Λ0
χ

∂Λ0
+D−1

Ωâ
0
DΦâ

1 ,∂Ω̄
â∗
0
χ

∂Π1
]∣
2

+ ∣z χ
∂Π1
+W∂Π1,∂Λ0χ∂Λ0

∣
2
.

(4.4.30)

The term on the second line of the r.h.s of Eq. (4.4.30) depends on the gauge field in
Λ1 only. The gauge field within the domain Λ0 appears only on the first line. As a
result, the dependence of the multiboson action from the gauge field in the blocks Λâ0 is
factorized. Moreover, all contributions in Eq. (4.4.30) are highly suppressed with the
thicknesses of the frame. This implies that the order N of the multi-boson polynomial
can be rather low, i.e. of the order of ten or so [84].

Reweighting factor

We can now proceed to apply the reweighting procedure exactly as detailed for the
one-dimensional case, see Eq. (4.2.10), obtaining

detD

WN
∝

1

detDΛ1∏â [detDΦâ
1
detDΩâ

0
]∏

N/2
k=1 det(W †

ukWuk)
, (4.4.31)

which can be estimated analogously to Eq. (4.2.9), with

WN = det{1 −RN+1(W1)} ∝
1

det

⎧⎪⎪
⎨
⎪⎪⎩

W −1
1

N/2
∏
k=1
[W †

uk
]
−1W −1

uk

⎫⎪⎪
⎬
⎪⎪⎭

, (4.4.32)

a representation which suggests the random noise estimator

WN =
∫ [dη][dη

†]e−ξ
†W−1

1 ξ

∫ [dη][dη†]e−η†η
, ξ =

N/2
∏
k=1

W −1
uk
η . (4.4.33)
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Given a certain factorization of the observable [83,85,87], expectation values can then be
computed exactly as in Eq. (4.2.11) by including this reweighting factor in the definition
of the observable. As already noted, in Appendix F we provide a procedure to obtain
such factorized approximation starting from the factorization of the fermion determinant,
regardless of the dimensions of the domain decomposition. In order to show explicitly
the achieved factorization, we can define the multiboson action

Smb[χ,χ
†, U] = ∣Wzχ∣

2
= ∑

â

Sâmb[χ,χ
†, UΩâ

0
] + Srmb[χ,χ

†, U] , (4.4.34)

where

Sâmb[χ,χ
†, UΩâ

0
] = ∣P∂Λâ

0
[z χ

∂Λ0
+ D̂−1

∂Λâ
0
D̂h
∂Λ0

χ
∂Λ0
+D−1

Ωâ
0
DΦâ

1 ,∂Ω̄
â∗
0
χ

∂Π1
]∣
2

(4.4.35)

and
Srmb[χ,χ

†, U] = ∣z χ
∂Π1
+W∂Π1,∂Λ0χ∂Λ0

∣
2
. (4.4.36)

The averages ⟨⋅⟩N can now be computed with the factorized fermionic effective action

Seff,N
F [U,{χk, χ

†
k}
N/2
k=1 ] = ∑

â

⎧⎪⎪
⎨
⎪⎪⎩

− ln detDΩâ
0
+

N/2
∑
k=1

Sâmb[χk, χ
†
k, UΩâ

0
]

⎫⎪⎪
⎬
⎪⎪⎭

+∑
â

ln detDΦâ
1
− ln detDΛ1 +

N/2
∑
k=1

Srmb[χk, χ
†
k, U] .

(4.4.37)

Our initial goal has been achieved: the dependence of the fermion determinant on the
gauge field configuration in the active region has been fully factorized, see Eq. (4.4.31),
up to the small reweighting term in Eq. (4.4.33) that can be included in the observable,
implying that the fermionic effective action can be rewritten as in Eq. (4.4.37). On one
hand, each term in the sum on the first line only depends on the gauge field configuration
in the (framed) local domain Ωâ0 and therefore it can be computed independently from
the others, see Eq. (4.4.35). On the other hand, the remaining global contributions in
the second line, see Eq. (4.4.36), only depend on the gauge field configuration in the
inactive region, and are therefore constant if we only update links in the active domains.

Besides a purely theoretical interest for studying the factorization of detD, the
factorization we presented in this Section could in principle have many possible applica-
tions. It would certainly pave the way to multilevel intergation schemes, which have been
shown as a promising variance reduction strategy for addressing the StN problem, miti-
gating the exponential StN degradation in physically relevant correlators, particularly in
the challenging long-distance regime. The four-dimensional factorization discussed here
would also facilitate master-field simulations [81,100,195], see also Appendix A.1.4, with
the block-local accept/reject step in the HMC solving the problem of the increasing nu-
merical precision needed for larger and larger volumes. It would allow for highly efficient
parallelizations of Monte Carlo algorithms, also on heterogeneous architectures, by re-
ducing very significantly the rate of data exchange among different (blocks of) computer
nodes where the various domains of the lattice are mapped to, while possibly improving
also the sampling in flow-based generative models [196–198].
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Chapter 5

Spectral densities from Euclidean
lattice correlation functions

Many phenomenologically relevant observables can be extracted either from spectral
densities ρ(ω) or their smearing with theoretically known kernels κ(ω)

ρκ = ∫
ω
ρ(ω)κ(ω) . (5.0.1)

Lattice QCD is the only known framework that allows to study their non-perturbative
extraction from first principles, see Chapters 1 and 2. On the lattice, we can estimate
correlation functions such as generic zero-momentum two-point functions1

C(t) = ∫ d3x ⟨O1(t,x)O2(0)⟩ . (5.0.2)

As discussed in Chapter 3, a Laplace transform

C(t) = ∫
ω
ρ(ω)eωt , ∫

ω
≡ ∫

∞

0
dω (5.0.3)

relates these correlators to spectral densities ρ(ω), whose support is [ωthr,∞), where
ωthr > 0 for theories with a mass gap. For the case when UV subtractions are required,
this expression can be generalized as in Eq. (3.1.21). An inverse problem is therefore
present in all the cases where we are interested in directly extracting spectral densities,
or when the kernel has poles at ω > ωthr, preventing Eq. (5.0.1) from being rewritten
through standard techniques, see Eq. (3.2.4), as an integral in the time-momentum rep-
resentation, more suitable for lattice computations. This problem is further complicated
by the intrinsically noisy, finite and discrete nature of lattice data. The practical solution
adopted in state-of-the-art studies relies on the numerical Backus-Gilbert procedure and

1This discussion can be generalized to the case of a non-zero momentum projection, see Eqs. (3.1.9)
and (3.1.20). Our results are fully generic, and the derivation presented here can be straightforwardly
applied to any n-point function, involving multiple Euclidean-time separations.
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its generalizations [107,108,123,124,199], see also Refs. [200–211] for alternative strate-
gies and Refs. [125,173,212–221] for some concrete applications.

In this Chapter, we are mainly interested in deriving the details of this inversion,
which is the second original contributions of this Thesis. Building on a broad math-
ematical literature [119, 121, 222–249], we closely follow and extend the discussion in
Refs. [2, 3, 6] to review our strategy to perform the exact, analytic inversion both in
the continuum and on a discrete lattice, respectively discussed in Sections 5.1 and 5.2.
In Section 5.3 we instead address the delicate issue of estimating statistical and sys-
tematic errors in the context of spectral reconstructions. We conclude by presenting in
Section 5.4 preliminary numerical results, extending our previous analysis published in
Ref. [5].

5.1 Continuous inverse problems

In this Section, our main focus is the derivation of the analytic solution to the inverse
Laplace transform in Eq. (5.0.3) in the continuum. Generalizations to the cases of
smeared and subtracted spectral densities can be obtained analogously.

5.1.1 The inverse Laplace transform

Our starting point is Eq. (5.0.3) i.e. we need to compute the inverse Laplace transform
(ILT) [222–224] of Euclidean time correlation functions. For this purpose, we introduce
the orthonormal time basis {∣t⟩}, t ∈ R+, on the vector space VT of real functions with
support on R+. We define the inner product and resolution of the identity on VT as

⟨f ∣g⟩ = ∫
t
f(t)g(t) , 1 = ∫

t
∣t⟩⟨t∣ , ∫

t
≡ ∫

∞

0
dt . (5.1.1)

We can now introduce a second space VE , spanned by the non-orthogonal energy basis
{∣ω⟩}, ω ∈ R+, with coordinates in the time basis2

⟨t∣ω⟩ = ⟨ω∣t⟩ = e−ωt (5.1.2)

reproducing the kernel of the Laplace transform. We now define the non-diagonal metric

⟨ω∣ω′⟩ = ∫
t
⟨ω∣t⟩⟨t∣ω′⟩ =

1

ω + ω′
≡ H(ω,ω′) (5.1.3)

which corresponds to the Carleman operator [225]. We can rewrite the inverse problem
in Eq. (5.0.3) on this basis as

∣C⟩ = ∫
ω
ρ(ω)∣ω⟩ , C(t) = ⟨t∣C⟩ (5.1.4)

2We consider t, ω to be dimensionless variables, e.g. by rescaling all physical times and energies by
a common reference scale.
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which can equivalently be written as a Fredholm integral equation of the first kind

⟨ω∣C⟩ = ∫
ω′
H(ω,ω′)ρ(ω′) (5.1.5)

which must be solved in order to extract ρ(ω). Before inverting H, we first need to
diagonalize it, and we do so by introducing the Mellin basis {∣s⟩}, s ∈ R, defined as

us(t) = ⟨t∣s⟩ ≡
eis log(t)
√
2πt

. (5.1.6)

As shown in Appendix I.1, this is an orthonormal basis satisfying

⟨ω∣s⟩ = ∫
t
e−tw us(t) = λs u−s(w) = λs u

∗
s(w) , λs ≡ Γ(

1

2
+ is) (5.1.7)

where Γ(z) is the Euler Gamma function. This allows us to write

⟨ω∣t⟩ = e−ωt = ∫
s
us(ω)λ

∗
sus(t) , ∫

s
≡ ∫

∞

−∞
ds (5.1.8)

and to diagonalize H, since

H(ω,ω′) = ∫
s
⟨ω∣s⟩⟨s∣ω′⟩ = ∫

s
u∗s(ω)∣λs∣

2us(ω
′
) , ∣λs∣

2
=

π

cosh(πs)
∈ [0, π] . (5.1.9)

We note that from Eq. (5.1.8) we could define the eigenfunctions of the Laplace transform
operator

ℓ±s (t) =
1
√
2
[us(t) ±

λs
∣λs∣

u∗s(t)] , ∫
ω
ℓ±s (ω)e

−ωt
= ±∣λs∣ℓ

±
s (t) (5.1.10)

through which Eq. (5.0.3) could be directly diagonalized and inverted. From Eq. (5.1.10),
it also follows that the Laplace transform is a bounded and self-adjoint operator with
purely absolutely continuous spectrum, ±∣λs∣ ∈ [−

√
π,+
√
π] of multiplicitly one. Sim-

ilarly, Eq. (5.1.9) implies that H is a bounded operator with spectrum of multiplicity
two. Additionally, analogously to the case of the Fourier transform, despite the repre-
sentation in terms of the complex Mellin basis, the integral in Eq. (5.1.9) is real, and
in Appendix I.1 we show an equivalent representation in terms of a real basis. Another
consequence of Eq. (5.1.9) is that we need to define VE ≡ L2(0,∞, dω) in order to work
with convergent quantities. Since the Laplace transform is a self-adjoint operator on
L2(0,∞, dx) with norm

√
π [247], we also restrict ourselves to VT ≡ L2(0,∞, dt).

The problem of inverting Eq. (5.1.8), or equivalently Eq. (5.1.10), is mathematically
ill-posed in the Hadamard sense [232] (a unique solution to the inverse problem exists,
but the inverse Laplace operator is not a continuous functional operator, i.e. the so-
lution does not depend continuously on data), due to the rapid exponential decay of
the eigenvalues ∣λs∣2 as ∣s∣ → ∞. As pointed out by Tikhonov [226, 227, 232], this does
not imply the absence of a solution, which can be retrieved by temporarily introducing
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a regulating parameter to perform the ill-posed inversion, to then remove it after the
inversion has been completed. For simplicity, we introduce the Tikhonov regularization

Hα = H + αI , H
−1
α (ω,ω

′
) = ∫

s
u∗s(ω)

1

∣λs∣2 + α
us(ω

′
) , α > 0 (5.1.11)

but in principle any real, symmetric and positive-definite regulating functional would
work [5]. We can then introduce a smeared Dirac δ function as

δα(ω,ω
′
) = ∫

ω′′
H(ω,ω′′)H−1α (ω

′′, ω′) = ⟨ω∣Sα∣ω
′
⟩ = ∫

s
u∗s(ω)

∣λs∣
2

∣λs∣2 + α
us(ω

′
) (5.1.12)

which recovers δ(ω − ω′) in VE in the limit of α → 0, see Eq. (I.1.3), and where we
introduced

Sα = ∫
s

∣s⟩⟨s∣

∣λs∣2 + α
. (5.1.13)

We can now invert Eq. (5.1.8), ending up with

ρ(ω) = lim
α→0

ρα(ω) , ρα(ω) = ⟨ω∣Sα∣C⟩ = ∫
ω′
δα(ω,ω

′
)ρ(ω′) = ∫

t
gα(t∣ω)C(t) (5.1.14)

from which it is clear that ρα can be interpreted as a smeared spectral density as in
Eq. (5.0.1) with κ = δα. In the equation above, since in practice we only know ∣C⟩ in the
time basis, we inserted the completeness relation in Eq. (5.1.1), obtaining the coefficients

gα(t∣ω) = ⟨ω∣Sα∣t⟩ = ∫
s
u∗s(ω)

λs
∣λs∣2 + α

u∗s(t) . (5.1.15)

These coefficients are real, since s ∈ R, and they can be numerically computed, thanks
to the rapid fall-off of the numerator at large s [229]. Note that a similar property is
shared by the smeared Dirac δ in Eq. (5.1.12). In Fig. 5.1 we provide a concrete example,
where we highlight the geometrical distribution of the zeros of the coefficients and of
δα, stemming from that of the basis functions us and ultimately related to the x → 1/x

symmetry of the continuum integration domain (0,∞) detailed in Appendix I.1, see
Eq. (I.1.11). We also note that a completely equivalent definition of ρα is

ρα(ω) = e
ωt0
∫

∞

t0
dt gα(t − t0∣ω)C(t) ∀ t0 ≥ 0 . (5.1.16)

We emphasize that Eq. (5.1.14) is the desired solution: the spectral density can be
extracted from the Euclidean time dependence of C(t) by integrating it out with the an-
alytically known, real and computable coefficients in Eq. (5.1.15). A numerical example
and proof of convergence of the solution as α → 0 for

ρ(ω) =

√

1 − 4
m2
π

ω2

Γρ

(ω −Mρ)
2 + Γ2

ρ

, {mπ,Mρ,Γρ} = {135,776,140}MeV (5.1.17)
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Figure 5.1: Smeared Dirac δ (a) and coefficients rescaled with
√
α (b), see Eqs. (5.1.12)

and (5.1.15) respectively, at fixed ω = 0.5.

is provided in Fig. 5.2a, where we compare different reconstructions of ρα(ω) for a few
values of α. It can be appreciated that, as we decrease α, the reconstructed spectral
density approaches the correct one in Eq. (5.1.17), also shown in the same plot. Such
convergence can be understood also from the fact that ρα can alternatively be found
by expanding ρα(ω) = ∫t g

′
α(t)e

−ωt on the exponentially suppressed basis given by the
coefficients in Eq. (5.1.2) and minimizing the distance

d[ρ, ρα] = ∫
ω
[ρ(ω) − ρα(ω)]

2
+ α∫

t
g′α(t)

2
= ∫

ω
[ρ(ω) − ρα(ω)]

2
+ α⟨C ∣S2

α∣C⟩ (5.1.18)

with respect to g′α(t), ending up with

g′α(t) = ∫
t′
A
−1
α (t, t

′
)C(t′) (5.1.19)

where

Aα = A + αI , A(t, t′) = ∫
ω
e−ω(t+t

′)
=

1

t + t′
, ⟨t∣Sα∣t

′
⟩ = A

−1
α (t, t

′
) . (5.1.20)

This is equivalent to Eq. (5.1.14), since

ρα(ω) = ∫
t,t′
e−ωt

′

A
−1
α (t

′, t)C(t′) , gα(t∣ω) = ∫
t′
e−ωt

′

A
−1
α (t

′, t) . (5.1.21)

Also the smeared δ function can be expanded on this exponentially suppressed basis
as δα(ω,ω′) = ∫t⟨ω∣Sα∣t⟩⟨t∣ω

′⟩, with the choice of the coefficients ⟨ω∣Sα∣t⟩ minimizing
d[δ, δα] [231,232] at fixed ω′ and reproducing the solution in Eq. (5.1.12).
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(a) Continuum reconstruction, see Eq. (5.1.14).
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Figure 5.2: Spectral reconstructions, with ρ(ω) defined as in Eq. (5.1.17). The fluctuations at
small values of α are a direct consequence of those in δα, see Fig. 5.1a.

5.1.2 Smeared spectral densities

The equations above can be straightforwardly generalized to the extraction of smeared
spectral densities, of great interest in QFTs. For their extraction, we can treat the
smearing kernel3 in complete analogy with Eq. (5.1.2), i.e. by replacing ∣ω⟩ in Eq. (5.1.14)
with the vector

∣κ⟩ ≡ ∫
ω
κ(ω)∣ω⟩ . (5.1.22)

The smeared spectral density is then simply found from integrating out Eq. (5.1.14) with
κ(ω), namely4

ρκ = lim
α→0

ρκ,α , ρκ,α = ⟨κ∣Sα∣C⟩ = ∫
t
gκ,α(t)C(t) , gκ,α(t) = ∫

ω
κ(ω)gα(t∣ω) . (5.1.23)

In order to obtain this solution, we first extracted the spectral density ρα smeared with
a specific kernel δα induced by the regularization procedure, required to perform the
ill-posed ILT, to then compute the additional smearing w.r.t. the desired kernel κ. The
solution in Eq. (5.1.23) directly allows us to interpret ρκ,α in the opposite direction,
namely as if the kernel κ(ω) had first been smeared with δα, to later compute the nu-
merically accessible smearing of ρ with the resulting kernel κα(ω) = ∫ω′ δα(ω,ω

′)κ(ω′).
We must therefore ensure that κ(ω) ∈ L2(0,∞, dω) as well, which is also sufficient to
ensure that the integral defining ρκ converges. This kernel can therefore be additionally
interpreted as the solution of yet another least-square problem, minimizing d[κ,κα],

3In general, κ(ω) (and ρκ as a consequence) may depend on additional variables, like the mass of
the decaying particle for rates, or the center of the Gaussian kernel for smeared densities. For better
readibility, here we omit them from the notation.

4Even though Eq. (5.1.16) provides an equivalent solution for ρ, the additional dependence on
eωt0 requires careful consideration when applying smearing. To ensure the integrals converge, further
constraints on the choice of κ may be required.
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where κ has been expanded on the exponentially suppressed basis and regulated in the
same way as before. This exact philosophy is adopted in many Lattice QCD appli-
cations [5, 107, 123–125, 199, 204, 212, 215] to approximate the kernel by computing its
expansion on a finite and discrete set of basis elements.

5.1.3 Subtracted spectral densities

In relativistic field theories, the convergence and uniqueness of the solutions above are
guaranteed by our a priori theoretical knowledge5 on the validity of the representation6

in Eq. (5.0.3). For theories with a mass gap ωthr > 0 such as QCD, the IR regime
is automatically regulated. In the UV region instead we should be more careful, as
short-distance singularities might spoil convergence of integrals of correlators at small t.
Practically, whenever ρ(ω) ∉ L2(0,∞, dω), modifications of Eq. (5.1.14) must be studied.
For instance, for the isovector vector two-point function studied in QCD and projected
at zero spatial momentum, C(t) in Eq. (5.0.3) scales proportionally to 1/t3 at short
times, i.e. ρ(ω) scales as ω2 at large energies.

As detailed in Subsection 3.1.2, the relation between the correlator and the spectral
density is slightly modified into

C(t) = ∫
ω
ρs(ω)ω

2ke−ωt (5.1.24)

with k ≠ 0, i.e. a Laplace transform as in Eq. (5.0.3) where now ρ(ω) = ω2kρs(ω), with
ρs(ω) ∈ L

2(0,∞, dω) and where the additional power-like dependence is related to UV
divergences. In order to address this problem, we can first generalize Eq. (5.1.7) as

∫
t
e−ωttbus(t) = λs,b u

∗
s(ω)ω

−b , b > −
1

2
, λs,b = Γ(

1

2
+ b + is) . (5.1.25)

Our strategy to perform the inversion consists now in exploiting the additional factor
ω−b on the r.h.s. of Eq. (5.1.25) to cancel out the power-like dependence in Eq. (5.1.24).
In fact, we can expand

ρs(ω) = ∫
s
(ρs)su

∗
s(ω) , (ρs)s ≡ ∫

s
us(ω)ρs(ω) (5.1.26)

to rewrite Eq. (5.1.25) as

C(t) = ∫
s
(ρs)s∫

ω
u∗s(ω)e

−ωtω2k
= ∫

s
(ρs)s t

−2kλ∗s,2kus(t) (5.1.27)

which implies that

∫
t
t2k

1

λ∗s,2k
u∗s(t)C(t) = (ρs)s . (5.1.28)

5In the absence of such prior knowledge, we should refer to the most general conditions under which
C(t) may be interpreted as the Laplace transform of another function [239].

6Depending on the quantum numbers, when several densities appear in the parametrization of the
correlator, one should consider the appropriate linear combinations to satisfy Eq. (5.0.3).
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Before inserting it in Eq. (5.1.26), we follow a similar procedure as above to regularize
this expression, considering the replacement 1/λ∗s,2k → λs,p/(λs,pλ

∗
s,2k + α) and defining

the solution as

ρs(ω) = lim
α→0
∫
t
gα(t∣ω, p,2k)C(t) , gα(t∣ω, p, q) = t

q
∫
s

u∗s(ω)λs,pu
∗
s(t)

λs,pλ∗s,q + α
(5.1.29)

in terms of the generalized coefficients gα(t∣ω, p, q), defined ∀p > −1/2. Notice that in
practice this strategy allows to define a family of solutions not only in p but also at
different values of q for which the expressions, such as the t-integral in Eq. (5.1.29), are
well-defined and convergent. Experimenting with the values of p and q might be bene-
ficial in some practical calculations. We additionally note the power-like t-dependence
of the generalized coefficients in Eq. (5.1.29), which (as expected) suppresses UV diver-
gences at short times.

Clearly, smeared regulated spectral densities can be extracted by combining the
two methods presented here. In Appendix I.3, we discuss a possible application of this
formalism to rewrite smeared spectral densities as integrals of correlation functions in
the time-momentum representation.

5.2 Discrete inverse problems

In Lattice QCD, C(t) is sampled at discrete Euclidean times t = an, where n ∈ N and
a is the lattice spacing. Additionally, the correlator at finite a, Ca(t), suffers from
discretization errors, typically of O(a2), which we do not address here. When numerical
simulations are used to estimate Ca(t), n is also limited to n ∈ [0, tmax/a] at finite tmax,
and Ca(t) is affected by statistical errors. We defer the discussion of these two aspects
to the following Section, while here we focus on generalizing the results derived so far
in the continuum to the ideal case of n ∈ N.

Although our goal is to find an exact analytic formula, one might initially con-
sider discrete samples of the coefficients to apply a discretized version of the continuum
solutions. Given the geometric distribution of the zeros of the basis functions us and
therefore of the coefficients, as highlighted in Fig. 5.1b, an optimal adaptation to the
discrete case would be achieved by replacing the integral over time with a sum spanning
geometrically distributed data [243], which however is evidently not usable in lattice
field theories. Instead, using the available evenly spaced data would induce large dis-
cretization errors due to the large oscillations of the coefficients at short times. Notice
that these wild fluctuations are unavoidably present also in Eq. (5.1.16), where C(t) is
integrated with gα(t − t0) for t ∈ (t0,∞).

In order to obtain an exact formula for the discrete case, we proceed similarly to the
continuum. For simplicity, we consider the unsubtracted case. We begin by computing
the analogue of Eq. (5.1.5), obtaining the Fredholm equation of the first kind

a
∞
∑

t=tmin

e−ωtCa(t) = ∫
ω′
Ha(ω,ω

′
)ρ(ω′) , tmin ≥ a (5.2.1)
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in terms of the modified Carleman operator7

Ha(ω,ω
′
) = a

∞
∑

t=tmin

e−(ω+ω
′)t
=
ae−(ω+ω

′)tmin

1 − e−a(ω+ω′)
. (5.2.2)

In order to invert Eq. (5.2.1), we need to diagonalize Ha. To this aim, we introduce a
different operator, namely the infinite Hilbert matrix

Aa(t, t
′
) =

a

t + t′ + 2tmin
, t, t′ = 0, a,2a, . . . (5.2.3)

which is the analogue of the operator A in Eq. (5.1.20) in the continuum8, and it is
related to Ha by

∫
ω′
Ha(ω,ω

′
)e−aω

′(n+τ)
= a

∞
∑
m=0
Aa(na,ma)e

−aω(m+τ) . (5.2.4)

Following Refs. [2, 3, 6], see also Appendix I.2, we can determine the eigenfunctions
vs(ω, a), s ∈ R+ of Ha from the eigenvectors vs(n, a) of Aa by

∣λs∣vs(ω, a) = a
∞
∑
n=0

e−aω(n+τ)vs(an, a) (5.2.5)

where we introduced τ ≡ tmin/a. Using Eq. (5.2.4), it can be shown that vs(t, a) di-
agonalizes Aa if and only if vs(ω, a) diagonalizes Ha, and that they share the same
eigenvalues. Building on known mathematical results [242], in Appendix I.2 we show
that the functions

vs(t, a) ≡
∣λs∣

3

√
a∣Ns∣

3F2 (
− ta ,

1
2 + is,

1
2 − is

1,2τ
1) , (5.2.6)

vs(ω, a) =
√
az
∣λs∣

2

∣Ns∣
2F1 (

1
2 + is,

1
2 − is

2τ
− z) e−aω(τ−1) , z =

e−aω

1 − e−aω
(5.2.7)

where qFp are the hypergeometric functions [119] and

Ns =
√
2π

Γ(−2is)λs

Γ (2τ − 1
2 + is)Γ(2τ)

, (5.2.8)

are eigenfunctions of Aa and Ha respectively, satisfying

a
∞
∑
m=0
Aa(na,ma)vs(ma,a) = ∣λs∣

2vs(na, a) , (5.2.9)

∫
ω′
Ha(ω,ω

′
)vs(ω

′, a) = ∣λs∣
2vs(ω, a) . (5.2.10)

7We omit the explicit dependence on tmin.
8The action of the operator A is defined by applying the Laplace transform followed by its dual

operator, whereas H results from applying these operators in the reverse order. This in turn implies
that the functional form of H changes due to ∫t → a∑t in the definition of H →Ha, while the space of
functions on which it acts is unchanged. Instead, the functional form of the operator A is the same as
in the continuum, but it acts on a different (discrete) space.
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Surprisingly, they share the same exponentially suppressed eigenvalues ∣λs∣2 as their
continuum counterparts, now with s ∈ R+ and with no degeneracy of the spectrum.
Also, they form separate orthonormal and complete sets [244–246], acting respectively
on ℓ2(Z+) and L2(0,∞, dω), see footnote 8. A smeared δ function at finite a can be
introduced also in the discrete case by replacing us(ω) with vs(ω, a) in Eq. (5.1.12), i.e.
by regularizing Ha à-là-Tikhonov with Ha,α = Ha + αI, obtaining

δa,α(ω,ω
′
) = ∫

ω′′
H
−1
a,α(ω,ω

′′
)Ha(ω

′′, ω′) = ∫
s∈R+

vs(ω, a)
∣λs∣

2

∣λs∣2 + α
vs(ω

′, a) (5.2.11)

which again satisfies δa,α(ω,ω′)
α→0
ÐÐ→ δ(ω −ω′) ∀a. The spectral density at finite lattice

spacing can then be recovered on a lattice with infinite time extent from the limit

ρ(ω) = lim
α→0

ρa,α(ω) , ρa,α(ω) = ∫
ω′
δa,α(ω,ω

′
)ρ(ω′) = a

∞
∑

t=tmin

ga,α(t∣ω)C(t) (5.2.12)

written in terms of the real coefficients

ga,α(t∣ω) = ∫
s∈R+

vs(ω, a)∣λs∣vs(t, a)

∣λs∣2 + α
, (5.2.13)

which remarkably holds ∀ tmin ≥ a. Taking tmin = a i.e. τ = 1, Eq. (5.2.7) simplifies to

vs(ω, a) ≡
√
2πa

us(1 − e
−aω)

∣Ns∣
e−aω ∣λs∣

2
2F1 (

1
2 + is,

3
2 + is

2
e−aω) (5.2.14)

with
Ns =

√
2π

Γ(−2is)λs

(12 − is)λ
∗
s

, (5.2.15)

which in Appendix I.2 is shown to satisfy

vs(ω, a) =
√
a
2Re[us(aω)Ns]

∣Ns∣
(1 +O(a2ω2

)) , (5.2.16)

i.e. it approaches the expected real linear combination of continuum eigenfunctions
us(ω), u∗s(ω) to recover the correct orthonormality relation. We also expect O(a2ω2)

discretization effects, i.e. enhanced in the UV region. In Fig. 5.3, the coefficients in
Eq. (5.2.13) with tmin = a are compared to their continuum counterpart in Eq. (5.1.15)
for fixed values of α and ω. As anticipated and as it is clear from Fig. 5.3a, in the
IR (UV) regime the discrepancies between the continuum and discrete coefficients are
reduced (enhanced). As we decrease the lattice spacing, these discretization errors start
to be negligible even in the short t regime.

Even though the discretization errors are particularly pronounced at small times
for the individual coefficients, they remain minimal for the resulting spectral density.
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Figure 5.3: Comparison of discrete coefficients ga,α, with their continuum (a) and finite-N
counterparts (b), gα and gα,N respectively. See Eqs. (5.1.15), (5.2.13) and (5.2.17) for the
corresponding definitions. Plots taken from Ref. [6].

Indeed, the solution in Eq. (5.2.12) with the choice of coefficients in Eq. (5.2.13) mini-
mizes a functional similar to Eq. (5.1.18) for the continuum case. To be more precise,
we can expand ρa,α(ω) = a∑

N−1
n=0 e

−ω(na+tmin)g′a,α(na) and minimize

dN [ρ, ρa,α] = ∫
ω
[ρ(ω) − a

N−1
∑
n=0

g′a,α(na)e
−ω(na+tmin)]

2

+ αa
N−1
∑
n=0

g′a,α(na)
2 (5.2.17)

with respect to g′a,α(na). In the limit N → ∞, we end up recovering our solution in
Eq. (5.2.12), which can be equivalently written as

ρa,α(ω) = lim
α→0

a2
∞
∑

n,m=0
e−ω(na+tmin)A

−1
a,α(na,ma)Ca(na+tmin) , Aa,α = Aa+αI (5.2.18)

which coincides with the above one in Eq. (5.2.12) since

ga,α(t∣ω) = a
∞
∑
t′=0

e−ω(t
′+tmin)A

−1
a,α(t

′, t) . (5.2.19)

The main difficulties in the discrete derivation are due to the differences both in the
functional forms and in the spaces on which the operators Ha and Aa act, which instead
coincide in the continuum case for H and A. In the limit α → 0, the functional in
Eq. (5.2.17) approaches 0, a fact that can be interpreted as the recovery of the exact
solution even at a fixed value of a, showing the beneficial effect on the reconstruction of
discretization errors on the coefficients. The only residual source of discretization errors,
in this case, would then be that related to the correlation function alone. In principle,
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as proposed in Ref. [207], we could even remove this source of errors by taking the limit
lima→0Ca(t) beforehand, to then linearly combine C with g∆t,α at any chosen discrete
but fixed set of physical times, for arbitrary choices of the physical temporal interval
∆t.

We additionally notice that the proposal in Refs. [124,250,251] is based on the min-
imization of a similar functional as that in Eq. (5.2.17) with a fixed, finite number N of
terms of the exponential basis on which the spectral density is expanded, and with ad-
ditional refinements due to the choice of different regulators. By choosing the Tikhonov
regulator also for that case, in Fig. 5.3b we show that the coefficients corresponding
to the numerical solution of Eq. (5.2.17) at fixed N approach our results as N → ∞.
In Appendix I.4, we show a possible application of this strategy to the computation of
integrals of correlation functions.

5.3 Errors

Any quantity numerically computed through Lattice QCD simulations is inherently af-
fected by statistical errors stemming from the Monte Carlo estimates of path integral
averages via importance sampling. In the presence of statistical fluctuations, the rapid
oscillations of the coefficients in Eq. (5.1.15) or Eq. (5.2.13) might amplify statistical
errors in the reconstructed (smeared) spectral density. Retrieving the exact solution
relies on properly accounting for all the cancellations arising when the correlation func-
tion, a smooth function of time, is integrated with such wildly oscillating coefficients.
These delicate cancellations might also be spoiled by other systematic errors that affect
correlation functions computed on the lattice, such as their knowledge only on a finite
temporal extent. In this Section, we examine statistical and systematic effects. Note
that one benefit of the formalism developed in Section 5.1 is that these two error sources
can be analyzed independently.

As it has already been observed in Fig. 5.1b, increasing the ILT regulator reduces
the magnitude of the oscillations in the coefficients. This may help lower the variance,
but also broadens the width of the smeared Dirac δ in Eq. (5.1.12), with which ρ is
convoluted. The presence of a non-zero but fixed regulating parameter can therefore be
incorporated in the definition of the observables we extract, and the α → 0 limit might
be studied (if needed) after all extrapolations to physical, continuum and infinite-volume
limits have been taken.

5.3.1 Statistical errors

As described above, in any Lattice QCD computation the correlation functions are esti-
mated with their statistical errors. We consider the case of a two-point function

C(t) = ⟨Õ(t)O†
(0)⟩ = ∫

ω
e−ωtρ(ω) , Õ(t) = ∫ d3xO(t,x) (5.3.1)
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projected to zero-momentum, assuming for simplicity that ⟨O⟩ = 0 and that no UV sub-
traction is needed. We can follow similar arguments as those outlined in Subsection 3.1.2
to represent its covariance

Cov(t, t′) = ⟨Õ(t)O†
(0)Õ(t′)O†

(0)⟩ −C(t)C(t′) (5.3.2)

as a double Laplace transform

Cov(t, t′) = ∫
ωω′

e−ωt[ρ2(ω,ω
′
) − ρ(ω)ρ(ω′)]e−ω

′t′
≡ ∫

ωω′
e−ωtρc(ω,ω

′
)e−ω

′t′ (5.3.3)

where
⟨Õ(t)O†

(0)Õ(t′)O†
(0)⟩ = ∫

ωω′
e−ωtρ2(ω,ω

′
)e−ω

′t′ (5.3.4)

and where, for the purposes of this discussion, we take ρ2(ω,ω′) ∈ L2(R+ × R+, dω dω′),
so that also9 ρc(ω,ω

′) ∈ L2(R+ × R+, dω dω′). Given the linearity of the solution in
Eq. (5.1.14), the errors (at fixed α) straightforwardly propagate as

Cα(ω,ω
′
) = ∫

tt′
gα(t∣ω)Cov(t, t′)gα(t′∣ω′)

α→0
ÐÐ→ ρc(ω,ω

′
) (5.3.5)

with the variance of ρα(ω) being Cα(ω,ω). By integrating out this equation with any de-
sired kernel κ(ω), we obtain the estimate for the variance on the corresponding smeared
spectral densities as

Cα(κ) = ∫
t,t′
gκ,α(t)Cov(t, t′)gκ,α(t′)

α→0
ÐÐ→ ∫

ωω′
κ(ω)ρc(ω,ω

′
)κ(ω′) . (5.3.6)

Different models for the covariance matrix can be defined and inserted to predict their
effect on the errors of the corresponding reconstruction. Below, we provide a few exam-
ples10, but a detailed study of different effects with real data still needs to be done.
For instance, inspired by the asymptotic exponential decay of correlation functions in
QFTs which applies also to the covariance matrix, we formulate the ansatz

Cov(t, t′) = e−m(t+t
′) i.e. ρc(ω,ω

′
) = δ(ω −m)δ(ω′ −m) (5.3.7)

which implies that
Cα(κ)

α→0
ÐÐ→ [κ(m)]2 . (5.3.8)

In this case, no particular issue arises in the reconstruction, even in the α → 0 limit11.
If we were to consider instead a diagonal covariance matrix, we would obtain

Cov(t, t′) = e−m(t+t
′)δ(t − t′) → Cα(ω,ω

′
) = ∫

s

u∗s(ω −m)us(ω
′ −m)

∣λs∣2 + α
(5.3.9)

9Recall that, in order for Eq. (5.3.1) to be inverted, we require ρ(ω) ∈ L2(0,∞, dω).
10A few numerical consistency checks have been performed, although they are not included here.
11The corresponding StN = ρκ/κ(m) would have a specific behavior w.r.t. the additional parameters

on which κ can depend, e.g. the center or the width of a Gaussian.
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with a diverging α → 0 limit. This also implies that

Cα(κ) = ∫
s

κs(m)
∗κs(m)

∣λs∣2 + α
, κs(m) ≡ ∫

ω
κ(ω)us(ω −m) . (5.3.10)

The α → 0 divergence in the errors of the reconstructed spectral density in Eq. (5.3.9) can
be mitigated and potentially cured by particular choices of smearing kernels, specifically
those for which κs(m) decays faster than ∣λs∣ as ∣s∣ → ∞, i.e. provided at least that their
ILT exists. Taking the extreme case of uncorrelated data with m = 0 in Eq. (5.3.9), we
would obtain Cα(ω,ω′) = limα→0H

−1
α (ω,ω

′), necessarily diverging when smearing is not
included. We note that the diagonal contributions (t = t′) in covariance matrices enhance
the oscillations of the coefficients in the linear combinations in Eqs. (5.3.5) and (5.3.6),
while the inclusion of off-diagonal elements (t ≠ t′) mitigates them.
We might also consider the case of a constant contribution to the error, interesting
e.g. for disconnected correlation functions whose variance mixes with the vacuum. By
considering m = 0 in Eq. (5.3.7), we obtain

Cov(t, t′) = 1 → ρc(ω,ω
′
) = δ(ω)δ(ω′) , Cα(κ)

α→0
ÐÐ→ [κ(0)]2 . (5.3.11)

While these formulae are promising, only a test on real data can verify their validity, as
deviations from the assumptions made here are likely in practical applications.

5.3.2 Systematic errors

The formalism of Section 5.1 allows us to study different sources of systematic errors
separately, and here we mainly focus on those induced by a finite temporal domain tmax.
We also comment on rounding errors and the choice of a non-zero regulating parameter.

Finite temporal domain

We can consider the case where the correlator C(t) is only known on a finite temporal
range t ∈ [0, tmax], e.g. the typical time subdomain accessible to lattice simulations,
where we suppose that non-zero temperature effects are negligible. With this restriction,
the operator to be inverted becomes

∫

tmax

0
dt e−(ω+ω

′)t
=
1 − e−tmax(ω+ω′)

ω + ω′
. (5.3.12)

At fixed α > 0 and considering the continuous solution in Eq. (5.1.14), the systematic
error due to the restriction to t ∈ [0, tmax] of the time integral is

ρα(ω) − ρα,tmax(ω) = ∫
s

u∗s(ω)λs
∣λs∣2 + α

∫

∞

tmax

dtu∗s(t)C(t) . (5.3.13)

In field theories with a mass gap ωthr > 0, the large-time behavior of correlation functions
is bounded by 0 ≤ ∣C(t)∣ ≤ ∣C(tmax)∣e

−ωthr(t−tmax) for t > tmax. From this bound, we find

∣∫

∞

tmax

dtC(t)u∗s(t)∣ ≤
∣C(tmax)∣

√
2πωthr

√
ωthrtmax

, (5.3.14)
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which leads, with little additional algebra, to

∣ρα(ω) − ρα,tmax(ω)∣ ≤
∣C(tmax)∣

2π
√
ωωthr

√
ωthrtmax

∫
s

∣λs∣

∣λs∣2 + α
. (5.3.15)

This bound is finite as long as α > 0 and exponentially suppressed by ∣C(tmax)∣. A bound
that applies independently of α can be derived from this result by using

∫
s

∣λs∣

∣λs∣2 + α
≤ ∫

s
∣λs∣ =

Γ (14)
2

√
2π

, ∀α > 0 . (5.3.16)

Instead, from the concrete assumption C(t) = c e−ωthrt at t ≥ tmax, we obtain

∫

∞

tmax

dtu∗s(t)C(t) = cus(ωthr)λ
∗
s(ωthrtmax) , (5.3.17)

where λ∗s(x) ≡ Γ (
1
2 − is, x) is the upper incomplete Γ-function. The resulting systematic

error

ρα(ω) − ρα,tmax(ω) = c∫
s

u∗s(ω)λsus(ωthr)

∣λs∣2 + α
λ∗s(x) , (5.3.18)

is bounded and exponentially suppressed in x = ωthrtmax, and it can be calculated ex-
plicitly provided that ωthr and c are known. A bound which applies ∀α > 0 can again
be introduced using Eq. (5.3.16), obtaining

∣ρα(ω) − ρα,tmax(ω)∣ ≤ c
Γ (14)

2

2π
√
2π

Erfc[
√
ωthrtmax]

√
ωthrtmax

. (5.3.19)

As a consequence, the systematic difference between ρα(ω) and the spectral density
calculated by restricting the time interval in Eq. (5.1.14) to [0, tmax] vanishes exponen-
tially in ωthrtmax. This is not sufficient for the thermal theory, where one should instead
diagonalize the appropriate finite-temperature metric, similar to that in Eq. (5.3.12).

Fixing α a priori

The presence of a non-zero regulating parameter is associated to an additional smearing
with δα, as seen in Section 5.1. In principle, we can keep α > 0 fixed (even during the
continuum extrapolation) and include this additional smearing as a part of the definition
of the observables we want to extract. The α → 0 limit can then be studied only at the
end of our calculations. Different choices of α are associated with observables affected by
systematic biases of various sizes. We emphasize that any choice is valid, but we might
want to set the value of α a priori by minimizing the associated systematic bias, leading
to a final extraction which is closer to its true value, see also Appendix I.4. Thus, our
focus here is on quantifying systematic errors stemming from any fixed choice of α > 0,
either via a direct estimate or a bound, both of which are in principle computable from
lattice data.
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Double reconstruction. We can directly estimate the systematic errors stemming
from α > 0. Given the solution of ρα(ω) in Eq. (5.1.14), we introduce the corresponding
approximated correlation function

Cα(t) ≡ ∫
ω
e−ωtρα(ω) = ∫

t′
δα(t, t

′
)C(t′) (5.3.20)

so that the difference

C(t) −Cα(t) = ∫
ω
e−ωt[ρ(ω) − ρα(ω)] = α∫

t′
C(t′)∫

s

us(t)u
∗
s(t
′)

∣λs∣2 + α
(5.3.21)

allows the systematic error [ρ(ω) − ρα(ω)] to be estimated via an additional ILT, e.g.

ρ(ω) − ρα(ω) = lim
β→0
∫
t
C(t)gα,β(t∣ω) , gα,β(t∣ω) = α∫

s

u∗s(ω)λsu
∗
s(t)

(∣λs∣2 + α)(∣λs∣2 + β)
. (5.3.22)

Note that the integration of Eq. (5.3.22) with κ(ω) yields the estimate of the system-
atic error on the corresponding smeared ρκ. This strategy can be straightforwardly
generalized to arbitrary regulating functionals.

Bound. We can also derive an upper bound for the difference ρκ − ρκ,α for the case of
smeared spectral densities. Using the Schwartz inequality, we can isolate the effects of
the approximate reconstruction from its physics content. In particular, we can define

κα(ω) ≡ ∫
ω′
δα(ω,ω

′
)κ(ω′) , ρκ,α = ∫

ω
κα(ω)ρ(ω) (5.3.23)

so that a possible bound on the systematic error can be computed as

∣ρκ − ρκ,α∣
2
= ∣∫

ω
[κ(ω) − κα(ω)]ρ(ω)∣

2

≤ (∫
ω
[κ(ω) − κα(ω)]

2γ(ω))(∫
ω
ρ(ω)2γ(ω)−1)

(5.3.24)

where γ(ω) is an arbitrary weight function that can be introduced to ensure the con-
vergence of the second contribution, thereby also limiting the possible kernels for which
this bound applies. We note that the first term is a measure of the systematic differ-
ences associated to the kernel reconstruction at fixed α, and it can be computed exactly.
Instead, the second term encodes physical information on the spectral density and it can
be estimated independently. For instance, if ρ allows to set γ(ω) = 1, the first term is

∫
ω
[κ(ω) − κα(ω)]

2
= α2

∫
ωω′

κ(ω)κ(ω′)∫
s

u∗s(ω)us(ω
′)

(∣λs∣2 + α)2
(5.3.25)

and the second one might be approximated as

∫
ω
ρ(ω)2 ≈ ∫

ω
ρα(ω)

2
= ∫

tt′
C(t)C(t′)∫

s

u∗s(t)∣λs∣
2us(t

′)

(∣λs∣2 + α)2
. (5.3.26)

Alternatively, one may use sum rules or experimental data, if available.
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Rounding errors

The formalism developed to treat statistical errors proves to be useful also in under-
standing how rounding errors, which affect all numerical simulations, impact spectral
reconstructions. The case of constant noise has already been considered, see Eq. (5.3.11),
so we can try to model rounding errors as white, uncorrelated noise, e.g.

Cov(t, r) = ϵη(t)η(r) , ⟨η⟩ = 0 , ⟨η(t)η(r)⟩ = δ(t − r) (5.3.27)

where we consider ϵ to be the machine precision, e.g. ϵ ≈ 10−16 for double precision. In
this case, we would obtain

Cα(ω,ω
′
) = ϵ∫

s
u∗s(ω)

∣λs∣
2

(∣λs∣2 + α)2
us(ω

′
) (5.3.28)

which does not converge in the α → 0 limit. To mitigate the effect of rounding, one might
consider a restriction of the interval in s up to a maximum value sMAX, with a similar
effect achieved by imposing α ≤ ∣λsMAX

∣2. Note that specific choices of the smearing kernel
could also improve the reconstruction by mitigating the impact of rounding errors.

5.4 Preliminary numerical results: spectral densities from multilevel

In this Section, we present a preliminary study, extending our results published in Ref. [5]
for the isovector vector spectral density, obtained from the corresponding Euclidean
correlator estimated with high accuracy in Ref. [88] using the multilevel algorithm,
see Chapter 4, with the same lattice setup described in Section 4.3. We recall that
n0 = 25 independent global (level-0) updates of the field configuration were alternated
with n1 = 10 level-1 updates of the local thick time-slices only, in order to achieve an
exponential gain in the StN. The local, unimproved discretization of the vector current
was used, and we take the renormalization factor ZV at β = 5.3 from Ref. [192].

The underlying spectral density that we consider here corresponds to the light
isovector contribution to the R-ratio, whose phenomenological importance has been
highlighted in Subsection 3.3.2 and whose non-perturbative determination from first
principles QCD is an active area of research [214]. In order to extract it from our finite-
volume lattice setup, a smearing procedure is necessary, and we choose12 to do it through
the introduction of a non-zero Tikhonov regulating parameter α, extracting its smeared

12We recall that our procedure directly allows to extract the smearing of spectral densities with any
other choice of the kernel, see also Eq. (3.3.10), e.g. the Gaussian kernel that we considered in our
previous study of Ref. [5]

ρσ(ω) ≡ ∫
ω′

Gσ(ω,ω′)ρ(ω′) , Gσ(ω,ω′) =
1√
2πσ2

exp{−(ω − ω
′)2

2σ2
} (5.4.1)

which reproduces a δ function in the limit σ → 0. In this case, finite-volume effects are expected to be of
order O(e−σL) as long as σ ≲mπ [143]. In this case, Eq. (5.4.2) becomes ρ(ω) = limσ→0 limL→∞ ρσ(ω).
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version with δα, namely ρα, see Eqs. (5.1.14) and (5.1.12)13. Notice that ρα(ω) always
implicitly depends on the spatial length L of the lattice, and the infinite-volume spectral
density can only be recovered through the ordered double-limit

ρ(ω) = lim
α→0

lim
L→∞

ρα(ω) (5.4.2)

where only the infinite-volume smeared spectral density, limL→∞ ρα(ω), defines a valid
quantity to be compared with smeared experimental data.

In Fig. 5.4 we show the extraction of the spectral density with our best multilevel
data-set at n1 = 10 for a few fixed values of α, as a function of the energy, which ranges
from 0 up to aω ≃ 0.9. The behavior of the reconstruction with α can be understood
from that of the smearing kernel δα, shown in Fig. 5.1a. Small values of α correspond to
a narrow smearing width, with denser oscillations at small energies which visibly affect
the reconstructed spectral density. At larger values of α, instead, such fluctuations
are reduced in the IR region, with a larger smearing width that causes a smoother
reconstruction. These oscillations are always less wild in the UV region, where they
have a smaller impact on ρα. This behavior is also evident in Fig. 5.2a.
Similarly to Ref. [5], we can also observe a peak, which is compatible with the presence
of a resonance, but further refinements are required to overcome the present limitations
due to e.g. the unphysical pion mass, finite-volume [143] and discretization effects.

Although only slightly noticeable, in Fig. 5.4 the statistical errors on the recon-
struction increase as we decrease α. The overall scaling of the coefficients with

√
α

observed in Fig. 5.1b might qualitatively explain this behavior. In fact, even small sta-
tistical fluctuations of the correlation functions might get amplified in the delicate linear

13To be more precise, the smearing kernel is that induced by the discrete coefficients, and not by δα,
which is instead defined from the continuum solution. Although different, these functions qualitatively
share the same fluctuating features that we are interested in.
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combinations with the oscillating coefficients, resulting in large statistical errors of the
reconstructed spectral densities. In order to investigate this effect, in Fig. 5.5 we show
the behavior of the square of statistical errors as a function of α for different values of
ω, comparing also n1 = 10 with n1 = 1 cases to study the impact of multilevel on the
reconstruction.
Considering any fixed values of α and ω, by comparing the multilevel results (n1 = 10,
blue lines) with classical, one-level algorithms (n1 = 1, orange lines), at the energies
we probe we observe a gain in the statistical error from multilevel, which agrees with
our previous findings in Ref. [5]. This gain is more pronounced at low energies, where
multilevel is expected to be more beneficial: with a number of configurations which is
n1 = 10 times larger, the observed gain in the statistical errors of ρα ranges between
30 and 80. The difference from the ideal n21 = 100 gain in the scaling of the statistical
errors was already observed in Ref. [88] and in Section 4.3 for the variance of C(t), and
it is compatible with the presence of a residual correlation among level-1 configurations.
Even if smaller, the advantage of multilevel can also be observed at higher energies, since
a more accurate estimation of correlation functions, although more effective in the IR
region, typically leads to reduced errors in the linear combinations with the coefficients.
Furthermore, we can appreciate that the behavior of the errors at fixed n1 remains rela-
tively consistent across different energy ranges, likely due to the interplay of IR and UV
effects within the linear combination. A better theoretical and numerical understanding
of these effects will be relevant to discriminate whether multilevel algorithms might play
an important rôle also in the context of spectral reconstructions.

Before concluding this Chapter, we want to briefly discuss possible further develop-
ments of the topics discussed here. Our continuum solution allows for systematic studies
of discretization effects, which can now be treated similarly to what was shown in Sec-
tion 2.4 for the Symanzik improvement program. Instead, the study of finite-volume
effects on spectral densities can be addressed employing the Lüscher formalism. Addi-
tionally, our discrete formula has been shown to be the one that minimizes discretization
errors with evenly-distributed data, lacking the ideally geometrically-distributed data
that would be best suited for a straightforward discretization of the continuum formula.
Moreover, the behavior of statistical errors is still an active area of study, both theoreti-
cally and numerically. A comprehensive analysis of these effects lies beyond the scope of
this Thesis and is deferred for future investigations, in order to achieve our long-term goal
of accurately extracting spectral densities from Euclidean time correlation functions.
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Conclusions and outlook

Smeared spectral densities from physics-motivated kernels provide access to phenomeno-
logically relevant observables, such as inclusive hadronic cross sections, semi-leptonic
decay rates, or non-static properties of the quark-gluon plasma, among others. In this
Thesis, we have addressed two stumbling blocks that affect their non-perturbative ex-
traction from first principles in QCD. As Lattice QCD is currently the only established
framework for the first-principle study of this theory in its non-perturbative regime, we
focus on extracting spectral densities from the Euclidean time dependence of correlation
functions estimated in Lattice QCD.

The first issue we tackled has been that of deriving an explicit, analytic, integral
solution of spectral densities in terms of Euclidean correlation functions. The problem
can be phrased as that of computing an inverse Laplace transform, a notoriously ill-posed
inverse problem that must be addressed in all cases where we are interested in directly
extracting spectral densities. When their convolution with analytically known kernels
is needed, an inverse problem is present whenever those kernels show non-analyticities,
such as poles that extend beyond multiparticle thresholds.
The main contribution of this Thesis in this context is the explicit, analytical solution
to perform this extraction. Spectral densities, as well as their smeared and subtracted
versions, are expressed as the integral of correlation functions with analytically known,
real and computable coefficients. This formalism has improved our comprehension of
different sources of error, allowing for independent analysis of statistical errors and
those induced by a finite temporal extent. The analytical control of the solution also
offers a deeper understanding and potential quantification of discretization and finite-
volume effects on spectral densities, which can be inferred from those of the correlation
functions. Furthermore, we have derived an analytical solution to the discrete problem
that maintains the remarkable property of being exact for any value of the lattice spacing
on an infinite lattice.

In addition, we have addressed the StN problem that affects the computation of
several correlation functions related to phenomenologically interesting quantities. In
multilevel algorithms, the locality of the theory is exploited in order to achieve a bene-
ficial exponential gain in the StN. However, the manifest locality is compromised once
fermionic degrees of freedom are integrated out. The resulting non-local dependence
of the fermion determinant on the gauge field limits our ability to simulate Lattice
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QCD with fermions through multilevel algorithms. To address this, we have carefully
defined a four-dimensional domain decomposition of the lattice, restoring the manifest
locality of the theory, up to a small, non-local remainder which can be easily included
into observables through a reweighting procedure. Using a one-dimensional domain de-
composition, the effectiveness of this approach as a variance reduction technique has
also been demonstrated in preliminary tests, including spectral reconstructions of the
R-ratio.

Although many technical challenges remain to be addressed, our results represent a
substantial theoretical advancement toward achieving competitive extractions of spectral
densities, which is our ultimate, long-term goal.
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Appendix A

Computational strategies in Lattice
QCD

In this Appendix, we extend the discussion of computational strategies for Lattice QCD
of Section 2.5. We refer to Ref. [82] for additional details.

The path integral formalism, paired with the Wick rotation to the Euclidean metric,
allows for a statistical interpretation of expectation values of observables. For sim-
plicity, let us consider a real scalar field ϕ with Euclidean space-time action S[ϕ].
Identifying p[ϕ] = 1

Z e
−S[ϕ], and defining the partition function Z = ∫ [dϕ]e

−S[ϕ] with
[dϕ] = ∏x dϕ(x), it is possible to study path integral averages of observables O = O[ϕ]

⟨O⟩ = ∫ [dϕ]p[ϕ]O[ϕ] (A.0.1)

so that Lattice QCD resembles a classical statistical system, where the states (the field
configurations) have a definite probability. All the following algorithms are based on
the assumption that such a probabilistic representation of the theory exists1. Given a
representative ensemble, namely a set of fields {ϕ1, . . . , ϕN} where each configuration
satisfies ϕi ∼ p[ϕ] such that the number of fields in a region R is ∫R[dϕ]p[ϕ] +O (

1√
N
),

1In the case of full QCD, slight modifications to the above discussion must be made. Being Grass-
mann variables, fermionic degrees of freedom must be integrated out before computing expectation
values for a probability distribution p[U] depending only on the gauge field configuration U . For in-
stance, for two degenerate quarks we have a similar representation as Eq. (A.0.1)

⟨O⟩ = ∫ [dU]p[U]O[U] , p[U] = 1

Z
{detD[U]}2e−SG[U] (A.0.2)

in terms of the standard gluonic action SG[U], of the Dirac operator D, and of the partition function

Z = ∫ [dU]{detD[U]}2e−SG[U] , [dU] = ∏
x,µ

dUµ(x) . (A.0.3)

If an additional, non-degenerate quark is added, its determinant is commonly treated by means of
rational approximations [95–97].
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we can estimate the expectation value in Eq. (A.0.1) as

⟨O⟩ =
1

N

N

∑
i=1
O[ϕi] +O (

1
√
N
) (A.0.4)

with the last term representing statistical errors. Note that translational symmetry is
preserved by periodic boundary conditions (which are the most common choice, except
for anti-commuting quark fields having anti-periodic ones in time) and can be exploited
to further reduce statistical errors, profiting from available data on the full lattice.

The statistical interpretation of expectation values of observables allows us to gen-
erate field configurations employing strategies which are common for thermal systems
in statistical mechanics, such as importance sampling to generate field configurations
given their probability distribution ∝ e−S , with S being the Euclidean classical action.
In Section A.1, we briefly introduce the concept of Markov chains before describing two
algorithms to achieve the above task, namely the Metropolis-Hastings [91, 92] and the
Hybrid Monte Carlo [93] ones. A more recent simulation paradigm is also discussed,
namely master-field simulations [81, 100] at large volumes. Given a representative en-
semble, Section A.2 in dedicated to the discussion of measurement strategies. These
simulation algorithms also allow for a statistical interpretation of the associated errors,
whose computation is detailed in Section A.3.

A.1 Simulation strategies: Monte Carlo and beyond

In this Section, we are interested in the generation of a representative field ensemble
given the underlying probability distribution of the field(s).

A.1.1 Markov chains

Let us consider a set of states {ϕk}Nk=1 and define the following quantities:

• Pjk ≡ P (ϕj → ϕk) is the transition probability from state ϕj to ϕk;

• ak is the probability that the initial state is ϕk;

• P
(n)
jk is the probability that, starting from the state ϕj , the final state after n

transitions is ϕk;

• f
(n)
jk is the probability that, starting from the state ϕj , the state ϕk is reached for

the first time after n steps.

We can define a Markov chain as a discrete stochastic process where the probability of
obtaining the sequence of states ϕ1, ϕ2, . . . , ϕn is given by

P (ϕ1, ϕ2, . . . , ϕn) = a1 × P (ϕ1 → ϕ2) × ⋅ ⋅ ⋅ × P (ϕn−1 → ϕn) . (A.1.1)

The state ϕj is called ergodic if it is
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1. recurrent, i.e. fjj ≡ ∑∞n=1 f
(n)
jj = 1;

2. aperiodic, i.e. ∄ t > 1: P (n)jj = 0 ∀n ≠ vt for some v;

3. not null, i.e. it has a finite average return time µ ≡ ∑∞n=1 nf
(n)
jj < ∞.

Ergodic Markov chains are Markov chains with all ergodic states2. Starting from a state
within a Markov chain, the latter is called irreducible if any other state that can be
reached is still within the same chain. It can be proven that for ergodic and irreducible
Markov chains a unique equilibrium probability distribution πk = limn→∞ P

(n)
jk ∀ j always

exists, which is invariant i.e. πk = ∑i πiPik.
As described before, we are interested in generating field configurations with a given
proability distribution. A possible way to define a Markov chain that, in the limit of
large Markovian time, reaches a target probability distribution Pi = Ri

∑j Rj
with Ri ≥ 0

∀ i (in our case, Ri = R[ϕi] = e−S[ϕi]) is given by the detailed balance condition

RiPij = RjPji . (A.1.2)

As seen above, if the Markov chain is ergodic, namely if infϕj ,ϕk Pjk > 0, then it has a
unique, invariant fixed point distribution. We can take

Pjk = PM(ϕj → ϕk) + δ(ϕi − ϕk) [1 − ∫ [dϕ]PM(ϕi − ϕ)] , PM ≥ 0 (A.1.3)

such that ∫ [dϕk]Pjk = 1 ∀ϕj . If PM satisfies the detailed balance condition

PS(ϕj)PM(ϕj → ϕk) = PS(ϕk)PM(ϕk → ϕj) , (A.1.4)

then PS is the fixed point probability distribution for the Markov chain defined with Pjk
as transition probability. Here PS is the analogous of P, defining R in Eq. (A.1.2).

A.1.2 Metropolis-Hastings

In order to generate an arbitrary distribution, the detailed balance condition must be
met, see Eq. (A.1.2). To do so, we can employ the Metropolis-Hastings algorithm [91,92]:

1. given an initial state ϕj , we propose ϕk with any probability Qjk;

2. we accept ϕk with acceptance probability Ajk =min [1,
RkQkj

RjQjk
] .

For the case of a real scalar field, we need to consider the detailed balance condition in
Eq. (A.1.4). We choose PM(ϕj → ϕk) = PC(ϕj → ϕk)PA(ϕj → ϕk) where PC(ϕj → ϕk)

and PA(ϕj → ϕk) are respectively the probability of proposing and accepting a new
2It can be proven that the states of a Markov chain are all of the same kind, namely it is sufficient

for one state to be ergodic for all of the states of the same Markov chain to be ergodic as well, i.e. for
the entire Markov chain to be ergodic.
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configuration ϕk. The detailed balance condition in Eq. (A.1.4) can be satisfied ∀PC with
a similar choice as for Ajk above, namely taking PA(ϕj → ϕk) =min [1,

PS(ϕk)PC(ϕk→ϕj)
PS(ϕj)PC(ϕj→ϕk) ].

If PC is symmetric, i.e. if PC(ϕj → ϕk) = PC(ϕk → ϕj), we find

PA(ϕj → ϕk) =min [1, e−∆S] , ∆S = S[ϕk] − S[ϕj] . (A.1.5)

The Metropolis-Hastings algorithm then consists of the following steps:

1. the initial configuration ϕ0 can be generated arbitrarily, since the results are inde-
pendent of this choice;

2. starting from the current configuration ϕn, we need to formulate a proposal ϕ′n
for the update of the field. A possible choice is to fix a lattice point x′ and define
ϕ′n(x) = ϕn(x) + δx,x′∆ (r −

1
2
), with ∆ > 0 and r a random number uniformly

distributed in [0,1), i.e. with a uniform and symmetric PC . This proposal is
therefore accepted with a probability given by PA in Eq. (A.1.5). Notice the
locality of the algorithm: at each step, the proposed configuration differs from the
previous one at most by the field configuration in one point. If the action is local,
this observation greatly simplifies the computation of ∆S in Eq. (A.1.5).

3. One sweep corresponds to a single iteration of the previous proposal step with the
corresponding update or reject for all the points x′ of our lattice. The observables
can be computed at each sweep, to then estimate

⟨O⟩ ≃
1

N − ntherm

N

∑
n=ntherm

O[ϕn] +O (
1

√
N − ntherm

) (A.1.6)

where ntherm denotes the number of sweeps skipped before starting the measure-
ments, allowing to perform them once the probability distribution has thermalized
i.e. reached the desired equilibrium one.

Notice that an ideal Markov chain thermalizes rapidly, keeping a high acceptance rate
at a low computational cost, while also having negligible autocorrelations.

A.1.3 Hybrid Monte Carlo

The field updates studied for the Metropolis-Hastings algorithm above are local, implying
a slow exploration of the configuration space. Furthermore, local algorithms usually show
increasing autocorrelations with the dimensionality of the system. It is therefore useful to
design a way to perform global updates which are also coherent to avoid low acceptance
rates. The Hybrid Monte Carlo (HMC) algorithm [93] satisfies these requirements.
The HMC algorithm relies on the Hamiltonian formalism, and here we present it for
the simple case of a real, scalar theory, with the generalization to non-Abelian gauge
theories similar to what we presented in Subsection 2.5.2 for the case of Lattice QCD
with fermions. We can follow the same steps detailed for that case, and here we recall
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that the fields ϕ of the theory, with Euclidean time action S[ϕ], and the auxiliary
conjugate moments π with quadratic action, satisfy Hamilton equations in Eq. (2.5.10)
with simulation time τ , which we rewrite for our case as3

dϕ(τ, x)

dτ
=
δH[ϕ,π]

δπ(τ, x)
= π(τ, x) ,

dπ(τ, x)

dτ
= −

δH[ϕ,π]

δϕ(τ, x)
= −

δS[ϕ]

δϕ(τ, x)
≡ −F(τ, x) .

(A.1.7)

Integration of Molecular Dynamics equations

Since MD equations in Eq. (A.1.7), see also Eq. (2.5.10), cannot be solved exactly for
any arbitrary form of the action, and thus of the force F , their numerical solution is
required. Different integration schemes have been devised, the most common ones being
for instance the leap-frog and Omelyan integrators [94] of different orders (i.e. with
different scalings of the error as powers of the integration step). In order to provide an
explicit example, we present the leap-frog integrator (LPF). We first need to divide the
integration interval [0, τ0] in N0 sub-intervals of size δτ such that τ0 = δτ N0. Note that
MD equations imply

π(τ + δτ) = π(τ) − δτ F(τ) +O (δτ2) ,

ϕ(τ + δτ) = ϕ(τ) + δτ π(τ) +O (δτ2)
(A.1.8)

which can be rewritten up to O (δτ2) errors also as

(
π(τ + δτ)

ϕ(τ)
) = (

π(τ) − δτ F(τ)

ϕ(τ)
) ≡ Iπ(δτ)(

π(τ)

ϕ(τ)
) ,

(
π(τ)

ϕ(τ + δτ)
) = (

π(τ)

ϕ(τ) + δτ π(τ)
) ≡ Iϕ(δτ)(

π(τ)

ϕ(τ)
) .

(A.1.9)

The LPF integration strategy consists in alternating updates of the fields π and ϕ as

(
π(τ0)

ϕ(τ0)
) = ILPF(N0, δτ)(

π(0)

ϕ(0)
) (A.1.10)

with4

ILPF = [Iπ (
δτ

2
) Iϕ(δτ)Iπ (

δτ

2
)]

N0

= Iπ (
δτ

2
) [Iϕ(δτ)Iπ(δτ)]

N0−1Iϕ(δτ)Iπ (
δτ

2
) .

(A.1.11)
3For each lattice site, the field π(x) in Subsection 2.5.2 was element of the symmetry group algebra,

while in this simple case it simply is a scalar (number). In the computation of the derivatives in
Eq. (A.1.7), for the non-Abelian case we have additional indices and need to correctly consider the
non-commuting group structure.

4In principle, it is possible to define ILPF also as ILPF = [Iϕ ( δτ2 ) Iπ(δτ)Iϕ (
δτ
2
)]N0 . These two

choices lead to compatible results, and we simply pick one to define the HMC algorithm.
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Despite H not being exactly conserved, since MD equations are not exactly solved, the
LPF integrator (as others also employed in Lattice QCD) is a symplectic integrator, i.e.

• it is time-reversible: ILPF(N0,−δτ)ILPF(N0, δτ) = 1 ∀N0, δτ ;

• it conserves phase-space measure: [dπ(τ0)][dϕ(τ0)] = [dπ(0)][dϕ(0)]

implying the conservation of a shadow Hamiltonian H̃[ϕ,π] = H[ϕ,π] +O (δτ2) along
the time evolution defined by the LPF integrator.

The algorithm

We can now define the HMC algorithm, as done in Subsection 2.5.2, summarized below
for the choice of a leapfrog integrator to solve MD equations in Eqs. (A.1.9). A single
global and coherent update of the field configuration consists in the following scheme.

1. A field π0(x) is generated with Gaussian probability PG[π] =
1
Zπ
e−

1
2 ∑x π(x)2 i.e.

with quadratic action in moments, independently of previous configurations.

2. The starting configuration ϕ0(x)must be set. The first configuration of the Markov
chain can be arbitrarily defined, since results do not depend on this choice (as it
happened for the Metropolis-Hastings algorithm). For each step following the first,
ϕ0(x) is instead set as the one reached at the previous step.

3. We need to set initial conditions for MD equations at τ = 0: ϕ0(x) → ϕ(0, x),
π0(x) → π(0, x). After fixing τ0 and δτ , the system is evolved until τ = τ0 by
integrating out MD equations with the LPF integrator with step δτ . The transition
probability is

PLPF((ϕ0, π0) → (ϕ
′, π′)) = δ(ϕ′ − ϕ(τ0))δ(π

′
− π(τ0)) . (A.1.12)

4. The proposed configuration (ϕ′, π′) = (ϕ(τ0, x), π(τ0, x)) would be accepted if MD
equations were exactly integrated. To account for integration errors and ensure
detailed balance, an accept-reject step is applied with acceptance probability

PA((ϕ0, π0) → (ϕ
′, π′)) =min [1, e−∆H] , ∆H =H[ϕ′, π′] −H[ϕ0, π0] . (A.1.13)

We shall now prove that the algorithm designed above is ergodic and it has the correct
fixed point distribution. In fact, the resulting transition probability for ϕ is

PM(ϕ→ ϕ′) = ∫ [dπ][dπ
′
]PG[π]PLPF((ϕ,π) → (π

′, ϕ′))PA((ϕ,π) → (ϕ
′, π′)) ,

(A.1.14)
so that PS[ϕ]PM(ϕ → ϕ′) = PS[ϕ

′]PM(ϕ
′ → ϕ) i.e. PM satisfies the detailed bal-

ance condition in Eq. (A.1.4) with respect to the desired distribution PS[ϕ] =
1
Z e
−S[ϕ].

This ensures that the transition probability defined in Eq. (A.1.3), with PM defined in
Eq. (A.1.14), has the correct fixed point distribution.
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A.1.4 Master-field simulations

A widely adopted strategy in Lattice QCD is that of master-field simulations [81, 100].
Numerical simulations of Euclidean lattice field theories usually proceed by generating
an ensemble of representative fields through a Markov process, as detailed above. The
ensemble averages of the observables of interest then provide stochastic estimates of their
field-theoretical expectation values. The idea here is both simple and very promising: if
theories are simulated on very large lattices, accurate results for the expectation values
may be obtained from a single representative field by applying averages of expectation
values on small, local and (ideally completely) independent blocks.

In Lattice QCD, the field variables in distant regions of a physically large lattice
fluctuate largely independently, a property that may be referred to as stochastic locality.
It is possible to compute translational averages over the entire lattice

⟪O(x)⟫ ≡
1

V
∑
z

O(x + z) = ⟨O(x)⟩ +O (V −1/2) . (A.1.15)

and their errors

⟨(⟪O(x)⟫ − ⟨O(x)⟩)2⟩ =
1

V
∑
y

⟨O(y)O(0)⟩c =
1

V

⎡
⎢
⎢
⎢
⎢
⎣

∑
∣y∣≤R
⟨O(y)O(0)⟩c +O (e

−mR)

⎤
⎥
⎥
⎥
⎥
⎦

=
1

V

⎡
⎢
⎢
⎢
⎢
⎣

∑
∣y∣≤R
⟪O(y)O(0)⟫c +O (e

−mR) +O (V −1/2)

⎤
⎥
⎥
⎥
⎥
⎦

,

(A.1.16)
where m describes the exponential decay of the correlator at large distances, while

∑
∣y∣≤R
⟪O(y)O(0)⟫c =

1

V
∑
∣y∣≤R
∑
z

[O(y + z) − ⟪O(y)⟫] [O(z) − ⟪O(0)⟫] (A.1.17)

and the O (e−mR), O (V −1/2) terms are respectively the systematic and statistical contri-
butions to the error of the error. Translational averages thus allow us to define unbiased
estimators for expectation values and to estimate the corresponding errors up to expo-
nentially small statistical uncertainties, and with power-like volume effects which are
negligible as long as we consider very large lattices. These FVEs might dominate over
other smaller but less controlled FVEs, eventually allowing to ignore them, as detailed
below for some of the many interesting applications of master-field simulations.

Topology fixing. The topological charge density q(x) defines the topological charge
of the gauge field Q = ∫ d

4xq(x), see Eq. (1.1.10). The SU(3) group has a non-trivial
topology and in the continuum formulation of the gauge theory its phase space is divided
into disjoint regions which are labeled by distinct values of Q. If the theory is studied on
a lattice, it turns out that the links’ phase space is not disjoint: regions with a different Q
from its continuum limit correspond to a small probability e−S , i.e. at sufficiently small
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lattice spacing configurations do not cross regions with fixed Q. Therefore, Lattice QCD
must be simulated with the correct fixed topology, even though QCD is not a theory with
a fixed topology, thus introducing unphysical FVEs in the simulations. In fact, fixed-
topology simulations give results for local correlation functions that differ from their
exact field-theoretical values by terms of O(V −1). Yet, in master-field simulations these
effects are parametrically smaller5 than the statistical errors of O(V −1/2). This shows
that master-field simulations can provide a solution to the infamous topology-freezing
problem in Lattice QCD if the physical size of the lattice is large enough.

HMC. The use of global operations seems to be unnatural in local theories, but it
should be reconsidered when very large lattices are simulated. For instance, global
operations are necessary to evaluate ∆H in the accept-reject step of the HMC algorithm,
correcting for the inexact numerical integration of MD equations. Due to floating point
errors with alternating signs, ∆H ∝

√
V ϵp (rather than V ϵp), where ϵ is the step size of

the MD integrator of order p. The acceptance probability is computed as min [1, e−∆H],

which means that we need ϵ∝ V
− 1

2p for a reasonable acceptance rate. Furthermore, the
computation of ∆H is affected by a loss of significance.
These problems are caused by the use of global operations and can be therefore avoided
by updating the field variables in a small, local block (sub-lattice) while keeping the other
field variables fixed. In this way, the error on the accept-reject step are proportional to
the (small) volume of this block, even if more accept-reject steps are needed in order to
update the field configuration on the whole lattice. The localization of the simulation is
relatively straightforward for a pure gauge theory, but it is highly non-trivial in presence
of the sea quarks. In Chapter 4 a one-dimensional division of the lattice in (thick) time
slices allows to solve this issue for fermionic theories, alongside with our new proposal
for localizing the algorithm with a four-dimensional domain decomposition.

A.2 Measurement strategies: the computation of quark propagators

Besides the generation of gauge-field configurations, the most time-consuming aspect of
a full Lattice QCD study is the measurement part, namely the computation of quark
propagators. This ultimately amounts to inverting the Dirac equation

Dψ(x) = η(x) (A.2.1)

with the massive lattice Dirac operator D, the known source η(x) and the desired
solution ψ(x). The usual method to solve this linear equation is to minimize the residue

r(x) = η(x) −Dφ(x) (A.2.2)
5Note that, if a single representative field is generated, all the computational work is done in the

thermalization phase required for the Markov chain to reach its fixed point. In order to reduce the cost,
the fields are usually initialized from thermalized configurations on smaller lattices through reflections
at the lattice planes, allowing for fixed-topology effects to be of O(V −1) and not larger.
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of the approximated solution φ(x). This can be achieved by applying iterative methods,
the most common ones being Krylov-space solvers such as (generalized) conjugate gra-
dient methods. The solution ψn at the n-th step is found as the one with minimal norm
of the residue rn = η −Dψn within the n-th dimensional Krylov space Kn, which is the
complex linear space generated by η, Dη, D2η, . . . , Dn−1η. For instance, the generalized
conjugate gradient method leads to the solution

ψn =
n−1
∑
l=0

l

∑
j=0

cl alj rj (A.2.3)

with known coefficients {cl}n−1l=0 and {alj}
j=0,...,l
l=0,...,n−1 from

rn = η −
n−1
∑
l=0
⟨χl, η⟩χl , χl =

l

∑
j=0

aljDrj (A.2.4)

where r0 = η and {χl}n−1l=0 is any orthonormal basis of DKn, and usually n ∈ [16,32].

A.2.1 Preconditioning

A common strategy to substantially improve the convergence properties of the iterative
methods used to invert the Dirac equation is to precondition the initial equation, i.e. to
solve a slightly modified one LDRϕ = Lη for ϕ, to then recover the solution as ψ = Rϕ,
with ideally D ≈ L−1R−1. A common choice for the Wilson–Dirac operator is to apply
even-odd preconditioning. We can apply an even-odd lattice decomposition and compute

D = (
Dee Deo

Doe Doo
) , L = (

1 −DeoD
−1
oo

0 1
) , R = (

1 0

−D−1ooDoe 1
) (A.2.5)

with the diagonal blocks Dee, Doo defined as the projection of the initial matrix to even,
odd domains, thus avoiding mixing different lattice points and being easy to invert. The
preconditioned system amounts to inverting

LDR = (
D̂ 0

0 Doo
) , D̂ =Dee −DeoD

−1
ooDoe (A.2.6)

where inverting the Schur complement D̂ is usually 2× or 3× faster than doing so for D.
Another common choice is to define a preconditioner through the Schwarz alternating
procedure [187–191], see also Subsection 4.2.3.

A.2.2 Low-mode deflation

As already detailed in Subsection 1.4.2, the spontaneous breaking of chiral symmetry
is related to the low modes of the Dirac operator through the Banks-Casher relation,
see Eq. (1.4.30). It is both physically intuitive and numerically recommended at small
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quark masses to treat these modes independently of the other ones. The idea is to
project and exactly compute the solution on the space spanned by the first (smallest)
few eigenvalues. The solution on the remaining space can be found by solving a better-
conditioned system with standard, iterative algorithms.
The computation of the lowest eigenvalues and the corresponding eigenvectors might get
prohibitively expensive, since the required computer time grows rapidly with the lattice
volume6. In order to overcome this issue, a deflation strategy has been defined that does
not require the exact knowledge of the low modes. It is possible to study the solution
projected on the subspace generated by any set {ϕk}Nk=1 of N orthonormal quark fields,
with Pψ = ∑Nk=1 ϕk⟨ϕk∣ψ⟩. Defining the projectors

PL = 1 −DP (PDP )
−1P , PR = 1 − P (PDP )

−1PD (A.2.7)

and the projections

ψ∣∣ = (1 − PR)ψ , ψ⊥ = PRη , η∣∣ = (1 − PL)η , η⊥ = PLη (A.2.8)

we can split the Dirac equation into two decoupled equations

Dψ∣∣ = η∣∣ , Dψ⊥ = η⊥ . (A.2.9)

The solution ψ∣∣ = P (PDP )
−1η can be easily found, and ψ⊥ can be computed with

standard iterative methods through the inversion of D̂ = PLD(1 − P ) (usually with an
additional preconditioning step), a system which might be better conditioned than D,
depending on how much 1 − P effectively approximates the subspace spanned by the
low modes of D†D. A possible strategy is to introduce a domain decomposition of the
lattice in non-overlapping blocks to define P as the projector on a set of orthonormal
fields on each block. In this case, an important rôle is played by the property of local
coherence [82], i.e. the requirement of O(V ) low modes of the Dirac operator aligning
to a lower dimensional linear space on each small block of lattice points.

A.2.3 Random sources

The main idea of using random sources [82, 103] is to exploit the decoupling of link
variables in distant regions of a large lattice to average over almost independently sam-
pled hadron propagators computed at a set of stochastically selected and distant source
points, reducing statistical fluctuations but increasing computational costs, since quark
propagators must be recomputed at each point. Random sources can be regarded as

6Recall the Banks-Casher relation limλ→0 limm→0 limV→∞ ρ(λ,m) = 1
π
Σ, see Eq. (1.4.30), where

Σ = − limm→0 limV→∞⟨uu⟩ is the quark condensate, ρ(λ,m) = 1
V ∑

∞

k=1⟨δ(λ − λk)⟩ is the average spectral
density of the eigenvalue λ = λk + im of the Dirac operator with mass m, and λk are the eigenvalues
of the massless Dirac operator. It follows that the number of low modes of D†D with eigenvalues
αk =m2 +λ2

k ≤M2 is ν(M,m) ≃ 2
π
ΛΣV , Λ2 =M2 −m2. Since ν(M,m) ∼ V , an effective deflation of the

Dirac equation requires O(V ) deflated modes, with O(V 2) cost.
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a set of additional fields that are decoupled from the dynamical ones (the degrees of
freedom of the theory). Therefore, physical quantities are independent of the details of
the generation of such sources. For Gaussian random fields, for instance, we can con-
sider a multiplet of pseudo-fermion fields on the fixed-time spatial lattice {ηi(x)}Ns

i=1 with
quadratic action Ss[η] = ∑

Ns
i=1⟨ηi, ηi⟩ such that ⟨ηi(x)ηj(y)†⟩s = δijδx−y. We randomly

generate the source fields with probability density ∝ e−Ss[η] for each gauge-field config-
uration in a representative field ensemble. We consider observables O[U, η] depending
both on the gauge field U and on the random sources η, easily recovering (using Wick’s
theorem, as long as O[U, η] is a polynomial in η) ordinary (non-stochastic) observables
by integrating out the sources. For instance

O =
1

Ns

Ns

∑
i=1
∑
x,y

ηi(x)
†S(x, y)∣

x0=y0
ηi(y) , ⟨O⟩s = ∑

x

Tr{S(x,x)} (A.2.10)

allowing the trace in the last equation to be estimated stochastically. These sources
allow to reduce statistical fluctuations thanks to volume averages, being beneficial in
many cases e.g. for the computation of the pion propagator. Additional refinements
can be made, e.g. combining this strategy with low-mode averaging [104–106], with
additional care to be put for the estimation of single-trace propagators and differences of
propagator traces for disconnected correlation functions, see Ref. [99] and the discussion
in Appendix H. In general, we emphasize the need to carefully analyze the variance of
any proposed stochastic observable before applying random source methods in order to
achieve a good scaling of statistical errors with the lattice volume.

A.3 Statistical analysis

Building on the results discussed so far, we are now able to extract physical observ-
ables from Lattice QCD simulations. Besides, we must be able to provide a consistent
error estimation, since any measurement without the knowledge of its uncertainty is
completely meaningless. This is based on correct error propagation, which usually is a
non-trivial task due to non-linearities in the measurement process. Resampling tech-
niques, such as the jackknife or the bootstrap methods, allow to estimate errors with
minimal efforts with the assumption of negligible correlations, while the slightly more
involved Γ-method [252] is always able to provide a conservative error estimate. We are
now going to describe these strategies, and for further discussions on this topic we refer
to Refs. [253,254]. Also, for practical purposes, the error analysis in this Thesis has been
performed with the pyobs package [255].

Let us considerN measurementsOi of an observableO performed at the equilibrium
configurations ϕi, i.e. Oi = O[ϕi], i = 1, . . . ,N . It follows that

O ≡
1

N

N

∑
i=1
Oi = ⟨O⟩ +O (

1
√
N
) , ⟨O⟩ ≡

1

Z
∫ [dϕ]e

−S[ϕ]
O[ϕ] , ⟨O⟩ = ⟨O⟩ (A.3.1)
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defines an unbiased estimator for the mean value of observables, where the average ⟨O⟩
can only be computed assuming ideally either an infinitely long Markov chains with
different starting configurations and sequences of random number, or a single infinitely
long Markov chain with infinitely-many samples. Uncorrelated measurements satisfy
⟨OiOj⟩ = ⟨Oi⟩⟨Oj⟩ ∀ i ≠ j. Their errors and the corresponding unbiased estimator are

σ2O =
σ2O
N

, ∆2
O =

1

N
×

1

N − 1

N

∑
i=1
(Oi −O)

2
, ⟨∆2

O⟩ = σ
2
O . (A.3.2)

For correlated measurements, i.e. such that ⟨OiOj⟩ ≠ ⟨Oi⟩⟨Oj⟩, it is useful to introduce
the autocorrelation function and its corresponding estimator as

ΓO(t) = ⟨OiOi+t⟩ − ⟨O⟩
2 , ΓO(t) =

1

N − t

N−t
∑
i=1
(Oi −O)(Oi+t −O) . (A.3.3)

In a homogeneous Markov chain, transition probabilities are independent of markovian
time (number of update steps performed since the initial configuration). The autocor-
relation function is independent from markovian time as well, so that

σ2O =
σ2O
N

2τOint , τOint =
1

2
[1 + 2

N−1
∑
i=1

ΓO(t)

ΓO(0)
] (A.3.4)

with the corresponding estimators

∆2
O =

∆2
O
N

2τOint , τOint =
1

2
[1 + 2

N−1
∑
i=1

ΓO(t)

ΓO(0)
] . (A.3.5)

Based on Eq. (A.3.4), the effect of the quantity 2τOint can be interpreted as an effective
correction to the naïve estimate of the error σ2O = σ

2
O/N due to the presence of correla-

tion. Assuming uncorrelated measurements, where 2τOint = 1, we would correctly retrieve
this estimate, while the presence of correlations implies 2τOint > 1, reducing the number
of effectively independent samples.

A.3.1 The jackknife method

For the moment, let us assume that the measurements Oi are uncorrelated (otherwise,
see the following discussion of the Γ-method). This can be achieved either by skipping
or by binning (averaging) measurements once every 2τOint steps. Suppose we want to
estimate a function F (⟨a⟩, ⟨b⟩), with a, b being primary observables, such as Wilson
loops, quark-line diagrams or any other function of the gauge field, from which physical
quantities as F can eventually be obtained. From the central limit theorem it follows
that

a ≡
1

N

N

∑
i=1
ai = ⟨a⟩ +O (

1
√
N
) , b ≡

1

N

N

∑
i=1
bi = ⟨b⟩ +O (

1
√
N
) (A.3.6)
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implying

F = F (a, b) = F (⟨a⟩ + (a − ⟨a⟩), ⟨b⟩ + (b − ⟨b⟩))

= F (⟨a⟩, ⟨b⟩) +
∂F

∂a
∣
⟨a⟩,⟨b⟩

(a − ⟨a⟩) +
∂F

∂b
∣
⟨a⟩,⟨b⟩

(b − ⟨b⟩) +O (
1
√
N
) .

(A.3.7)

We can estimate the corresponding variance from

σ2F = (
∂F

∂a
∣
⟨a⟩,⟨b⟩

)

2

σ2a + (
∂F

∂b
∣
⟨a⟩,⟨b⟩

)

2

σ2
b
+ 2 (

∂F

∂a

∂F

∂b
)∣
⟨a⟩,⟨b⟩

Cov(a, b) (A.3.8)

with Cov(a, b) = ⟨(a − ⟨a⟩)(b − ⟨b⟩)⟩. This method does not seem too appealing nor it
is practical for arbitrarily complicated functions of any number of primary observables.
For this reason, an alternative and more sensible procedure was developed: the jackknife
method. We introduce the jackknife variables for primary observables

aJk ≡
1

N − 1

N

∑
i=1,i≠k

ai = a −
ak − a

N − 1
→ aJ = a ,

[∆J
a ]

2
≡
N − 1

N

N

∑
k=1
(aJk − a

J)
2
=∆2

a

(A.3.9)

i.e. it is possible to compute their mean and error to retrieve the exact same values
of those of primary observables. The value of this method resides in the fact that this
property holds true also for jackknife variables of derived observables, i.e.

F Jk = F (a
J
k) → F

J
= F (aJ) = F (a) = F ,

[∆J
F
]
2
≡
N − 1

N

N

∑
k=1
(F Jk − F

J
)
2
=∆2

F

(A.3.10)

as well as for derived observables depending on more variables, allowing for a simple
computation of the error for arbitrary composite functions.

A.3.2 The Γ- method

The jackknife method is based on the assumption of the absence of autocorrelation in
the measurements. Here we are going to provide a simple, executive summary of the
more general Γ-method, detailed in Ref. [252]. The aim is to explicitly estimate the value
of τOint as the integral of the autocorrelation function in Eq. (A.3.4) in order to correctly
estimate errors, avoiding the often imprecise assumption of absence of autocorrelation.
In order to do so, we exploit a property of the autocorrelation function, namely its
exponential decay at large markovian times t. Let τ be the finite characteristic timescale
of the exponential decay of Γ, such that Γ(t) ∝ e−∣t∣/τ at large t. We can now introduce
an upper bound t =W to truncate the integral, with the resulting truncation error being
estimated by integrating the tail, using the exponential decay as an approximation for
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the autocorrelation function. The resulting error will be twofold, one of a systematic
and the other of a statistical nature, with the corresponding approximate estimates
behaving like e−W /τ and 2

√
W /N respectively. The idea is to determine the optimal

value W ∗ of W that minimizes the absolute value of the sum of these two contributions.
Note that the quantity 2W ∗ plays a similar rôle to the bin length B in the binning
procedure, where the systematic error on the error estimate behaves like τ/B, both for
the ordinary binning and for the jackknife strategies, while the statistical error on the
error is

√
2B/N . Also for this case it is possible to find the optimal value of the bin size

and of the corresponding total error. The advantages of the Γ-method, with its explicit
analysis of autocorrelation functions, with respect to binning, can be understood from
the resulting behavior of the systematic error on the error, decaying much faster in the
first case (exponentially) than in the second one (like 1/W ). This in turn allows for a
better estimator of the error on the error.
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Appendix B

Quantization condition

Lattice QCD simulations are defined in a finite volume, causing the QCD spectrum to
become discrete. Therefore, generic zero-momentum correlation functions1

C(x0) = ∫ d3x ⟨O†
(x0,x)O(0)⟩ (B.0.1)

can be represented in a finite-volume of spatial length L as

C(x0;L) = ∑
n

Cn(L)e
−En(L)∣x0∣ , Cn(L) = ∣⟨0∣O(0)∣n⟩∣

2 (B.0.2)

in terms of the finite-volume spectrum En(L) and matrix elements Cn(L). The associ-
ated spectral density is then

ρ(ω;L) = ∑
n

Cn(L)δ(ω −En(L)) . (B.0.3)

In the low-energy regime, the finite-volume spectrum and matrix elements can be directly
computed from lattice correlation functions. For instance, single-particle states can be
safely extracted from a fit of the exponential temporal dependence of Eq. (B.0.2), since
they are affected only by exponentially suppressed finite-volume effects (FVEs), due
to virtual pions propagating in periodic systems. In typical Lattice QCD applications,
where mπL ≥ 4, their magnitude is generally around or below a few percent. In the
following discussion, these terms will be neglected. Multiparticle states are much more
sensitive to the exponential increase of the StN described in Section 2.6, requiring more
sophisticated alternatives for their extraction, such as the the GEVP [256] method, or
a solution to the StN problem, such as multilevel algorithms [1, 4, 83–88]. Additionally,
when at least two particles are involved, the finite-volume spectrum and matrix elements
show instead power-like FVEs that cannot be neglected.

As shown in the seminal works of Refs. [50,51] for the case of two-to-two scattering
in a scalar theory at energies below the inelastic threshold, the finite-volume dependence

1The discussion is straightforwardly generalizable to higher momenta projections, which we do not
address here for simplicity.
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of the spectrum can be directly related to infinite-volume amplitudes. This relation is
often referred to as quantization condition and it holds up to terms that are exponentially
suppressed in the spatial volume. In this Appendix, we briefly review this case. Note
that a similar correspondence is also valid for matrix elements [52].

Since we are focusing on FVEs, we set the QFT in a torus of spatial length L and
infinite temporal length. We follow the derivations in Refs. [53,54], considering the case
of 2 → 2 scattering at energies strictly below the inelastic threshold. In this kinematic
regime, the s-channel is the only one that involves the exchange of virtual particles
that can potentially go on-shell. Once the theory is set in a finite volume, momenta
are discretized and the integrals over the momenta of virtual particles become discrete
sums. The differences of finite-volume sums and infinite-volume integrals can be studied
through the Poisson summation formula, which in one dimension reads

1

L
∑
n∈Z

g (kn) = ∫
dk

2π
g(k) +∑

l≠0
∫

dk

2π
eiLlkg(k) , kn =

2π

L
n . (B.0.4)

The last term on the r.h.s. of this equation represents the sum-integral difference for the
function g(k), which decreases exponentially as L→∞ for analytic functions, while for
other cases its decay is power-like. These non-analiticities are related to the presence of
particles propagating within internal loops that may potentially go on-shell. Therefore,
for the case we are studying, power-like FVEs can only arise in the s-channel, whose
contribution can be explicitly isolated exploiting the non-perturbative Bethe-Salpeter
equation. This separation allows to study the sum-integral difference between finite and
infinite-volume contributions using the Poisson summation formula, as described above.
In 1+1 dimensions, we can express the finite-volume scattering amplitude as

M2L(s) =
8q
√
s

cot δ (q) + cotϕ (q,L)
, q =

1

2

√
s − 4m2 (B.0.5)

for a process with two particles with total initial energy
√
s in their center-of-mass frame.

Above, we introduced ϕ(q,L) by rewriting the sum-integral difference as

cotϕ(q,L) =
x

π
[∑
n

−PV∫ dn]
1

x2 − n2
, x =

qL

2π
, (B.0.6)

while the infinite-volume scattering phase shift δ(q) is related to the infinite-volume
scattering matrixM2 through

Re(M−1
2 )(s) =

q cot δ(q)

8q2
√
s

. (B.0.7)

The finite-volume spectrum is thus given by all the solutions to the quantization condi-
tion

cot δ(q) + cotϕ(q,L) = 0 i.e. 2δ(q) + qL = 2πn ,n ∈ Z (B.0.8)
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where δ(q) encodes infinite-volume dynamics and ϕ(q,L) finite-volume kinematics. In
the 3+1 dimensional case, a careful estimation of the sum-integral difference leads to a
similar quantization condition as in Eq. (B.0.8) of the form

det [M−1
2 (q) + F

iϵ
2 (q,P, L)] = 0 (B.0.9)

where the determinant is computed in the space of angular momentum in the center-of-
mass frame of the two on-shell particles with spatial momentum P. We note that we
can again clearly separate the infinite-volume dynamics contribution of M2 from the
finite-volume kinematic effects, encoded in F iϵ2 , which is a matrix of geometric functions
in angular momentum space that encodes how angular momentum states mix due to
the reduced symmetry of the finite-volume system, generalizing to the 3+ 1 dimensional
case the term cotϕ(q,L). Similar arguments hold for FVEs in matrix elements [52,53].

Incredible progress has been and is being made in generalizing these quantization
conditions to more and more difficult cases [53,54,126–142]. For instance, two particles
with different masses and spins can be studied as well, and all the relevant cases involving
2 initial particles have been analyzed, see Ref. [142] for a review on this topic. The more
complicated case of 3 particles is an active area of research, recently reviewed in Ref. [54].
It is based upon the knowledge of the 2-particle scattering, and it is limited to specific
energy ranges as well. Extensions to 4 scattering particles would then be based on the
full knowledge of 2 and 3 scattering particles, with increasing difficulties arising in the
definition of the corresponding quantization conditions, hindering the study (through
these finite-volume methods, at least) of phenomenologically interesting processes such
as B → ππ, where the threshold for producing more than 30 pions is open.
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Appendix C

Spectral densities and the inverse
problem in QCD

In this Appendix, we provide more details on the examples of spectral densities in Quan-
tum Chromodynamics (QCD) discussed in Chapter 3, discussing the inverse problems
to be solved in the cases of deep inelastic scattering, semileptonic inclusive decays of
heavy hadrons, and the extraction of transport coefficients in thermal QCD.

C.1 Deep inelastic scattering

Deep inelastic scattering (DIS) is the study of collisions of high-energy (“deep”) hard
leptons with fixed hadronic targets via virtual photon exchange (energies are far below
than those needed to produce a Z-boson). The kinematics of the process is described in
Fig. C.1, where a hard lepton with mass mℓ carrying initial momentum k collides with a
hadron with mass M and momentum p through the exchange of a hard spacelike photon
with momentum q s.t. Q2 = −q2 > 0, producing a final hadronic state X with mass
MX which is usually not detected, thus allowing us to obtain information only on total
(inclusive) rates. The scattering process is deep as Q2 ≫M2

X ≫ m2
ℓ . We are interested

in the unpolarized cross section in the nucleon rest-frame

dσ =
e4

Q4 ∫
d3k′

(2π)32ωk′

4πLµνWµν(p, k − k
′)

2k0 2M
(C.1.1)

where the leptonic tensor

Lµν = 2(kµk′ν + kνk′µ − gµνk ⋅ k′) (C.1.2)

and the hadronic one

Wµν(p, q) =
1

4πnλ
∑
λ
∫ d4xeiqx⟨N,p, λ∣V em

µ (x)V
em
ν (0)∣N,p, λ⟩ (C.1.3)

= F1 ⋅ (−gµν +
qµqν

q2
) +

F2

p ⋅ q
(pµ −

(p ⋅ q)qµ

q2
)(pν −

(p ⋅ q)qν
q2

) (C.1.4)
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k k′

q = k − k′

p pX = p + q

Figure C.1: Deep Inelastic Scattering of a
proton colliding with a hard lepton, carrying
initial momenta p and k respectively, via the
exchange of a virtual, space-like photon with
momentum q.

p

pℓ

pν

X

Figure C.2: Semileptonic weak decay of a
heavy meson HQ → ℓ+ νℓ +X, with the initial
meson HQ carrying momentum p and the final
lepton ℓ and antineutrino νℓ with momenta pℓ
and pν respectively.

are factorized. In Eq. (C.1.3), ∣N,p, λ⟩ is a stable single-particle QCD state for a nu-
cleon with flavor label N , total three-momentum p and projection λ of the spin along
the z-direction. The total number of spin states nλ is 2 for a nucleon, while V em

µ is
the electromagnetic current defined in Eq. (3.3.3), and F1, F2 are structure functions,
depending only on the scalar quantities q2 and (p ⋅ q). The unpolarized cross section for
the inclusive process (e + p→ e′ + hadrons) depends on these as

d2σ

dxdy
=
e4Mq0

2πQ4
[xyF1 + (1 − y)F2] (C.1.5)

where the Bjorken-x is x = Q2

2Mq0
and y =

(p⋅q)
(p⋅k) =

q0

k0
is the fractional energy loss of the

lepton in the nucleon reference system. The hadronic tensor can be extracted directly
from the Euclidean time correlation function projected to definite spatial momentum
px [107]

Cµν(τ,px;p) =
1

4πnλ
e−ωpτ

∫ d3x ei(p−px)⋅x∑
λ

⟨N,p, λ∣Jem
µ (τ,x)J

em
ν (0)∣N,p, λ⟩

(C.1.6)
by inverting the Laplace transform

Cµν(τ,px;p) = ∫
∞

0
dp0x e

−p0xτWµν(p, px − p) . (C.1.7)

Our ability to perform the inverse transform of Eq. (C.1.7) would allow a direct estimate
of the spectral density Wµν , from which the structure functions of the nucleon F1 and
F2 can be extracted, from the knowledge of the correlation function in Euclidean time,
measured e.g. from lattice simulations.

C.2 Semileptonic decays of heavy hadrons

The study of semileptonic decays of heavy hadrons HQ containing a heavy quark Q

(such as B and D mesons, containing one b and c quark respectively) represents a rel-
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atively clean environment to test the Standard Model since these decays involve both
a quark transition and a lepton in the final state. For instance, we can think of the
decay HQ → ℓνℓX shown in Fig. C.2, where X represents any hadronic state compatible
with the decay. Inclusive semileptonic decays of heavy mesons (e.g. B and D) allow to
extract the Cabibbo-Kobayashi-Maskawa (CKM) matrix elements, and the presence of
discrepancies [30] between their current inclusive and exclusive experimental measure-
ments (by LHCb, Belle, Belle II, BaBar) call for urgent theoretical predictions of e.g.
∣Vcb∣ [171] and ∣Vub∣, allowing to test CP violations in the Standard Model by studying
the unitarity of the CKM matrix.

For the case shown in Fig. C.2, as it happened for DIS it is possible to factorize the
leptonic and hadronic contributions to the differential decay width [107]

d3Γ

dEℓ dq2 dq0
=
G2
F ∣VQq ∣

2

8π3
LµνW

HQ→X
µν (C.2.1)

where GF is the Fermi constant, Eℓ is the lepton energy, q = pℓ + pν so that q2 > 0 and
q0 are the ℓ − νℓ invariant mass and energy respectively. The leptonic tensor here is

Lµν = pµℓ p
ν
ν + p

ν
ℓ p
µ
ν − (pℓ ⋅ pν)g

µν
− iϵµνρσpℓ,ρpν,σ , (C.2.2)

while the hadronic tensor is

W
HQ→X
µν (v, q) =

1

2MHQ

∫ d4xe−iqx⟨HQ,p∣J
†
µ(x)Jν(0)∣HQ,p⟩ (C.2.3)

where vµ = pµH/MHQ
is the four-velocity of the stable single-particle QCD state ∣HQ,p⟩

for the heavy hadron HQ containing the heavy quark Q, with total three-momentum
p, while Jµ = qγµ(1 − γ5)Q is the flavor-changing current with one light and one heavy
flavor, associated to the spinors q and Q respectively. The hadronic tensor Wµν can
again be decomposed into structure functions. It can also be interpreted as a transition
spectral function and related via a Laplace transform [107]

C
HQ→X
µν (τ,px;p) = ∫

∞

0
dp0x e

−p0xτW
HQ→X
µν (p, px − p) (C.2.4)

to the Euclidean time correlation function projected to definite spatial momentum px

C
HQ→X
µν (τ,px;p) =

1

2MHQ

e−ωpτ
∫ d3x ei(p−px)⋅x⟨HQ,p∣J

†
µ(τ,x)Jν(0)∣HQ,p⟩ . (C.2.5)

Our ability to extract WHQ→X
µν from C

HQ→X
µν again would allow us to compute the

corresponding structure functions.
Notice the strict analogy between the formulae for this and the DIS case. As a

matter of fact, these two examples can be straightforwardly generalized in order to
extract total decays or transition rates into final states with any number of hadrons (i.e.
considering all out-states with a given set of QCD quantum numbers). These quantities
are integrated out w.r.t. hadronic degrees of freedom, but in principle they can be
differential w.r.t. non-hadronic degrees of freedom such as those related to photons or
leptons. We refer to Ref. [107] for further details.
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C.2.1 Total inclusive semileptonic decay rates

The specific case where one is interested in extracting total inclusive semileptonic decay
rates has been studied in Ref. [108], see also Chapter 3 of Ref. [172]. Taking as an
example inclusive decays Bs → ℓνℓX, they are characterized by a sum over all possible
final states allowed by the kinematics of the specific b → c weak transition, with the
state X possibly including multiparticle states besides single-particle ones (such as Ds).
The differential decay rate, already given in Eq. (C.2.1), can be integrated out in order
to obtain the total decay rate as

Γ =
G2
F ∣Vcb∣

2

24π3
∫

qmax
2

0
dq2
√
q2

2

∑
l=0
X
(l)
(q2
) , X

(l)
(q2
) = ∫

ωmax

ωmin

dωX(l)(q2, ω) (C.2.6)

where ω and q are the energy and three-momentum of the final-state hadron respectively,
ωmin =

√
M2
Ds
+ q2, ωmax =MBs −

√
q2, qmax

2 =
M2

Bs
−M2

Ds

4M2
Bs

and where

X(0)(q2, ω) = q2WBs→X
00 +∑

i

(q2i − q
2
)WBs→X

ii +∑
i≠j
qiWBs→X

ij qj ,

X(1)(q2, ω) = −q0∑
i

qi(WBs→X
0i +WBs→X

i0 ) , X(2)(q2, ω) = q20∑
i

WBs→X
ii .

(C.2.7)

Inclusive hadronic decays of the τ lepton have been studied in Ref. [173], obtaining

Γ
(τ)
ud =

G2
F ∣Vud∣

2m2
τ

16π
∫

1

0
ds (1 − s)2 [(1 + 2s)ρT (s) + ρL(s)] (C.2.8)

where the integration variable is s = q2/m2
τ . The transverse and longitudinal spectral

form factors, ρT (s) and ρL(s) respectively, are given by the decomposition of the spectral
density tensor

ρµνud(q) = ⟨0∣J
µ
ud(0)(2π)

3δ4(P− q)Jνud(0)∣0⟩ = (q
µqν − q2gµν)ρT (q

2
) + qµqνρL(q

2
) (C.2.9)

with the current Jµud = uγ
µ(1−γ5)d and the QCD 4-momentum operator P. This spectral

density is the inverse Laplace transform of the correlation function at positive Euclidean
time τ > 0 and projected to fixed spatial momentum q

Cµνud (τ,q) = ∫ d3x e−iq⋅x⟨0∣Jµud(τ,x)J
ν
ud(0)

†
∣0⟩ = ∫

∞

0
dω e−ωτρµνud(ω,q) . (C.2.10)

It is now even clearer that a procedure to extract the spectral densities, represented above
by the hadronic tensor WHQ→X

µν and by ρµνud , from measurements of Euclidean time cor-
relation functions, denoted above as CHQ→X

µν and Cµνud , is of primary importance, also for
the study of semileptonic decays. If we want to compute hadronic structure functions,
then the inverse Laplace transform of Eqs. (C.2.4) or (C.2.10) must be directly solved. If
we are interested instead into inclusive hadronic decay widths, Eqs. (C.2.6) and (C.2.8)
must be solved. We note that in both equations the integration interval is limited by the
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kinematics of the process to energies below MB and mτ respectively, effectively insert-
ing a Heaviside step-function, whose inverse Laplace transform cannot be analytically
computed1. As discussed in Section 3.2, this prevents us from rewriting the integrals in
Eqs. (C.2.6) and (C.2.8) in the time-momentum representation, necessitating the inverse
problem to be addressed in a different way.

C.3 QCD transport coefficients

Non-static properties of the quark-gluon plasma i.e. QCD transport coefficients can
be extracted from hadronic spectral densities at finite temperature as well [109]. For
instance, the shear viscosity in SU(3) gluodynamics is given by [110,174–176]

η(T ) = π
dρ

dω
∣
ω=0

(C.3.1)

at temperature T = 1/L0 = 1/β, where the spectral density ρ(ω) is related to the two-
point function of the energy-momentum tensor

C(x0) = L
5
0∫ d3x ⟨T 12(0)T 12(x0,x)⟩ , Tµν = F

a
µαF

A
να −

1

4
δµνF

a
ρσF

a
ρσ (C.3.2)

by a slightly modified Laplace transform of the form

C(x0) = L
5
0∫

∞

0
dω ρ(ω)

cosh[ω(L0/2 − x0)]

sinh[ωL0/2]
(C.3.3)

to take into account thermal effects.

1It can be seen for instance by inserting the representation

θ(MB − ω) = −
1

2πϵ
lim
ϵ→0
∫
∞

−∞

dx

x + iϵ e
ix(MB−ω) (C.2.11)

inside the Bromwhich integral in Eq. (3.2.3).

109



Appendix D

Projectors on inner boundaries

Starting from the action
S = ∑

x,y

ψ(y)D(y, x)ψ(x) , (D.0.1)

where D has the form described in Subsections 2.3.2 or 2.4.1, it is possible to extract the
explicit form of hopping terms, which are only due to DW in Eq. (2.3.11) or Eq. (2.4.5):

D(x,x + aµ̂) = −Uµ(x)
1 − γµ

2
, D(x,x − aµ̂) = −U †

µ(x)
1 + γµ

2
(D.0.2)

and there is no hopping between lattice points whose distance is larger than one lattice
spacing in any direction of the lattice. Projectors on the inner boundary ∂Λi of the
domain Λi are defined as

P∂Λi
DΛi,j =DΛi,jP∂Λj

, i ≠ j (D.0.3)

and are such that

D∂Λi
ψ(x) = −ϑΛi(x)

3

∑
µ=0
[
1 − γµ

2
ϑΛ∗i (x + aµ̂)Uµ(x)ψ(x + aµ̂)

+
1 + γµ

2
ϑΛ∗i (x − aµ̂)Uµ(x − aµ̂)

†ψ(x − aµ̂)] ,

(D.0.4)

where ∂Λ∗i is the external boundary of the domain Λi, Λ∗i is the union of nearest neighbors
of Λi and ϑΛ is the characteristic function relative to the domain Λ. Therefore

P∂Λi
ψ(x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, if x ∉ ∂Λi
1+γµ
2 , if x ∈ ∂Λi, x + aµ̂ ∈ ∂Λ∗i

1−γµ
2 , if x ∈ ∂Λi, x − aµ̂ ∈ ∂Λ∗i

0, otherwise

. (D.0.5)
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Appendix E

LU factorization of the
block-banded Wilson-Dirac operator

The LU factorization for block banded matrices leads to the simple result for the Wilson–
Dirac operator [257]

⎛
⎜
⎜
⎜
⎜
⎝

DΛ0,0 DΛ0,1 0 . . .

DΛ1,0 DΛ1,1 DΛ1,2 . . .

0 DΛ2,1 DΛ2,2

⋮ ⋱

⎞
⎟
⎟
⎟
⎟
⎠

=

⎛
⎜
⎜
⎜
⎜
⎝

1 B0 0 . . .

0 1 B1 . . .

0 0 1

⋮ ⋱

⎞
⎟
⎟
⎟
⎟
⎠

⎛
⎜
⎜
⎜
⎜
⎝

A0 0 0 . . .

DΛ1,0 A1 0 . . .

0 DΛ2,1 A2

⋮ ⋱

⎞
⎟
⎟
⎟
⎟
⎠

, (E.0.1)

where Ai, Bi are defined uniquely in terms of the DΛi,j by the recursion relations

Ai =DΛi,i −DΛi,i+1A
−1
i+1DΛi+1,i , Bi =DΛi,i+1A

−1
i+1 , (i = 0, . . . , T − 2) , (E.0.2)

whereas AT−1 = DΛT−1,T−1
. Using the factorization in Eq. (E.0.1), the linear system

Dψ = η can be easily solved, again leading to recursion relations. It is useful to consider
the case where the source η is non-zero only on one thick time-slice Λk. Solutions for
sources on multiple time slices can be obtained by superposition. The system

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 B0 0 . . .

0 1 B1 . . .

0 0 1

⋮ ⋱

0 1

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

χ0

χ1

⋮

χT−1

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠

=

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0

⋮

ηk
⋮

0

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(E.0.3)

is solved by

χi =

⎧⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡
⎢
⎢
⎢
⎢
⎣

k−1
∏
j=i
(−Bj)

⎤
⎥
⎥
⎥
⎥
⎦

ηk i < k

ηk i = k

0 i > k

(E.0.4)
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taking the obvious ordered product. Using Eq. (E.0.2) we can rewrite
k−1
∏
j=i
(−Bj)ηk = (−)

k−i
(DΛi,i+1A

−1
i+1) . . . (DΛk−1,k

A−1k )ηk , (E.0.5)

where for i < k the χi have support only on the boundaries. By solving the system

⎛
⎜
⎜
⎜
⎜
⎝

A0 0 0 . . .

DΛ1,0 A1 0 . . .

0 DΛ1,2 A2

⋮ ⋱

⎞
⎟
⎟
⎟
⎟
⎠

⎛
⎜
⎜
⎜
⎜
⎝

ψ0

⋮

ψT−1

⎞
⎟
⎟
⎟
⎟
⎠

=

⎛
⎜
⎜
⎜
⎜
⎝

χ0

⋮

χT−1

⎞
⎟
⎟
⎟
⎟
⎠

, (E.0.6)

we obtain the final result

ψ0 = A
−1
0 χ0 , ψi = A

−1
i (χi −DΛi,i−1ψi−1) , (i = 1, . . . , T − 1) . (E.0.7)

As for the χi, the second term in the parentheses in Eq. (E.0.7) lives on the boundaries.
The matrix A−1i propagates these two contributions into the center of the thick time-slice.

E.1 The 2 × 2 case

The previous derivation for the 2 × 2 block-banded Wilson-Dirac operator

D =
⎛

⎝

DΛ0,0 DΛ0,1

DΛ1,0 DΛ1,1

⎞

⎠
=
⎛

⎝

I DΛ0,1D
−1
Λ1,1

0 I

⎞

⎠

⎛

⎝

SΛ0,0 0

DΛ1,0 DΛ1,1

⎞

⎠
, (E.1.1)

where the Schur complement is defined as

SΛ0,0 =DΛ0,0 −DΛ0,1D
−1
Λ1,1

DΛ1,0 , (E.1.2)

leads to

D−1 =
⎛
⎜
⎝

S−1Λ0,0
−S−1Λ0,0

DΛ0,1D
−1
Λ1,1

−D−1Λ1,1
DΛ1,0S

−1
Λ0,0

D−1Λ1,1
+D−1Λ1,1

DΛ1,0S
−1
Λ0,0

DΛ0,1D
−1
Λ1,1

⎞
⎟
⎠

(E.1.3)

and
detD = detDΛ0,0 detSΛ0,0 = detDΛ1,1 detSΛ1,1 (E.1.4)

where SΛ1,1 is the equivalent of the Schur complement in Eq. (E.1.2) but computed with
respect to Λ1,1. Thanks to Eq. (E.1.1), this formula can be equivalently rewritten as

det
⎛

⎝

DΛ0,0 DΛ0,1

DΛ1,0 DΛ1,1

⎞

⎠
= detDΛ0,0 detDΛ1,1 det

⎛
⎜
⎝

1 D−1Λ0,0
DΛ0,1

D−1Λ1,1
DΛ1,0 1

⎞
⎟
⎠
. (E.1.5)

It is worth noting that S−1Λ0,0
is the exact block in the block inverse of D. By putting the

Schur complement in the bottom-right block, the analogous formula can be written as

D−1 =
⎛
⎜
⎝

D−1Λ0,0
+D−1Λ0,0

DΛ0,1S
−1
Λ1,1

DΛ1,0D
−1
Λ0,0

−D−1Λ0,0
DΛ0,1S

−1
Λ1,1

−S−1Λ1,1
DΛ1,0D

−1
Λ0,0

S−1Λ1,1

⎞
⎟
⎠
. (E.1.6)

with SΛ1,1 defined as in Eq. (E.1.2) but with 1↔ 0.
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Appendix F

Path integral derivation of fermion
determinant factorization

This Appendix describes an alternative way to derive Eq. (4.2.3), while also providing
useful intermediate results for the case of a multidimensional domain decomposition.
Additionally, it outlines a strategy to achieve an approximate factorization of the prop-
agator starting from that of the fermion determinant.

We consider a lattice domain decomposition in non-overlapping domains Λ0, Λ1, Λ2,
with Λ0 and Λ2 being disconnected, and a local definition of the Dirac matrix D, e.g. the
Wilson–Dirac operator in Eq. (2.3.11) or its O(a)-improved counterpart in Eq. (2.4.5).
We can represent it as

D =

⎛
⎜
⎜
⎝

DΛ0 DΛ0,Λ1 0

DΛ1,Λ0 DΛ1 DΛ1,Λ2

0 DΛ2,Λ1 DΛ2

⎞
⎟
⎟
⎠

(F.0.1)

where the hopping terms DΛi,Λj , i ≠ j are defined in Appendix D. We are interested in
estimating the fermion determinant

detD = ∫ [dψ][dψ]e
−ψDψ (F.0.2)

which can be computed by first integrating out fermions in Λ̄0⋃Λ1⋃ Λ̄2, where we define
Λ̄0 = Λ0/∂Λ0 and ∂Λ0 is the inner border of the domain Λ0 and analogous relations hold
for Λ̄2. This process is equivalent to treating fermions inside the borders ∂Λ0 and ∂Λ2

as constant external source terms in the gaussian integration. Then, the remaining
integration can be performed, yielding

detD = detDΛ̄0
detDΛ1 detDΛ̄2

det D̃ , (F.0.3)

113



where

D̃ = (
D̃∂Λ0 D̃∂Λ0,∂Λ2

D̃∂Λ2,∂Λ0 D̃∂Λ2

) ,

D̃∂Λ0 =D∂Λ0 −D∂Λ0,Λ̄0
D−1Λ̄0

DΛ̄0,∂Λ0
−D∂Λ0,Λ1D

−1
Λ1
DΛ1,∂Λ0 ,

D̃∂Λ0,∂Λ2 = −DΛ0,1D
−1
Λ1
DΛ1,2 , D̃∂Λ2,∂Λ0 = −DΛ2,1D

−1
Λ1
DΛ1,0 ,

D̃∂Λ2 =D∂Λ2 −D∂Λ2,Λ̄2
D−1Λ̄2

DΛ̄2,∂Λ2
−D∂Λ2,Λ1D

−1
Λ1
DΛ1,∂Λ2 .

(F.0.4)

Therefore, it is possible to rewrite

detD = detDΛ̄0
det D̃∂Λ0 detDΛ̄2

det D̃∂Λ2 detDΛ1 detW , (F.0.5)

which is equivalent to Eq. (4.2.3) since

detDΛ̄0
det D̃∂Λ0 = detDΩ0 detD

−1
Λ1
, detDΛ̄2

det D̃∂Λ2 = detDΩ2 detD
−1
Λ1

(F.0.6)

and

W = (
1 D̃−1∂Λ0

D̃∂Λ0,∂Λ2

D̃−1∂Λ2
D̃∂Λ2,∂Λ0 1

) (F.0.7)

is the same as W1 in Eq. (4.2.8) since D̃−1∂Λ0
= P∂Λ0D

−1
Ω0
P∂Λ0 and D̃−1∂Λ2

= P∂Λ2D
−1
Ω2
P∂Λ2 .

Note that the procedure we just described only depends on the form of the Dirac matrix,
regardless of the dimensionality of the lattice decomposition.

F.1 Factorizing the vector-meson two-point function

Assuming exact isospin symmetry, we can define the two-point correlation function

⟨V a
µ (x)V

b
ν (y)⟩ = −

∂2 lnZ[J]

∂Jaµ(x)∂J
b
ν(y)
∣

J=0
(F.1.1)

of two isovector vector currents V a
µ = ψiT

aψ, where T a is a matrix in the algebra of
SU (2), and in the definition of the partition function we introduced a source term

S[U,ψ,ψ] → S[U,ψ,ψ;J] = S[U,ψ,ψ] +∑
x

Jaµ(x)V
a
µ (x)γµψ , (F.1.2)

Z[J] = ∫ [dU][dψ][dψ]e
−S[U,ψ,ψ;J] (F.1.3)

where
S[U,ψ,ψ] = SG[U] + SF[U,ψ,ψ] , SF[U,ψ,ψ] = ψDψ (F.1.4)

is the QCD discrete action, see Eq. (2.3.14). Note that Eq. (F.1.2) amounts to

D →D + JaµiT
aγµ . (F.1.5)

Without factorizing the determinant, we would retrieve the standard, unfactorized result

∂2 detD

∂Jaµ(x)∂J
b
ν(y)
∣

J=0
= detD ×Tr{T aγµD

−1
(x, y)T bγνD

−1
(y, x)} . (F.1.6)
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We can introduce the partition function corresponding to the approximate factorization
of detD with N multiboson fields in Eq. (4.2.9)1

ZN = ∫ [dU]e
−SG[U] ∏

f=u,d,s,...
[dχf]

detDf
Ωe

0
detDf

Ωo
0

detDΛ1

e−Smb[χf] (F.1.7)

in terms of the factorized multiboson action Smb[χ] = ∑
N/2
k=1 ∣∣W

√
uk χ∣∣

2. Thanks to the
factorization of the fermion determinant, we can obtain an approximated factorized
observable as

∂2 lnZ

∂Jaµ(x)∂J
b
ν(y)
∣

J=0
= ⟨

∂Smb

∂Jaµ(x)

∂Smb

∂Jbν(y)
⟩

J=0
+O (e−Nmπ∆) (F.1.8)

up to exponentially suppressed terms in the width ∆ of the inactive region Λ1.

1The notation of this Section differs from that of the first part of this Appendix simply by the
substitutions Λ0 ↔ Λe

0, Λ2 ↔ Λo
0 in order to match that used in Chapter 4.
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Appendix G

Basic domains in four-dimensional
domain decomposition

To easily label the various subdomains considered in Section 4.4, it is useful to introduce
a non-overlapping domain decomposition of the lattice so that the entire lattice L is
decomposed as

L = ⋃
â

Γâ , (G.0.1)

where Γâ is a basic hyperrectangular cell, see Fig. G.1 for a 2-dimensional representation.
Each cell has dimension Gµ = Bµ + bµ in the direction µ and it is uniquely identified by
the position of its lower-left corner, given in four-dimensional Cartesian coordinates (in

Figure G.1: Two-dimensional representation of a basic cell Γâ.
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(a) 3-dimensional lattice. (b) Λ0

Figure G.2: 3-dimensional domain decomposition.

units of Gµ) by â = {a0, a1, a2, a3}, where

aµ = 0, . . . ,
Lµ

Gµ
− 1 , µ = 0, . . . ,3 , (G.0.2)

where Lµ is the length of the lattice along direction µ. As a result, the global lattice
coordinates of the lower-left point of the basic cell are given by xµ = Gµ⋅aµ (no summation
over repeated indices is meant here).

To map the blocks of the decomposition in Fig. 4.4 to the basic cells, the latter
are further decomposed in 24 blocks as depicted in Fig. G.1. Within each cell, the 16

blocks can be identified by their local Cartesian coordinates in each direction µ, i.e.
by d̂ = (d0, d1, d2, d3) with dµ = 0,1. In particular, the lower-left block (d̂ = 0̂) of Γâ

identifies the block Λâ0 of Λ0, shown in a 3-dimensional representation in Fig. G.2, with
their lower-left corners coinciding. The other blocks of the basic cell belong to Λ1, and
the coordinates of their lower-left point are given by xµ = Gµ ⋅ aµ +Bµ ⋅ dµ with d̂ ≠ 0̂.
For each block Λâ0, its “frame” Φâ1 is shown in Fig. 4.5, and the “framed” domain Ωâ0 are

Γâ = Λâ0 ⋃
d̂≠0̂

dµ=0,1

Λ
(â,d̂)
1 , Φâ1 = ⋃

(ĉ,d̂)≠(0̂,0̂)
cµ,dµ=0,1 ∣ (d−c)µ=0,1

Λ
(â−ĉ,d̂)
1 , Ωâ0 = Λ

â
0 ∪Φ

â
1 . (G.0.3)

The framed domain Ωâ0 is made of 34 blocks with the obvious modifications for the blocks
near the boundaries of the lattice depending on the boundary conditions adopted. The
blocks Φâ clearly form an overlapping domain decomposition of the entire domain Λ1.
Analogously, the blocks Ωâ0 form an overlapping domain decomposition of the entire
lattice L, similarly to what happens in the one-dimensional case [84,85].
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Appendix H

Frequency-splitting of
single-propagator traces

In this Appendix we review the frequency-splitting strategy, developed in Ref. [99] and
employed to compute the disconnected contractions in Ref. [88] and in Section 4.3. We
start with a theoretical introduction, to then show a preliminary numerical analysis.

Single-propagator traces (SPTs) are the most elementary fermion Wick contrac-
tions, e.g. entering the computations of the η′ propagator, K → ππ decays and aHVP

µ

among many other physically interesting quantities. Random noise estimators of SPTs
are commonly used to profit from volume averages, see Subsection A.2.3, but they are
numerically expensive since the quark propagator must be re-computed at each lattice
point to then average over a large number of random-noise fields, in order to suppress
the random noise variance which would otherwise dominate over the gauge noise. The
idea of frequency-splitting (FS) is to propose a family of stochastic estimators of SPTs
that reduces the computational cost by a factor 10 up to 100 (depending on the fermion
bilinear) and whose variances are dominated by gauge noise (as ultimately desirable).

The connected correlation function of a generic disconnected Wick contraction made
of two sub-diagrams W0(0), W1(x) ∈ R is

CW1W0 = ⟨[W1(x) − ⟨W1(x)⟩] [W0(0) − ⟨W0(0)⟩]⟩ (H.0.1)

with variance

σ2CW1W0
= ⟨[W1(x) − ⟨W1(x)⟩]

2
[W0(0) − ⟨W0(0)⟩]

2
⟩ − C

2
W1W0

≈ σ2CW1
⋅ σ2CW0

+ . . . at large ∣x∣ ,
(H.0.2)

which factorizes, for large ∣x∣, as the product of the variances of single SPT estimators,
e.g. σ2CW0

= ⟨[W0(0) − ⟨W0(0)⟩]
2
⟩. A multilevel algorithm could be beneficial if each

SPT is computed using random-noise estimators, with the auxiliary field action being
factorized, in the case of gauge noise dominating the variance of each sub-diagram.
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H.1 Single propagator traces

SPTs can be written as

tΓ,r(x) = −
aΓ
a4

Tr{ΓD−1mr
(x,x)} , aΓ =

⎧⎪⎪
⎨
⎪⎪⎩

1 , Γ ∈ {1, γ5, γµγ5, σµν}

−i , Γ = γµ
(H.1.1)

and we are interested in computing

t̄Γ,r(x0) =
1

L3∑
x

a3tΓ,r(x) , s.t. sΓ,r = ⟨t̄Γ,r(x0)⟩ = aΓ⟨ψr(x)Γψr(x)⟩ (H.1.2)

with variance σ2t̄Γ,r
. We can define its random-noise estimator as

τ̄Γ,r(x0) =
1

L3∑
x

a3τΓ,r(x) , τΓ,r(x) = −
1

a4Ns

Ns

∑
i=1

Re[aΓη
†
i (x)Γ{D

−1
mr
ηi}(x)] (H.1.3)

in terms of random sources

⟨ηaγ(x){η
b
δ(y)}

∗
⟩ = δabδγδδxy (H.1.4)

where a, b (γ, δ) are color (spin) indices. This estimator has variance

σ2τ̄Γ,r
= σ2t̄Γ,r

−
1

2L3Ns
{a2Γ∑

x

a3⟨OΓ,rr′(0,x)OΓ,r′r(0)⟩ +
1

a
∑
x

a4⟨Prr′(x)Pr′r(0)⟩} (H.1.5)

where Prs = Oγ5,rs and the last term is only due to random-noise, scales like a−3, is
color-enhanced w.r.t. gauge-noise and due to the π pole scales like m−1r , giving large
contributions to the variances of all bilinears. Numerically, we observe a random-noise
contribution to σ2 ∝ N−1s comparable for all bilinears and dominating until the plateau
due to gauge-noise is reached, with densities having larger gauge-noise w.r.t. currents.

SPTs can be estimated more effectively via a hopping expansion, isolating the contri-
bution from the high-frequency modes of the quark propagator. The hopping parameter
expension (HPE), combined with an even-odd decomposition, leads to

D−1m =M2n,m +D
−1
mH

2n
m , (H.1.6)

M2n,m = (Dee +Doo)
−1

2n−1
∑
k=0

Hk
m , Hm = − [DeoD

−1
oo +DoeD

−1
ee ] (H.1.7)

that allows us to rewrite the SPT estimator as

t̄Γ,r(x0) = t̄
M
Γ,r(x0) + t̄

R
Γ,r(x0) , (H.1.8)

where
t̄MΓ,r(x0) = −

aΓ
aL3∑

x

Tr [ΓM2n,mr(x,x)] (H.1.9)
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can be computed exactly and efficiently at small n, and

t̄RΓ,r(x0) = −
aΓ
aL3∑

x

Tr{Γ{D−1mr
H2n
mr
}(x,x)} (H.1.10)

can be estimated from

τRΓ,r(x0) = −
1

aL3Ns
∑
x

Ns

∑
i=1

Re{aΓ [η
†
iH

n
mr
] (x)Γ [D−1mr

Hn
mr
ηi] (x)} (H.1.11)

via a UV filtering of Hn
mr

on both random sources. This is beneficial w.r.t. applying H2n
mr

only to one of the two, with the resulting variance roughly halved. The HPE variance
reduction proves to be numerically effective, with σ2

τ̄R
∼ 1

10÷100σ
2
τ̄ for amq = 0.3 and

n = 2, with a further reduction by 4÷8 times (depending on Γ) at n = 4. The bulk of the
random-noise contribution to σ2τ̄ is due to M2n,mr ∀Γ, with a beneficial effect stemming
from the subtraction and exact computation of the remainder. At heavier masses, a
larger variance reduction is obtained from the definition of an efficient estimator of sΓ,r,
obtained by combining the exact computation of t̄M and the stochastic estimation of
τ̄R, with optimal n, Ns which depend on the bilinear and on the final target observable.

H.2 Differences of single-propagator traces

To analyze the contribution to traces in variances from low-frequency modes of quark
propagators, we can consider the difference of two SPTs with different masses mr ≠ms

tΓ,rs(x) ≡ tΓ,r(x) − tΓ,s(x) = −
aΓ
a4

Tr{Γ{D−1mr
(x,x) −D−1ms

(x,x)}}

= −
aΓ
a4
(ms −mr)Tr{ΓD

−1
mr
D−1ms
(x,x)}

(H.2.1)

and
sΓ,rs ≡ sΓ,r − sΓ,s = aΓ {⟨OΓ,rr(x)⟩ − ⟨OΓ,ss(x)⟩}

= aΓ(ms −mr)∑
y

a4⟨Srs(y)OΓ,rs(x)⟩
(H.2.2)

where Srs = O1,rs is the scalar density. We can also introduce

t̄Γ,rs(x0) =
1

L3∑
x

a3tΓ,rs(x) . (H.2.3)

The standard random-noise estimator

θ̄Γ,rs(x0) =
1

L3∑
x

θΓ,rs(x) , θΓ,rs(x) = −
(ms −mr)

a4Ns

Ns

∑
i=1

Re[aΓη
†
i (x)Γ{D

−1
mr
D−1ms

ηi}(x)]

(H.2.4)
receives again, as it happened for SPTs, a large, Γ-independent contribution to the
variance. We can instead introduce a split-even random-noise estimator

τ̄Γ,rs(x0) =
1

L3∑
x

τΓ,rs(x) , τΓ,rs(x) = −
(ms −mr)

a4Ns

Ns

∑
i=1

Re[aΓ{η
†
iD
−1
mr
}(x)Γ{D−1ms

ηi}(x)]

(H.2.5)
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which has a smaller, Γ-dependent variance, since both sources ηi, η
†
i are UV filtered by

D−1. It is found numerically that, for the split-even estimator, O(10) sources are needed
to reach the gauge-noise level for Γ = γ5, and O(100) for Γ = γµ, while the variances are
10÷ 100 times larger for the standard one. Since the two estimators have the same cost
for each source, the split-even is proved to be more efficient.

H.3 Frequency-splitting of single-propagator traces

We can now combine the efficient estimators for SPT at high momenta (masses) analyzed
in Section H.1 and for low-frequencies SPT differences discussed in Section H.2, to
efficiently estimate SPTs via a frequency-splitting (FS) strategy. The FS estimator is
defined by adding and subtracting m− 1 SPTs with increasing masses, to then estimate

τ̄FSΓ,r1(x0) =
m−1
∑
k=1

τ̄Γ,rkrk+1 + τ̄
R
Γ,rm(x0) + t̄

M
Γ,rm(x0) (H.3.1)

via a distinct separation between high momenta, contributing both to the exact com-
putation of t̄MΓ,rm(x0) (giving the bulk of the standard variance) and the estimate of
τ̄RΓ,rm(x0), and low-frequencies, present in the efficient estimate of τ̄Γ,rkrk+1 via split-
even estimators. Numerical tests for two-point functions can be found in Ref. [99], and
here we simply report that ∀Γ the gauge-noise was reached in a limited and affordable
number of evaluations of FS estimators, with the number of sources required to reach
gauge-noise being Ns ∼ 1 for Γ = 1 and Γ = γ5; Ns ∼ O(10) for Γ = γ5γk; Ns ∼ O(100) for
Γ = γk. The FS estimator for the isoscalar vector current used in Section 4.3 is

CrV V (x0) = −
L3

3L0

3

∑
k=1
∑
y0

a⟨t̄γk,r(x0 + y0)t̄γk,r(y0)⟩ (H.3.2)

where the disconnected is a small contribution to the isoscalar channel at intermediate
hadronic distances, but its variance quickly dominates at large distances, calling for an
improved estimator to resolve the full correlator at larger distances.

H.4 Preliminary Numerical Results

We now present an ongoing numerical analysis testing the frequency splitting strategy,
employing the same lattice setup as that detailed in Subsection 4.3.1 with the goal of
estimating the remaining disconnected strange SPT, with the (l−s) contribution having
already been computed to the gauge level in Ref. [88]. In particular, the focus of the
present analysis is to discriminate between whether applying an additional split would
be beneficial in terms of computational cost. We also show a few results to illustrate the
concepts above. Note that an optimization strategy has been presented in Ref. [258].
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Given Ns sources, we define an estimator for the gauge noise level σ2gnl, a quantity
which is independent of Ns, as

σ̄2gnl =
1

Ns(Ns − 1)

⎛

⎝
⟨
Ns

∑
i≠j
τi(x0)τj(x0)⟩ −

Ns

∑
i≠j
⟨τi(x0)⟩⟨τj(x0)⟩

⎞

⎠
(H.4.1)

where τi is the stochastic estimator for the SPT. Since σ2gnl is time-independent, we can
also average Eq. (H.4.1) over time, in order to define the best estimator using all available
points and sources. Although the number of sources Ns is limited for this preliminary
study, in order to extract an estimate of the approximate number of sources needed to
saturate the gauge noise level, we additionally consider a fit of the form σ2 = σ2gnl +

c0
Ns

and a subsequent extrapolation. In order to perform a correct comparison, we need to
check the convergence of the SPT for the strange contribution alone and compare it
with the one of (s − c) + c where we introduce one splitting, computing (s − c) and c

independently. A few remarks are due.

• Even if we are interested in the full disconnected contribution, the (l − s) term
has already been computed to the gauge level in Ref. [88], and thus we focus on
the remaining s contribution. For completeness, we also numerically studied the
(l−s), and estimated the full (l−s)+(s−c)+c contributions to the gauge variance,
finding no significant change in the following analysis.

• Interestingly, the c contribution for each channel reaches the gauge noise level at
a number of sources that is always roughly 10× those needed for (s − c). We keep
this ratio fixed, indicating results as (s − c) + 10 × c.

• Since the gauge noise can only be reached at Ns = ∞, we define the gauge noise
level to be saturated (stopping criterion) at the number of sources N∗s required
for the variance to be equal to 1.2× the gauge noise level. At this point, the total
noise receives a small stochastic contribution compared to gauge noise (recall that
in multilevel simulations we want to be dominated by gauge noise).

To study the s contribution alone, we analyzed 100 configurations with Ns = 100 sources,
with one configuration analyzed in 931 seconds on average (with 192 cores, it corresponds
to 0.50 CPUh per source). Each one of the 100 configurations with 25+250 sources used
for the (s − c) + 10 × c contribution was instead analyzed in 1020 seconds (2.176 CPUh
per 1 + 10 sources). We can finally estimate the total costs to saturate the level of 1.2×
gauge noise for the different channels, with the results extracted from Fig. H.1 reported
in Table H.1, showing the gain of splitting, since

1. the cost of s with Ns = 100 is roughly the same as that of (s−c)+10×c with Ns = 25,
making the direct estimate of s roughly 4 times faster for each configuration;

2. the required number of sources N∗s is 10 times larger for s than for (s− c) + 10× c.
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Figure H.1: Comparison of s and (s − c) + 10 × c contributions to the variance for different
channels S, P , Vk, Ak and A0, including fits and extrapolations. The horizontal line with
errorbars represents the estimate of the gauge noise, while the dashed one with no errorbar is
the central value of 1.2× the gauge noise, used to define convergence to the gauge noise level.

Obs N∗s [s] Cost [s] N∗s [(s − c) + 10 × c] Cost [(s − c) + 10 × c]
Vk 2 × 104 9930.7 2 × 103 4352.0
P 1 × 103 496.53 1 × 102 217.60
S 3 × 102 148.96 3 × 101 65.28
Ak 2 × 103 993.06 2 × 102 435.20
A0 1 × 103 496.53 1 × 102 217.60

Table H.1: Estimated costs (CPUh) to compute the s SPT to 1.2× gauge noise level.

We can repeat a similar analysis defining N∗s from requiring the variance to reach the
gauge noise level of the light contribution (l− s)+(s− c)+ c, confirming our conclusions.
In fact, the estimates of N∗s , and thus of the cost, are unchanged for Vk (Γ = γk), Ak
(Γ = γ5γk), S (Γ = 1) and A0 (Γ = γ5γ0), while for P (Γ = γ5) they are 10× lower, both
with and without the splitting.
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Appendix I

Continuum and discrete inverse
problems

In this Appendix, we review useful mathematical relations to perform the ILT, both in
the continuum and in the discrete cases. We also provide two examples of applications of
our formalism, namely to rewrite smeared spectral densities as integrals of the associated
correlation functions in the time-momentum representation, and a procedure to estimate
the latter by minimizing the associated discretization errors.

I.1 Properties of the Mellin basis

The orthogonality of the basis vectors {∣s⟩}, defined in Eq. (5.1.6), may be proven by
considering the change of variable η = log(t) so that

∫

∞

0
dtu∗s(t)us′(t) = ∫

∞

−∞

dη

2π
eiη(s−s

′)
= δ(s − s′) , (I.1.1)

while the completeness of the basis is guaranteed by

∫
s
u∗s(t)us(t

′
) =

δ(log(t/t′))
√
tt′

= δ(t − t′) . (I.1.2)

This relation also helps us understand that

lim
α→0

δα(ω,ω
′
) = lim

α→0
∫
s
u∗s(ω)

∣λs∣
2

∣λs∣2 + α
us(ω

′
) = δ(ω − ω′) . (I.1.3)

Analogously to the Fourier transform, also in this case it is possible to work with a basis
of real eigenfunctions

u+s (t) =
us(t) + u

∗
s(t)√

2
=
cos(s log(t))
√
πt

, (I.1.4)

u−s (t) =
us(t) − u

∗
s(t)√

2i
=
sin(s log(t))
√
πt

, (I.1.5)
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with s ∈ R+. They satisfy the orthogonality relations

∫
ω
[u+s (ω)u

+
s′(ω) ± u

−
s (ω)u

−
s′(ω)] = δ(s ∓ s

′
) , ∫

ω
u±s (ω)u

∓
s′(ω) = 0 (I.1.6)

while their completeness stems from

∫
s∈R+

u±s (ω)u
±
s (ω

′
) =

1

2
[δ(ω − ω′) ± ωδ (ω −

1

ω′
)] , ∫

s∈R+
u±s (ω)u

∓
s (ω

′
) = 0 (I.1.7)

and it is retrieved in the sense that

∫
s∈R+
[u+s (ω)u

+
s (ω

′
) + u−s (ω)u

−
s (ω

′
)] = δ(ω − ω′) . (I.1.8)

In this basis, Carleman’s operator in Eq. (5.1.3) becomes

H(ω,ω′) = ∫
s∈R+
∣λs∣

2[u+s (ω)u
+
s (ω

′
) + u−s (ω)u

−
s (ω

′
)] , (I.1.9)

making more explicit the (known) double degeneracy of its spectrum. The eigenvalue
equation can also be rewritten as

∫
ω′
H(ω,ω′)u±s (ω

′
) = ∣λs∣

2u±s (ω) = ±∫
ω′
G(ω,ω′)u±s (ω

′
) (I.1.10)

where we used the change of variables ω′ → 1/ω′, which leaves the integration domain
unchanged, and we introduced the operator

G(ω,ω′) =
1

1 + ωω′
= ∫

s∈R+
∣λs∣

2[u+s (ω)u
+
s (ω

′
) − u−s (ω)u

−
s (ω

′
)] . (I.1.11)

This operator breaks the degeneracy of the spectrum of H, directly linked to the invari-
ance of the domain under x → 1/x symmetry [241]. In fact, for instance the spectrum
of the discrete operators is found not to be degenerate, see the next Section. So, if we
were to restrict ω ∈ (1,∞), the Mellin basis would not diagonalize neither H nor G, but
only their specific combination

∫

∞

1
dω′ [H(ω,ω′) − iG(ω,ω′)]us(ω

′
) = ∣λs∣

2us(ω) (I.1.12)

with a similar relation holding for ω ∈ (0,1). This of course applies to the operator
A in Eq. (5.1.20) as well, which in the continuum has the same functional form as H.
Besides the fact that the Mellin basis does not diagonalize anymore A for t ∈ (a, tmax),
the operator to be inverted when a restriction is applied to the time domain is different,
see Eq. (5.2.2) for the case of t/a ∈ N and Eq. (5.3.12) for the case of t ∈ (0, tmax). In the
following Section, we address the first case.

125



I.2 Properties of the discrete basis

In this Section we examine known properties of the so-called Hilbert matrix to derive
the explicit functional form of the vs(ω, a) functions in Eq. (5.2.7). We begin from the
diagonalization of the (infinite) Hilbert matrix [242] regarded as an operator acting on
ℓ2(Z+)

∞
∑
n=0

1

n +m + λ
xn(µ,λ) =

π

sin(πµ)
xm(µ,λ) , λ ∈ R/Z− (I.2.1)

with µ = 1
2 + is, by the eigenfunctions

xn(µ,λ) =
n

∑
k=0
(
n

k
)(−1)k

Γ(k + µ)Γ(k + 1 − µ)

Γ(k + λ)Γ(k + 1)
. (I.2.2)

By using a known integral representation of Euler’s β function and its relation with the
Γ function

β(x, y) = ∫
1

0
dr rx−1(1 − r)y−1 =

Γ(x)Γ(y)

Γ(x + y)
, (I.2.3)

and the property
n

∑
k=0
(
n

k
)xk = (1 + x)n , (I.2.4)

with little algebra we derive the following representation in terms of the hypergeometric
function 3F2 [119]

xn(µ,λ) =
π

sin(πµ)
3F2 (

−n,µ,1 − µ

1, λ
1) , (I.2.5)

much more suitable for numerical evaluation than Eq. (I.2.2). For µ = 1
2 +is the eigenval-

ues in Eq. (I.2.1) coincide with those in the continuum ∣λs∣2. Instead the eigenfunctions
xn(

1
2 + is, λ) are related to the so-called continuous dual Hahn polynomials, defined

according to [244–246]

Sn(x
2;a, b, c) = (a + b)(n)(a + c)(n)3F2 (

−n, a + ix, a − ix

a + b, a + c
1) , (I.2.6)

with the rising factorial being

(x)(n) =
Γ(x + n)

Γ(x)
, ∀x ∈ C/Z−0 . (I.2.7)

They satisfy the orthogonality relation (see e.g. Ref. [244])

1

2π
∫

∞

0
ds ∣Ws(a, b, c)∣

2 Sm(s
2;a, b, c)Sn(s

2;a, b, c)

= Γ(n + a + b)Γ(n + a + c)Γ(n + b + c)n! δnm ,
(I.2.8)

with
Ws(a, b, c) =

Γ(a + is)Γ(b + is)Γ(c + is)

Γ(2is)
. (I.2.9)
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By setting a = b = 1/2 and c = λ − 1/2, we obtain a completeness relation for the
eigenfunctions of the Hilbert matrix acting on ℓ2(Z+)

∫

∞

0
ds
∣λs∣

2

∣Ns∣
2
xn (

1

2
+ is, λ) xm (

1

2
+ is, λ) = δnm (I.2.10)

with
Ns =

√
2π

Γ(−2is)λs

Γ (λ − 1
2 + is)Γ(λ)

(I.2.11)

coinciding with Ns defined in Eq. (5.2.8) if we set λ = 2tmin/a = 2τ . Note that, for
simplicity and similarly to Section 5.2 for tmin, we omit the explicit dependence on λ.
Since the Hilbert matrix is typically expressed in terms of integer numbers, we denote
its corresponding dimensionful counterpart as Aa as in Eq. (5.2.3) with λ = 2tmin/a = 2τ ,
with matrix elements

Aa(an, am) =
1

a(n +m + λ)
. (I.2.12)

It may be interpreted as the projection of Eq. (5.1.20) (at α = 0) to discrete time
coordinates and its normalized eigenfunctions are given by

vs(an, a) ≡
∣λs∣
√
a∣Ns∣

xn (
1

2
+ is, λ) . (I.2.13)

Starting from the relation between Aa(t, t′) and Ha(ω,ω′)

a∑
n=0

e−aω(n+λ/2)Aa(an, am) = ∫
ω′
Ha(ω,ω

′
)e−aω

′(m+λ/2) , (I.2.14)

one easily finds that they share the same spectrum

∫
ω′
Ha(ω,ω

′
)vs(ω

′, a) = ∣λs∣
2 vs(ω, a) , (I.2.15)

while their eigenfunctions are related as follows

∣λs∣ vs(ω, a) = a
∞
∑
n=0

e−aω(n+λ/2)vs(an, a) . (I.2.16)

Setting tmin = a i.e. λ = 2 = 2τ , from the exclusion of the first time slice t = 0, it follows
that an = t − a as in Eq. (5.2.13). Their orthogonality stems from the spectral theo-
rem, while their completeness follows from Eq. (I.2.10). Hence, they define a complete
orthonormal basis in L2(0,∞, dω) where Ha(ω,ω′) is diagonal

Ha(ω,ω
′
) = ∫

∞

0
ds vs(ω, a)∣λs∣

2vs(ω
′, a) . (I.2.17)

Now, we briefly study the leading discretization effects of the vs(ω, a) functions. By
starting from Eq. (I.2.16), after some algebra, we arrive at the integral representation

vs(ω, a) =
√
az
∣λs∣

2

∣Ns∣
2F1 (

1
2 + is,

1
2 − is

λ
− z) e−aω(λ/2−1) , z =

e−aω

1 − e−aω
. (I.2.18)
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Setting λ = 2 and using known relations among the hypergeometric function 2F1 with
different arguments [119], we obtain the equivalent form used in Eq. (5.2.14). From
its expansion around a = 0, we prove that discretization errors linear in the lattice
spacing vanish, and in the continuum limit the functions vs(ω, a) tend to the specific
linear combination of us(ω) and u∗s(ω) given in Eq. (5.2.16). In the alternative basis
of real functions in the continuum, vs(ω, a) would tend to a combination of u+s (ω)
and u−s (ω). Finally, we note that by squaring Eq. (5.2.16) we obtain four terms:
a[us(aω)u

∗
s(aω

′) + u∗s(aω)us(aω
′)] lead to δ(ω − ω′) upon integration over s, while the

remaining additional terms, proportional to us(aω)us(aω′) and u∗s(aω)u∗s(aω′), produce
a vanishing contribution for a→ 0, after integrating in s.

I.3 Applications to aHVP
µ

Here we want to show a possible application of the above formalism to the computation
of time-momentum kernels. We consider the exemplary case of the computation of the
hadronic contributions to the muon (g − 2), detailed in Subsection 3.3.1, providing an
alternative strategy than that devised in Ref. [154]. The core of the problem is to rewrite

aHVP,LO
µ = ∫

∞

0
dQ2K(Q2

)[Π(Q2
) −Π(0)] (I.3.1)

in terms of an integral involving the correlation function, exploiting the once-subtracted
dispersive relation1

Π(Q2
) −Π(0) = Q2

∫

∞

0
ds

ρ(
√
s)

s(s +Q2)
(I.3.2)

and
C(t) = ∫

ω
ρ(ω)ω2e−ωt . (I.3.3)

The idea is the following: we can insert in Eq. (I.3.2) our solution of the inverse problem
given in Eq. (5.1.29). If the problem has a solution, as we know it does for this case, we
must be able to analytically take the α → 0 limit and rewrite Eq. (I.3.2) as an intergral of
C(t) over t ∈ R+. This integral can be then inserted in Eq. (I.3.1) in order to compute the
desired solution, with the kernel in the time domain given by the remaining analytical
integration over Q2. Here, we show how this procedure is practically feasible by showing
how to rewrite Eq. (I.3.2) by means of inverting Eq. (I.3.3).

We can first rewrite Eq. (I.3.2) through the change of variables s → ω2. Using our
solution in Eq. (5.1.29) with k = 1, we find

Π(Q2
) −Π(0) = 2Q2 lim

α→0
∫
t
t2C(t)∫

s

λs,bu
∗
s(t)

λs,bλ
∗
s,2 + α

× ∫
ω
u∗s(ω)

1

ω(ω2 +Q2)
. (I.3.4)

1We omit the s in the subscript of ρ(ω), used in Subsection 5.1.3 to indicate subtracted spectral
densities.
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We should now rewrite the last integral as an integral over t′, ideally extracting λ∗s,2
to correctly remove unexpected divergences at ∣s∣ → ∞ and take the α → 0 limit. Our
strategy is to exploit known relations between a function and its Laplace transform, e.g.

f(x) = ∫
∞

0
dy e−xyg(y) → ∫

∞

0
dxu∗s(x)f(x) = λ

∗
s ∫

∞

0
dy g(y)us(y) (I.3.5)

which can be generalized to extract λ∗s,2 as

f(x) = ∫
∞

0
dy e−xyy2g(y) → ∫

∞

0
dxu∗s(x)x

2f(x) = λ∗s,2∫
∞

0
dy us(y)g(y) . (I.3.6)

Using the known result [119]

∫

∞

0
dy e−xyy2

1 − cos(Qy)

Q2y2
=

1

x(x +Q2)
(I.3.7)

we can rewrite

∫
ω
u∗s(ω)

1

ω(ω2 +Q2)
= λ∗s,2∫

t′
us(t

′
)
1 − cos(Qt′)

t′2Q2
(I.3.8)

which allows us to take the α → 0 limit in Eq. (I.3.4). We can then additionally expand
the kernel [1 − cos(Qt)] at small t, as done in Ref. [154], to then proceed analogously.
Notice that in principle the same result is recovered by inserting in the unsubtracted
polarization scalar

Π(Q2
) = ∫

∞

0
ds
ρ(
√
s)

s +Q2
(I.3.9)

the unsubtracted result of the ILT in Eq. (5.1.14), using then

∫

∞

0
dy e−xy cos(Qy) =

x

x2 +Q2
(I.3.10)

rather than Eq. (I.3.7) to take the α → 0 limit. The expansion to extract Π(Q2) −Π(0)

could then be computed only at this point, avoiding it at the level of Eq. (I.3.9).

I.4 Integrals in time with minimal discretization errors

We are now going to address the seemingly different problem of estimating

I = ∫
∞

0
dtC(t)K(t) , (I.4.1)

whereK(t) is analytically known and we sample C(t) as Ca(t) on a finite and discrete set
of points t ∈ {a,2a, . . . ,Na = tmax} with O(a2) discretization errors. We refer to Ref. [6]
for further details. Applications include for instance the computation of a (smeared)
spectral density, with K being our coefficients, or aLO,HVP

µ in the time-momentum rep-
resentation [154]. One approach is to directly discretize the integral, ending up with

I1 = a
N

∑
n=1

Ca(na)K(na) (I.4.2)
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Figure I.1: (a) Reconstruction of the spectral density in Eq. (I.4.6), and (b) relative errors on
the reconstruction of the corresponding I = ∫tC(t)K(t) with K(t) = t3 using the two methods
in Eq. (I.4.2) and Eq. (I.4.5).

or employing a higher-order discrete estimator of the integral, such as the O(a)-improved
trapezoidal rule. We could also interpret the original integral as a smeared spectral
density, since

I = ∫
∞

0
dtC(t)K(t) = ∫

∞

0
dω ρ(ω)κ[K](ω) (I.4.3)

where the energy-kernel κ is a functional of the time-kernel K. For instance

C(t) = ∫
∞

0
dω ρ(ω)ω2e−ωt → κ[K](ω) = ω2

∫

∞

0
dt e−ωtK(t) . (I.4.4)

In principle, this might seem counterintuitive, given all the efforts in analytically in-
verting the last form of Eq. (I.4.3) to define it in the time domain. Taking inspiration
from what has just been studied, its direct discretization might not always be the best
discrete solution we can define. For instance, we can directly apply our discrete, analytic
formula to extract I as a linear combination of Ca(t) with proper coefficients as

ρκ = lim
α→0

I2(α) = lim
α→0

a
∞
∑
n=1

ga,α(na∣κ)Ca(na) , ga,α(na∣κ) = ∫
ω
ga,α(na∣ω)κ(ω) , (I.4.5)

with the great benefit of allowing us to interpret this solution as the one with minimal
discretization errors, becoming negligible as α → 0 ∀a. This statement is necessarily
inexact as long as α > 0 and with N < ∞ points in the above linear combination,
with truncation errors which are expected to be exponentially suppressed in tmax, see
Subsection 5.3.2. In Fig. I.1a we show the results of the reconstruction at different values
of α for the correlation function C(t) as in Eq. (I.4.4) with

ω2ρ(ω) =
1

Γρ

√

1 − 4
m2
π

ω2

⎡
⎢
⎢
⎢
⎢
⎣

Γ2
ρ

(ω −Mρ)
2 + Γ2

ρ

+ (
ω

3Mρ
)

2⎤
⎥
⎥
⎥
⎥
⎦

, (I.4.6)
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where the values of mπ, Mρ and Γρ are taken as in Eq. (5.1.17). In Fig. I.1b we compare
the relative errors on the estimate of the integral I as a function of the lattice spacing,
at a fixed value of tmax and α and for the simple choice K(t) = t3. As expected, the
continuum limit is approached with a similar scaling in a2 for both methods. Every
choice of α corresponds to a different reconstructed observable, additionally smeared
by δa,α in Eq. (5.2.11), with different systematic errors w.r.t. its α → 0 limit. The
oscillations of the relative errors observed in Fig. I.1b are nothing but a consequence of
the fluctuations in δa,α, vanishing as α is sent to 0. From the comparison of the two plots
in Fig. I.1, we can appreciate that even small differences in the spectral reconstructions
can be significantly amplified in the computation of its smearing, potentially introducing
relevant systematic errors when approximating I. Our ideal strategy is then to study
the continuum limit at fixed α, which therefore enters the definition of the observable
we want to extract. This eliminates the need to account for or quantify any systematic
effects related to α, which can nevertheless be estimated a priori to fix a suitable value
of α, as detailed in Subsection 5.3.2. The α → 0 limit can then be addressed in the
continuum.
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