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Chapter 1

Introduction

The first magnetic material known to human beings is magnetite (Fe3O4), whose
natural crystals are shown in Figure 1.1. The first experience with magnetism was
through Fe3O4 containing rocks: compass-like instruments based on Fe3O4 were
already used for religious purposes in China as early as 200 BC. The development
of Fe3O4-based compasses for navigation occurred in Europe as early as 850 AD.
Fe3O4 was at the forefront of scientific discoveries in science also through the 20th
century. For example, Fe3O4 was one of the first mineral structure solved by Bragg
in 1915 [1], and one of the first metal-insulator transitions was reported for Fe3O4

by Verwey in 1939 [2]. Furthermore, Néel [3] made Fe3O4 the prototypical example
of his theory of ferrimagnetism.

Fe3O4 belongs to the wide family of iron oxides. The iron oxides are all based on
a close packed O-II anion lattice, with high spin Fe cations occupying octahedrally
(FeOct) and tetrahedrally (FeTet) coordinated interstitial sites. Under reducing
conditions, wüstite (Fe1-xO) is formed. It crystallizes in the rocksalt structure
with FeII in octahedral sites and is often non-stechiometric due to cation deficiency.
Under oxidizing conditions, haematite (α-Fe2O3) in formed. It crystallizes in the
corundum structure with FeIII in octahedral sites. Under intermediate conditions,
there is the formation of magnetite (Fe3O4), an inverse spinel with FeIII in the
tetrahedral sites and a 50:50 mixture of FeII and FeIII in octahedral sites. The
direct oxidation of Fe3O4 converts the FeII to FeIII without any changes in the
inverse spinel structure and with the appearance of compensating Fe vacancies in
the octahedral sublattice. In the case of extreme oxidizing conditions, all Fe atoms
become oxidized to FeIII, and maghemite (γ-Fe2O3) is formed. Even if γ-Fe2O3

is metastable against transformation to α-Fe2O3, it exists because the conversion
from the inverse spinel to the corundum structure requires the O-II lattice to be
converted from the face-centered cubic to hexagonal close-packed one. On the
contrary, transformation between Fe1-xO, FeO4, and γ-Fe2O3 is quite fluid because
it only requires a rearrangement of the cations within the same face-centered cubic
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Figure 1.1: Natural crystals of Fe3O4.

O-II lattice.

The permanent magnetism in iron oxides arises from the exchange coupling
between different cations sublattices [4, 5]. Since the Fe−Fe distances are too
large for direct exchange, the superexchange through the O-II anions (Fe−O−Fe)
is dominant and controls the magnetic ordering. The sign of this interaction gener-
ates a variety of magnetic phases ranging from antiferromagnetic to ferrimagnetic
going through a series of relatively exotic magnetic phases.

Nowadays, the most important use of iron oxides is as a source of Fe, which
is subsequently processed to produce steel [6]. Rocks containing high amounts of
haematite and magnetite are mined from the ground. The iron oxides are then
easily reduced by carbo-thermal reduction (Fe2O3 + 3CO → 2Fe+ 3CO2 and Fe3O4

+ 4CO → 3Fe+ 4CO2, respectively). Other common uses of iron oxides include
coatings for corrosion protection and catalysts for industrial reactions, such as the
water-gas shift reaction (H2O + CO → H2 + CO2) [7].

Recently, there has been a resurgence of interest by the scientific community
into iron oxide materials. Tartaj et al. [8] describe how the exciting properties of
iron oxides, together with their environmental friendliness, low biotoxicity, facile
synthesis, natural abundance, and economic viability, make them suitable for a
variety of applications in a wide range of emerging fields. The interest for the use
of iron oxide nanoparticles (IONPs) in biomedical applications grew up because
some of the iron oxide phases, being magnetic, can be manipulated by an external
magnetic field. This property opens the possibility to exploit iron oxide systems
as markers for magnetic separation of example cells, as carriers for targeted drug
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delivery, and as heat sources for hyperthermia treatment against cancer [9–16].
Furthermore, in a specific size range, IONPs show a superparamagnetic behav-
ior [17], making them suitable as contrast agents for magnetic resonance imaging
(MRI) [9–16]. The promising applications in the fields of energy storage, in par-
ticular the use of α-Fe2O3 as an anode material for lithium ion batteries, were
highlighted [18]. In addition, iron oxides are found to be promising materials for
the storage and disposal of radioactive wastes, such as technetium compounds [19,
20]. α-Fe2O3 attracted interest also for the photoelectrochemical water splitting
(2H2O → O2 + 2H2), which is a way to convert solar energy into chemical energy,
i.e., chemical bonds, without the use of fossil fuels. Characteristics as oxidative
robustness, band gap of ca 2 eV (in the range of visible light adsorption), and
valence band edge potential (much higher to that required for water oxidation)
provide a good starting point for the preparation of α-Fe2O3-based photoanodes
[21, 22]. Similarly, Fe3O4 is found to be a promising material for the preparation
of an efficient anode electrocatalyst for the electrochemical water splitting [23–26].
In this case, sunlight is substituted by the electricity as energy source to make the
cell work. Finally, iron oxides may play a key role also in the chemical industry.
Iron oxides-based catalysts are involved in the Fenton reaction, i.e., the decompo-
sition of H2O2 that is used to oxidize and inactivate contaminants [27]. They are
also involved in the Fischer-Tropsch process, which transforms carbon monoxide
and hydrogen in liquid hydrocarbons [28]. This reaction is regaining attention be-
cause it is a key step in the production of liquid fuels from gasification of biomass.
Another interesting example is given by the commercial production of styrene by
dehydrogenation of ethylbenzene in presence of a large quantity of steam at 600-
700 °C. Replacing the steam with CO2 combined with iron oxides-base catalysts
may be an energy-saving and environmental-friendly alternative [29].

Being involved in various crucial applications related to the above mentioned
emerging fields, Fe3O4-based materials are one of the hottest topics in the scientific
research worldwide. In the next paragraph the state of the art of magnetite bulk,
surfaces, and nanoparticles (NPs) characteristics and properties is presented and
discussed, together with the most relevant applications.

1.1 State of the art of computational and exper-

imental studies on magnetite

1.1.1 Bulk

At room temperature, Fe3O4 crystallizes in an inverse spinel structure with O-II

anions arranged in a slightly distorted face-centered cubic lattice and high spin
Fe cations occupying tetrahedral and octahedral interstitial sites (see Figure 1.2).
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Figure 1.2: Structure of bulk magnetite. The color coding of the atoms is given in the
legend on the right. Figure adapted from Reference [33].

Both divalent and trivalent Fe cations exist in Fe3O4, in a ratio of FeII:FeIII =
1:2, with tetrahedral sites occupied by FeIII and octahedral sites occupied by an
equal number of FeII and FeIII. The presence of unpaired electrons into the cations
sublattices (FeII and FeIII present high spin d6 and d5 configurations, and four and
five unpaired electrons, respectively) determines the magnetism of Fe3O4. Below
858 K, Fe3O4 is a ferrimagnet with the cations at octahedral sites coupling anti-
ferromagnetically with the cations at tetrahedral sites. As already mentioned in
the previous section, the magnetic coupling between cations sublattices is deter-
mined by the superexchange through O-II (Fe−O−Fe) [4, 5]. In Fe3O4, and more
in general in spinels, the superexchange interaction in the case of FeOct−O−FeOct

is ferromagnetic because the angle is close to 90°. On the contrary, in the case
of FeOct−O−FeTet, being the angle close to 125°, it is antiferromagnetic, resulting
in a net ferrimagnetic order because the number of the FeOct cations is twice that
of the FeTet ones. The electrical conductivity of Fe3O4 is around 250 Ω-1 cm-1 at
room temperature, like a poor metal [2, 30]. On cooling from room temperature
to 120 K, the electrical conductivity decreases gradually and suddenly drops by
two orders of magnitude at around 120 K, when the crystal structure changes from
cubic to monoclinic symmetry [31, 32], which is called Verwey transition [2, 30].

Attracted by the puzzling Verwey transition, researchers devoted many efforts
to the study of Fe3O4 electronic properties. By photoemission spectroscopy (PES)
and scanning tunneling spectroscopy (STS), some of them concluded that Fe3O4 is
(i) a half-metal above the Verwey transition temperature (TV) because the valence
band emission in PES [34–37] and the signal in STS [38] start from the vicinity
of the Fermi level (EF) and (ii) a semiconductor below TV because a band gap
of 0.14-0.30 eV exists at EF. However, other researchers concluded that the band
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gap in Fe3O4 did not collapse even above TV. For example, using high-resolution
PES, Park et al. [39] found that the band gap was merely reduced to ∼50 meV on
heating through TV. Later on, by a STS study, Jordan et al. [40] proposed that
a ∼200 meV gap exists above TV. More recently, a STS investigation conduced
by Hevroni et al. [41] on Fe3O4 nanocrystals revealed that a band gap of 140-
250 meV is present below TV and of 75 ± 10 meV above it. At this point, it is
clear that the electronic nature of Fe3O4 above TV is still under debate, on the
experimental side. On the contrary, from the theoretical side, all density functional
theory (DFT) calculations for bulk magnetite in cubic phase led to a coincident
conclusion, i.e., magnetite above TV is half-metal ferrimagnet [42–46].

Another critical issue regarding Fe3O4, especially on the theoretical side, is the
charge ordering. Verwey originally proposed that the statistical distribution of FeII

and FeIII at octahedral sites would lead to some type of order at low temperature
[2]. In recent years, both experiments [32, 47–49] and DFT calculations [50–53]
approved the charge ordering at octahedral sites below TV. Above TV, according
to the Anderson’s condition, the long-range charge ordering could be lost, whereas
the short-range one should be maintained [54]. Recent X-ray diffuse scattering
experiments conducted by Bosak et al. show that short-range charge ordering
survives up to room temperature [55]. However, the DFT studies for Fe3O4 above
TV, i.e., in the cubic phase, converge in an average iron valence state of +2.5 at
octahedral sites [42–46].

In order to put an end the debate on the electronic properties of Fe3O4 and
solve the inconsistency between previous DFT calculations and X-ray diffuse scat-
tering experiments on the charge order, Liu and Di Valentin recently reinvestigated
theoretically Fe3O4 above TV, i.e., in the cubic phase [33]. Through a wide set
of DFT+U and hybrid functional calculations, imposing the symmetry constraint
(Fd3̄m space group) only on atomic positions and not on electron density, they were
able to predict a charge FeII/FeIII disproportion. The charge difference between
FeIIOct and FeIIIOct is not 1.0 e but ∼0.3 e, which is similar to the charge ordering in the
low temperature phase as reported before, and consequently enough to allow the
arbitrary assignment of the +2 and +3 oxidation state. The calculated magnetic
moments of FeTet are −4.21 µB from HSE06, −4.14 µB from B3LYP, and −3.96
µB from PBE+U (U=3.5 eV), which are in good agreement with the experimental
value of ∼ −4.2 µB [56, 57]. In accordance with the charge disproportionation,
the magnetic moments of FeOct ions are also divided into two groups. Experi-
mentally, because of the frequent hopping of electrons between FeIIOct and FeIIIOct,
an average magnetic moment at octahedral sites can be measured (3.97 µB [57]),
which agrees well with Liu and Di Valentin’s mean results (3.84 µB for PBE+U
with U=3.5 eV, 4.03 µB for HSE06, and 3.98 µB for B3LYP). Furthermore, the
adoption of DFT+U and hybrid functional approach, together with the release of
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Figure 1.3: Projected density of states (PDOS) of bulk magnetite calculated at different
levels of theory. The Fermi level is scaled to zero as indicated by the dashed black lines.
The color coding is given in the legend on the top of the panels. Figure adapted from
Reference [33].
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the symmetry constraint on the electron density, allows the opening of a small
band gap of 177 meV (in the spin down channel, as can be seen in Figure 1.3), in
agreement with PES (100 meV) [39] and STS (75-200 meV) [40, 41] experiments.
The original states from FeOct (with an average valence state of +2.5) crossing EF

split into two parts, i.e., states from FeIIOct below EF and states from FeIIIOct above
EF, corresponding to the valence band maximum and conduction band minimum,
respectively. These states are probably those involved in the electrons hopping
between FeIIOct and FeIIIOct, which is responsible for the Fe3O4 conductivity. In this
sense, the energy barrier for electrons hopping from FeIIOct to FeIIIOct is probably
comparable with the band gap amplitude.

Based on these encouraging results, the computational setup proposed by Liu
and Di Valentin in 2017 can be successfully adopted for studing Fe3O4-based nanos-
tructures by means of DFT-based calculations.

1.1.2 Surfaces

Natural crystals of Fe3O4 (see Figure 1.1) are often octahedrally shaped and en-
closed by (111) planes [6], although various different shapes can be grown by
varying the synthesis conditions. Researchers focused in the past and still focus
nowadays on the study and characterization of (110) and (001) planes, too, since
they represent, together with the (111) one, the most stable low-index facets [58].
Several DFT-based calculations have been used several times to compare the sur-
face energies and relative stability of (111), (110), and (001) Fe3O4 facets. For
example, Yang et al. [59] found that (111) surface is less favorable thermodynam-
ically than (110) and (001) ones, suggesting that the formation of (111) should
be kinetically controlled. On the contrary, Yu et al. [60] found the (110) > (001)
> (111) trend in terms of surface energies. More recently, Santos-Carballal et al.
[61] calculated a Wulff construction (shown in Figure 1.4) enclosed by (001) and
(111) planes, being the first surface more stable than the second. Experiments
are in line with some of these results: Feld et al. [62] reported that NPs grows
in [001] directions under thermodynamic control, whereas along [111] directions
under kinetic control, as schematized in Figure 1.5.

From a structural point of view, the structure of the (110) facet is still under
debate. In principle, there are two possibilities to truncate the bulk at the (110)
plane, exposing either a layer of FeOct, FeTet, and O atoms, or a layer exposing only
FeOct and O. DFT calculations revealed that these structures, as well as various
models including iron and oxygen vacancies, undergo significant relaxation with
strong changes in the interlayer spacing [60, 63]. Scanning tunneling microscopy
(STM), low-energy electron diffraction (LEED), and reflection high-energy electron
diffraction (RHEED) experiments registered the exposure of (111) nanofacets onto
the so-prepared (110) surface [64]. In other words, the Fe3O4(110) surface appears
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Figure 1.4: Wulff construction for Fe3O4 based on surface energies derived from
DFT+U calculations. Figure adapted from Reference [61].

to be unstable against faceting to (111), in line with the DFT results mentioned
in the previous paragraph [60, 61].

In the [111] direction the Fe3O4 structure is made up of six distinct planes of
atoms, commonly denoted FeTet1, O1, FeOct1, O2, FeTet2, and FeOct2 in the liter-
ature. The most commonly reported termination consists in a bulk termination
at the FeTet1 plane, according to LEED and STM measurements and assignments
[65–67]. Through DFT+U and hybrid functional calculations, a bulk termination
at the FeOct2 plane is found to be competitive with the one just described at low
oxygen chemical potentials, i.e., under reducing conditions [68]. This theoreti-
cal finding is in line with the major difficulty researchers encounter working with
Fe3O4(111): multiple termination can coexist in the same sample, depending on
the preparation conditions [66, 67]. For example, Shimizu et al. [66] reported the
coexistence of FeTet1 and FeOct2 planes, suggesting that could be due to the reduc-
tion of the sample surface through sputtering/anneal cycles. Furthermore, not only
different terminations can coexist, but also different phases can do it. In partic-
ular, long-range superstructures made of Fe1-xO may appear between Fe3O4(111)
domains under reducing conditions [65, 69].

The structure and termination of the Fe3O4(001) surface have also been dis-
cussed at length, too. The stacking sequence in the [001] direction consists of A
layers that contain FeTet and B layers that contain O and FeOct. Different atomic
structure models have been proposed for the (001) surface. An A layer termi-
nation, where half of the tetrahedral iron ions is missing, [71–73] and a B layer
termination, with oxygen vacancies or hydroxyl groups, [74, 75] were proposed in
the early stage. Later, based on DFT calculations, Pentcheva et al. [43] proposed
a clean B layer termination called distorted bulk truncation (DBT) model, shown
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Figure 1.5: TEM images of Fe3O4 NPs size and shape formation during 1 h of reaction
and a corresponding scheme of the different development stages. Figure adapted from
Reference [62].

Figure 1.6: Top and side views of DBT and SCV Fe3O4(001) surface models. Layers
are numbered on the right and the color coding of the atoms is given in the legend on
the bottom. Figure adapted from Reference [70].

13



in Figure 1.6a, thermodynamically more stable than the other configurations men-
tioned above [43, 76]. However, the Pendry reliability factor (RP) for the LEED
investigation was somewhat poor (RP = 0.34) [77] and the DBT model could not
explain the site preference of Au adatoms deposited on the Fe3O4 (001) surface
[78]. In 2014, Bliem et al. [79] proposed a new reconstructed surface model called
subsurface cation vacancy (SCV), shown in Figure 1.6b: a B layer-terminated
Fe3O4(001) surface with an extra interstitial FeTet in the second layer, replacing
two FeOct that are removed from the third layer, in each (

√
2 ×

√
2)R45° unit

cell. The SCV model shows a much better agreement with experimental LEED
IV (RP = 0.125 [79]) compared with the DBT model (RP = 0.34 [77]) and agrees
well with the surface X-ray diffraction (SXRD) [80]. In addition, the SCV model
shows, at the DFT+U level of theory, a higher thermodynamic stability than DBT
over the entire range of oxygen chemical potentials accessible under experimental
conditions and can well explain the site preference of Au adatoms when deposited
on the Fe3O4(001) surface [78, 79]. Recent SXRD, X-ray and ultraviolet photoelec-
tron spectroscopy (XPS, UPS), low-energy electron diffraction and ion scattering
(LEED, LEIS), infrared reflection absorption spectroscopy (IRRAS) and STM in-
vestigations found that under water exposure at elevated temperature, i.e., more
than 700 K, the SCV surface is not anymore the most stable structure: at in-
creasing water pressure the DBT surface becomes the most favored one [81–83].
The main features of the SCV reconstruction vanish irreversibly during the water
exposure: tetrahedral interstitial sites in the second layer of the surface are fully
depleted and the octahedral sites in the third layer get fully occupied. The lifting
of the SCV reconstruction in the presence of water is consistent with the DFT-
based surface phase diagram built at 900 K by Liu and Di Valentin [70]: at high
water coverage, a stability inversion makes the hydrated DBT surface more stable
than the SCV one. More recently, through a DFT+U study, Righi et al. [84]
found that at room temperature the SCV is the most stable surface even under
water-rich conditions. The lifting of the SCV reconstruction in favor of a bulk-like
structure has been observed also after the exposure to formic acid [85].

The electronic properties of both SCV and DBT Fe3O4(001) surfaces were
investigated through hybrid functional calculations by Liu and Di Valentin [70].
In agreement with experiments, outer layers contains only FeIII, whereas a mixture
of FeII and FeIII is present in the inner layers. Being the SCV more oxidized than
the DBT surface, i.e., the Fe:O ratio is lower in the former than in the latter,
the amount of FeII is lower in the reconstructed structure than in the bulk-like
one. In line with what found for the Fe3O4 bulk [33], both investigated models for
the Fe3O4(001) surface show a semiconductor character, as shown in Figure 1.7,
in agreement with previous DFT+U calculations performed on the DBT surfcace
[46, 76, 78, 86].
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Figure 1.7: Projected density of states (PDOS) of DBT and SCV Fe3O4(001) surface
models calculated at different levels of theory. The Fermi level is scaled to zero as
indicated by the dashed black lines. The color coding is given in the legend on the right.
Figure adapted from Reference [70].

1.1.3 Nanoparticles

Magnetite NPs with variable sizes have been successfully prepared with different
shapes, including cubes, octahedra, rhombic dodecahedra, truncated octahedra,
and spheres via various synthetic routes [17, 87–95]. However, cubic, octahedral,
and truncated octahedral NPs enclosed by (001), (111), and a mixture of (111)
and (001) facets, respectively, are the most commonly observed, being their shape
compatible with the periodicity of the inverse spinel structure that characterizes
Fe3O4 [87, 96]. Figure 1.8 shows Fe3O4 NPs of various shapes ranging from cubes
enclosed in (001) planes to octahedra enclosed in (111) planes. The DFT+U-
based calculation by Santos-Carballal et al. of the Wulff construction (see Figure
1.4) confirmed that a Fe3O4 nanostructure would be preferentially enclosed by
(001) and (111) planes, with the former more stable than the latter plane [61].
In agreement with the theoretical calculation of the Wulff construction, Feld et
al. found that the NPs growth in [111] directions is kinetically favored, whereas
along [001] directions is thermodinamically favored [62], as schematized in Figure
1.5. Regarding the electronic properties, tunneling microscopy shows that below
Verwey transition temperature Fe3O4 NPs are semiconductors with a small band
gap from 0.14 to 0.30 eV [38, 41].

The resurgence of interest for Fe3O4-based nanosystems, especially with ap-
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Figure 1.8: Fe3O4 NPs of various shapes ranging from cubes enclosed in (001) planes to
octahedra enclosed in (111) planes, depending on the growth conditions. Figure adapted
from Reference [87].

Figure 1.9: Illustration of the concept of superparamagnetism, where the circles depict
NPs, and the arrows represent the net magnetization direction in those particles. In
case (a), below TB or for relaxation times τ much longer than the measurement time
τm, the net moments are quasi-static and the overall magnetization is non-null. In case
(b), above TB, or for τ much shorter than τm, the moment reversals are so rapid that in
zero external field the time-averaged overall magnetization is zero. Figure adapted from
Reference [9].
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plications in the fields of nanomedicine, is mainly due to the peculiar magnetic
properties of such a material [9–16]. A single Fe3O4 NP is ferrimagnetic as well as
bulk magnetite, as discussed in Section 1.1. However, a group of NPs is found to be
superparamagnetic above the blocking temperature (TB) and ferrimagnetic below
it [9]. In other words, below TB a group of NPs show a non-null overall magnetic
moment; on the contrary, above such a temperature, the overall magnetic moment
is almost zero. This is due to the fluctuations of the magnetic moments associated
to each single NP, caused by the thermal energy, according to the equation

τ = τ0 exp

(
∆E

kBT

)
(1.1)

where τ is the magnetic moments relaxation time, ∆E the energy barrier to mag-
netic moment fluctuation, and kBT the thermal energy. Higher is the temperature,
shorter is the relaxation time, i.e., faster is the fluctuation of the magnetic mo-
ments. As a consequence, if the time τm for measuring the overall magnetization of
the NPs is longer than τ , a null overall magnetization is registered. This concept
is schematized in Figure 1.9. The superparamagnetism appears only above TB,
once the overall magnetization of the NPs is null. In this regime, whose range
also depends on the particles size (as schematized in Figure 1.10), measuring a
non-null overall magnetization is possible only through the application of an ex-
ternal magnetic field. This phenomenon is not simply classified as paramagnetism
because the saturation magnetization (i.e., the maximum magnetization value)
of superparamagnetic systems is comparable to that of ferromagnetic systems, as
shown by hysteresis curves in Figure 1.10, where H and M are the applied external
magnetic field and the measured magnetization of the whole system. As already
discussed, the magnetization M at zero external magnetic field H is null for su-
perparamagnetic systems (SPM in Figure 1.10) and non-null for ferromagnets and
ferrimagnets (FM in Figure 1.10), and the saturation magnetization shows similar
values for such systems.

The high overall magnetic moment of Fe3O4 NPs is a key point for their appli-
cations in nanomedicine. Unfortunately, the saturation magnetization of magnetic
NPs may be reduced by various factors. The main phenomena able to lower the
magnetization of IONPs are (i) antiphase domain boundaries [97–99], (ii) spin
canting (or disorder) [100–103], and (iii) variations in cristallinity. The first mech-
anism is due to structural defects, e.g., dislocations, which create inside a single
NP different domains, whose magnetization vectors are not parallel [104, 105], as
schematized in Figure 1.11. The second and the third mechanisms are related to
finite dimensions and surface effects. Surface spin canting is understood as a con-
sequence of broken exchange bonds and low symmetry near the particle surface,
resulting in a non-ordered collection of spin magnetic moment [106], as schema-
tized in Figure 1.12. Variations in cristallinity include surface reconstructions,
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Figure 1.10: Schematic hysteresis (M - H) curve for ferromagnetic (FM) and super-
paramagnetic (SPM) materials. Figure adapted from Reference [9].

e.g., Fe ions occupying octahedral sites moving to tetrahedral ones, which imply
the lowering of the overall magnetization according to the superexchange coupling
described above [4, 5].

Very small IONPs (<25 nm), as those that are typically used in nanomedi-
cal applications, are usually magnetized homogeneously and stable single domain
[107]. Only NPs with a diameter larger than 80 nm are sistematically multido-
main nanostructures, affected extensively by antiphase domain boundaries [108–
110]. On the contrary, NPs of every size are affected by surface reconstruction and
spin disorder in a different extent depending on the synthesis route and preparation
conditions [111–113]. Interestingly, surface functionalization with various anchor-
ing groups is found to hamper spin and structural disorder: saturation magnetiza-
tion values close to the bulk (96 emu/g) have been reported for coated magnetic
NPs (∼80 vs. ∼40 emu/g for naked NPs) [114–120]. For example, Roca et al.
[119] compared the NPs produced through two different synthetic routes: (i) by
thermal decomposition of organic precursors in organic media and in the presence
of oleic acid (which acts as surfactant), and (ii) by coprecipitation from iron salt
solutions in aqueous media in the absence of ligands. NPs synthesized by thermal
decomposition show higher saturation magnetization values at both low and room
temperature (96 vs. 55 emu/g, and 84 vs. 46 emu/g, respectively). Donadel et al.
[121] synthesized chitosan-coated Fe3O4 NPs through alkaline co-precipitation of
ferric and ferrous chlorides in aqueous solution, with the low saturation magnetiza-
tion value of 33 emu/g. Qu et al. [122] followed Donadel’s procedure with a further
addition of oleic acid in the mixture, obtaining a higher saturation magnetization
value of 74 emu/g.

Being the capping molecules not magnetic, to understand the origin of the
enhanced magnetization is not straightforward. In a combined experimental and
theoretical work, Salafranca et al. [120] proposed an explanation comparing the
electronic structure of bulk Fe3O4, bare Fe3O4(001) surface and capped Fe3O4(001)
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Figure 1.11: (a) Top view of a bulk magnetite (001) B layer that contains O (green
beads) and FeOct (blue beads). (b) Top view of a (001) B layer presenting an antiphase
domain boundary with the shift vector along [-110] direction (indicated by the black
arrows). The FeOct−O−FeOct angle changes from 90° in (a) to 180° in (b). (c) Iron ions
magnetic moments close to the magnetic domain wall formed as a consequence of the
presence of an antiphase domain boundary. The net magnetizations of the left and right
side of the magnetic domain wall are not parallel. Figure adapted from Reference [105].

Figure 1.12: Schematic representation of spin magnetic moments in case of surface
spin order (on the left) and spin disorder (on the right). Figure adapted from Reference
[102].
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Figure 1.13: Simulated annealing temperature profiles and global minimum structures
of the magnetite cubic (up) and spherical (down) NP. The color coding of atoms is given
in the legend at the bottom. Labels 3c–6c indicate the actual coordination number of
the corresponding ions. Figure adapted from Reference [125].

surface with organic acids. The authors explained the reduced magnetization at
magnetite bare surface with its metallic behavior. The magnetization is then
restored for the capped surface along with its semiconductor behavior. How-
ever, these results are not consistent with the existing literature. Indeed, several
DFT+U and hybrid functionals calculations show a gap at Fermi level for the bare
Fe3O4(001) surface [46, 70, 76, 86, 123, 124] in analogy with what observed for
bulk Fe3O4 [33, 45, 53] and in contrast with the metallic character observed by
Salafranca and collaborators [120]. An improved crystallinity, a reduced surface
anisotropy, and a restored bulk coordination around the surface Fe are often and
vaguely invoked as possible causes, but the underlying mechanism for the enhanced
saturation magnetization is still not clear.

Despite the relevance of Fe3O4 NPs in nanobiotechnology, it is possible to
observe a severe lack of a theoretical framework, which could assist in the in-
terpretation and comprehension of experimental findings at an atomic scale and
guide further experiments. Unfortunately, magnetite is a complex material to be
described accurately by theoretical methods. Up to now, Fe3O4 nanoparticles have
mainly been addressed by force-field methods to study their interaction with sur-
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factants and capping agents [126–133]. However, these types of simulations have
some intrinsic limitations, since they cannot provide any information on the elec-
tronic and magnetic structure, cannot handle bond breaking and bond formation,
and have limited transferability. As already discussed, Liu and Di Valentin [33,
70] showed that, to catch proper structural, electronic, and magnetic properties of
even the most simple bulk and flat surface systems, high-level quantum mechani-
cal techniques, beyond standard DFT, are required. Within the same theoretical
framework and protocol, they gave a first insight into the quantum mechanical
modelling of Fe3O4 NPs of quasi-realistic dimensions. In 2019, Liu and Di Valentin
[125] investigated through hybrid functional calculations the structural, electronic,
and magnetic properties of cubic and spherical Fe3O4 NPs (shown in Figure 1.13),
all of them constituted by more than 1000 atoms. They caught and discussed the
FeII/FeIII disproportion, as well as the semiconducting behavior of the two models
of Fe3O4 NP under investigation. Furthermore, they identified a surface recon-
struction mechanism which lowers the overall magnetization of a cubic Fe3O4 NP,
and provided a general empirical formula for the a priori evaluation of the overall
magnetic moment of such Fe3O4 nanostructures.

1.2 Magnetite applications in emerging fields

1.2.1 Nanomedicine

Fe3O4 NPs are top-class materials for biomedical and nanomedicine applications
because of their excellent soft magnetism [17] (high saturation magnetization
and low coercive force, i.e., superparamagnetism), good biocompatibility and low
citotixicity [134, 135], and availability to surface modification [136], as already
mentioned at the beginning of this chapter. The room temperature superparam-
agnetism of IONPs allows the control of fluids containing nanostructures of such
materials through the application of an external magnetic field [137], as schema-
tized in Figure 1.14. This behavior opens up the way for a variety of both in vivo
and in vitro applications in the emerging field of nanomedicine.

Up to now, several methods, such as co-precipitation [118, 138–140], solvother-
mal/hydrothermal synthesis [17, 141, 142], sol–gel reactions [143], micro-emulsion
templated synthesis [114, 144], and thermal decomposition [88–90, 92, 93, 115–
117, 119, 120], have been developed to synthesize IONPs. Among these methods,
the thermal decomposition of organic precursors in organic media in the presence
of surfactants is often preferred since it is capable of controlling the particle size,
shape, crystallinity, and magnetism [88–90, 92, 93, 115–117, 119, 120]. The as-
prepared NPs are usually coated with small hydrophobic molecules, e.g., oleic acid
and oleylamine, which make them only soluble in non-polar solvents. Since most
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Figure 1.14: Schematic representation of a magnetic NP that can be controlled through
an external magnetic field for in vivo applications, such as targeted drug delivery. Figure
adapted from Reference [137].

applications of IONPs require high stability in aqueous environment, it is of great
importance to perform surface modification with hydrophilic and biocompatible
coatings, e.g. silica, gold, molecular surfactants, and polimers, to avoid agglom-
eration [10, 11, 14–16, 136, 145]. In general, two strategies, grafting from and
grafting to, are employed to bind polymer chains onto IONPs [16]. The grafting
from method involves surface initiation and subsequent polymerization on the NP
surface, while in the grafting to system, end-functionalized polymers are connected
to the NPs by the ligand exchange route. Moreover, the protecting shell should
be accessible for further functionalization to optimize the system for specific ap-
plications [10, 14–16, 136], as schematized in Figure 1.15.

Nuclear magnetic resonance (NMR) is a powerful magnetic phenomenon mainly
used in clinics for imaging. In contrast to surface-based sensors, NMR is capable
of sampling an entire volume in a non-invasive way. Magnetic resonance imaging
(MRI) can be combined with other diagnostic tools, like X-ray CT (computed
tomography), PET (positron emission tomography) or US (ultrasound), to obtain
more accurate diagnosis, for which multimodal superparamagnetic IONPs can be
afforded either combining several agents into a single carrier or by engineering a
material that can be active in several modalities [146]. It is a known fact that the
magnetic core creates a local magnetic inhomogeneity, which alters the relaxation
time of hydrogen protons in the surrounding water molecules [147]. This fact has
motivated different studies based on the use of magnetic IONPs as versatile dual
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Figure 1.15: Schematic representation of a functionalized NP for various applications.

MRI contrast agents for T1 and T2 relaxation, in order to avoid the conventionally
used gadolinium chelates [148] and their potential toxicity [149]. Gadolinium,
a paramagnetic ion with the largest number of unpaired electrons, is the most
effective T1 contrast agent, which has however the main drawback of being toxic,
although it is always used in combination with chelating molecules with the aim
of avoiding its potential risk [149].

Targeted drug delivery refers to predominant drug accumulation within a target
zone that is independent of the method and route of drug administration. Effective
targeted drug delivery systems have four key requirements: retain, evade, target,
and release. This entails efficient drug loading into a type of delivery vehicle, suffi-
cient residence in the circulation to reach the intended sites of the body, retention
by specific characteristics within intended sites (i.e., targeting), and drug release
at the intended site within a time that allows for the effective function of the drug
[150, 151]. The basic purpose of magnetic IONPs-based targeted drug delivery is
to physically direct a loaded magnetic drug carrier system to a specific organ or
tissue with an externally applied magnetic field for drug accumulation. Compared
with conventional drug administration, magnetic IONPs-based targeted drug de-
livery could reduce drug concentration in the body compartments overall, thus
reducing systemic side effects. In addition, the concentration in the affected tissue
is effectively increased, resulting in an enhanced therapeutic effect [152]. Surface
engineering typically protects against iron oxide core agglomeration, and also pro-
vides chemical handles for the conjugation of drug molecules, targeting ligands,
and reporter moieties, and limits non-specific cell interactions [10, 14–16, 136].

Cancer hyperthermal treatment using IONPs is of particular interest because
they have much less side effects compared to traditional chemotherapy and radio-
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therapy [153, 154]. Magnetic hyperthermia of IONPs is caused via dipole relax-
ation induced by an alternating magnetic field [155–158]. The heat generated by
the locally injected IONPs can specifically destroy tumor cells, but show minimal
damage to healthy tissues. The local temperature can also be easily controlled by
the alternating magnetic field power and the concentration of IONPs in the tumor.
Polymergrafted IONPs can serve as a hyperthermia agent due to the combination
of magnetic heating of IONPs and the stability of polymers. Besides, the polymer
brushes on the surface can help controlling the state of dispersion as well as the
interparticle distance. More importantly, thermal-responsive polymers can also be
integrated on IONPs to achieve heat-triggered drug release.

Aside the above-mentioned in vivo applications, IONPs have been attracting
interest also for in vitro applications, such as bioseparation and biosensing. The
ability to selectively trap and separate target molecules in biological samples is
a critical component of biomedical applications. Target and probe molecules are
typically mixed and then separated in batch processes that require multiple pipet-
ting, tube washing, and extraction steps, which can affect accuracy. Therefore,
the development of cost-effective separation techniques is a crucial factor in in-
dustrial biotechnology production and in routine procedures in molecular biology.
Among the numerous methods used for bioseparation, IONPs-based separation
techniques are becoming increasingly critical, with a wide range of potential appli-
cations in bioscience research. This is because IONPs can be separated easily and
quickly by an external magnetic field (specifically, providing cost reduction and
process integration), which can be used in combination with appropriate ligands
and selectively separated biomaterials such as cells, proteins, genes, and pathogens
extracted from a specimen for detection and characterization [159, 160]. Further-
more, IONPs have recently drawn considerable interest as immobilizing matrices
for biosensor development. IONPs-based biosensors are usually produced using
two main sensing mechanisms: electrochemical sensing and immunosensing. Elec-
trochemical sensing methods are developed rapidly because such devices fulfill
many demands for analytical detection and exhibit numerous advantages such as
sensitivity, selectivity, rapid response, and low cost [161]. Immunosensing involves
affinity ligand-based biosensing solid-state devices in which the immunochemical
reaction is coupled to a transducer. The purpose of all immunosensors concerns
the specificity of the molecular recognition of antigens by antibodies to form a
stable complex [162].

1.2.2 Disposal of radioactive waste

The discovery of element 43, Tc, was officially confirmed by Carlo Perrier and
Emilio Segrè in 1937 [163] in Italy. Technetium may form naturally, but the over-
whelming majority is from anthropogenic sources. In nature, Tc can be produced
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Figure 1.16: Schematic representation of the reduction and retention of Tc(VII) by
Fe(II)-containing liquid and solid phases. Figure adapted from [20].

through the spontaneous fission of 238U, neutron-induced fission of 235U or cosmic
ray reactions with Mo, Ru and Nb within the earth’s crust [164, 165]. Anthro-
pogenic sources are mainly from nuclear power plants activity [164, 165], and to a
lesser extent from global weapons [166, 167] and medical applications [168]. Tc has
been released to our environment intentionally or accidentally or through regulated
discharges. Most of Tc isotopes like 97Tc and 98Tc are unstable in the environ-
ment, whereas 99Tc, which is a weak β-emitting nuclear fission product, has a long
half-life (t1/2 ∼ 2.1 × 105 year) [163–165]. Once Tc is released in the environment
in the absence of any complexing ligand other than water, TcVII and TcIV are the
prevailing redox states under non reducing and reducing conditions, respectively
[169]. In oxidising environments, TcVII is found over the entire pH range as the
highly mobile TcO−

4 anion, which shows very high solubility and weak adsorption
properties [170]. People can be exposed to Tc through the consumption and in-
gestion of water and food contaminated by the highly soluble and mobile TcO−

4

anion. Beyond a certain threshold, Tc could concentrate in the thyroid gland and
gastrointestinal tract, potentially causing cancer and other adverse health effects
[171]. Under reducing conditions, TcIV forms sparingly soluble hydrous oxides
[172], which could strongly adsorb to mineral surfaces [173].

As for other redox-sensitive radionuclides, FeII solid phases play a relevant role
in the geochemistry of Tc, often involving a combination of reduction and up-
take processes, as schematized in Figure 1.16. The anoxic corrosion of metallic
iron/steel canisters, commonly used as deep underground repositories for the ra-
dioactive waste disposal [174], produces minerals containing FeII [175, 176]. Under
the alkaline conditions of geological repositories, Fe3O4 is expected to be one of the
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most abundant product of the canisters corrosion [175]. The role of Fe-containing
minerals in the reduction and immobilization of TcVII has been intensively inves-
tigated over the last decades. Cui and Eriksen [177, 178] studied the reduction
of TcVII by FeII and the uptake of Tc by FeII-containing phases in the presence
of synthetic ground water. According to the authors’ conclusions, the Tc uptake
was found to be controlled by a exchange mechanism of ligands adsorbed onto the
mineral surface. Burke and collaborators [179–183] conduced several studies ded-
icated to the interaction of TcVII with Fe-containing sediments. All these studies
reported the formation and precipitation of TcO2·xH2O(s) as the main mecha-
nism for the reduction and immobilization of Tc. Kobayashi et al. [19] in 2013
investigated the reduction/adsorption of TcVII in the presence of FeII (magnetite,
mackinawite, and siderite) and FeIII (goethite and hematite) minerals. The re-
duction of TcVII and consequent decrease of aqueous Tc concentration were only
observed in the presence of the FeII-containing minerals. The authors reported
the complete incorporation of TcIV into the magnetite structure. Similar results
regarding the TcIV immobilization were found by Marshall et al. in 2014 [20]. The
TcIV incorporation in Fe3O4 was studied also through quantum mechanical cal-
culations, in particular with the Unrestricted Hartree-Fock (UHF) method [184].
More recently, Yalçintaş et al. [185] conduced a X-ray adsorption spectroscopy
(XANES and EXAFS) study considering various models for both incorporation
and surface adsorption of TcIV by Fe3O4. Despite the huge number of studies on
the reduction and uptake of Tc by Fe3O4, the mechanism of the reduction, as well
as the final products of the immobilization, is still unclear.

1.2.3 Electrocatalysis of the oxygen evolution reaction

Electrochemical water splitting is an emerging technology for the production of
sustainable hydrogen, as a mean to store energy from excess renewable energy
sources in the form of a high-energy-density fuel [186, 187]. The process is com-
posed of two half-reactions: the cathodic hydrogen evolution reaction (HER) and
the anodic oxygen evolution reaction (OER). One of the key factors limiting the
efficiency of the overall process is the sizeable energy loss caused by the high over-
potentials of the OER, which is usually considered to be the bottleneck of the
electrochemical production of hydrogen [188]. Among the various materials em-
ployed as electrocatalysts, only noble metals, such as Ru, Pt, or Ir, show promising
OER activity and stability in acidic media. On the contrary, in alkaline solution
many inexpensive and abundant metals (e.g., Fe, Co, and Ni) and their alloys (e.g.,
oxides) show comparable or even better catalytic performance than noble metals
[189]. Nonetheless, alkaline water electrolysis has long been considered inefficient
compared to acidic electrolysis, because of the worse performance of the hydrox-
ide conducting polymer electrolyte membranes (PEM) compared to the proton
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conducting ones. However, recent studies suggest that alkaline cells could present
similar or even higher activity than acidic systems by optimizing the hydroxide
conducting PEMs typically used in current systems [190, 191]. The search for
the best OER catalyst in alkaline media is ongoing, and transition metal oxides
containing Ni, Co and Fe have been proposed as suitable candidates.

Fe3O4 showed good stability and fair activity for the OER. Mullner et al. [24]
did not observe any changes in the reconstructed Fe3O4(001) surface under OER
conditions, with a fair overpotential value of 0.48 V. Grumelli et al. [25] confirmed
the stability of the SCV surface in an electrochemical environment for the OER
with an overpotential of 0.44 V. They also measured the overportential for the
unreconstructed DBT surface with the value of 0.49 V. Righi et al. [84] investi-
gated the stability and the electrochemical performance toward OER for various
model of Fe3O4(001) surface by means of DFT+U calculations. Furthermore, the
reconstructed Fe3O4(001) surface was found to easily adsorb adatoms transition
metal atoms [78, 79] leading to the formation of so-called single atom catalysts
(SACs).

The noun ”single-atom catalyst” was coined and used for the first time by
Tao Zhang and collaborators [192] for indicating the extreme downsizing of metal
particles involved in heterogeneous catalysis. Usually, catalysts are constituted by
metal particles finely dispersed on a high-surface-area support, and only a small
portion is actually involved as active center in the catalytic process. The metal
particles usually show a broad size distribution and irregular morphology, and may
possess multiple active sites with different performances. Such heterogeneity af-
fects the efficient use of metal and reduces the selectivity toward a specific product.
The size reduction of the metal clusters, from bulk- to nano- and subnano- dimen-
sions, improves the efficiency of metal use and the selectivity of a specific reaction
[193–195]. However, reducing the metal clusters size has a drawback: the surface
free energy of metals increases significantly, as shown in Figure 1.17. One possibil-
ity to overcome this problem is the use of an appropriate supporting material that
strongly interacts with the metal species [196]. Despite their small size, subnan-
oclusters still contain multiple active centers and some of them are not always the
most desirable for a certain catalytic process. The most effective way to use each
single metal atom and produce catalysts with well-defined unique active centers is
to further downsize the metal nano- and subnano-particles to well-defined, atomi-
cally distributed metal active centers [192, 197, 198]. In 2011, Tao Zhang’s research
group [192] for the first time prepared a Pt SAC supported on iron oxides, named
Pt1/FeOx, with excellent performances toward CO oxidation. From that moment,
several SACs have been prepared with various metal atoms and supporting mate-
rials, such as transition metal oxides [199–201], monolayer two-dimensional (2D)
materials [202, 203], metal organic frameworks (MOFs) [204], and so on.
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Figure 1.17: Surface free energy (and specific activity) as a function of the metal
particle size. The stabilizing effect obtained by supporting the metal is displayed by the
red profile. Figure adapted from Reference [196].

As just mentioned, but also discussed in previous paragraphs and sections, also
Fe3O4 can be used as a support material for the preparation of SACs [23]. The
Fe3O4(001) SCV reconstruction essentially creates an array of strongly binding
defect sites (periodicity 0.84 nm), on which metal adatoms of almost any variety
bind with a two-fold coordination to lattice oxygen atoms [23, 58, 79]. Transition
metals are found to be extremely stable against thermal sintering on Fe3O4, but
some of them, such as Ti [205], Mn [205], Co [205, 206], Ni [205, 207], Zr [205], Rh
[208], and Ir [209] at a certain temperature tend to diffuse and incorporate into
the surface layer. On the contrary, other metals, such as Cu [210], Ag [210, 211],
Au [78, 79], and Pt [212, 213] do not incorporate in the spinel lattice, and remain
stable as adatoms until the reconstruction is thermally lifted up to 700 K. Mixed
first row transition metal-Fe oxides being some of the most promising materials
for OER electrocatalysts [214–219], it is reasonable to think that transition met-
als SACs may improve the catalytic performance of magnetite toward the OER.
No systematic investigations have yet been conduced to elucidate the OER steps
and performance of Fe3O4(001)-based SACs, except the experimental study of Ni-
modified Fe3O4(001) by Mirabella et al. [26]. In this work, the authors found that
the presence of Ni adatoms is not enough to guarantee the decrease of the over-
potential with respect that of the pure magnetite, but a higher Ni concentration
that implies the formation of a mixed Ni-Fe oxide phase is required [26].
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1.3 Outline of the thesis

The aim of the research work reported in this PhD thesis is the first-principles in-
vestigation of structural, electronic, and magnetic properties of magnetite (Fe3O4)
nanostructures and their interaction with various chemical species for relevant
technological applications. In particular, on one hand, we have considered a cu-
bic Fe3O4 nanoparticle (NP) enclosed by six (001) facets to investigate the effects
of surface functionalization for nanomedical applications. On the other hand, we
have considered a Fe3O4(001) surface model to study the interaction and immobi-
lization of technetium, which is a nuclear fission product with high radiotoxicity
and long half-life. Similarly, we used the Fe3O4(001) surface also as a support
material for single atom catalysts (SACs) of various transition metal elements for
the oxygen evolution reaction (OER).

For this work, state-of-the-art computational methods and massively paral-
lelized codes are employed in order to perform highly accurate calculations of such
large systems in a reasonable time. Most of the calculations were based on density
functional theory (DFT), using hybrid functionals (HSE06) and localized basis
sets, which is a well-suited approach for the description of magnetite in terms
of structural, electronic, and magnetic properties. An approximated DFT-based
method, namely the Hubbard-corrected self-consistent charge density-functional
tight-binding (SCC-DFTB+U, from now on DFTB+U), has been considered for
the structural properties and dynamical behavior of the largest systems. An
overview of the theoretical methodologies employed in this PhD thesis is provided
in Chapter 2.

Chapter 3 is focused onto the structural, electronic, and magnetic properties of
naked and functionalized cubic Fe3O4 NPs enclosed by six (001) facets. In experi-
ments, surface functionalization of magnetite nanoparticles is found to prevent the
reduction of the overall magnetic moment with respect to bulk, but the underlying
mechanism is still to be clarified. Therefore, we explored the effects of the adsorp-
tion of various ligands (containing hydroxyl, carboxylic, phosphonic, catechol, and
silanetriol groups), commonly used to anchor surfactants during synthesis or other
species during chemical reactions, onto the spin and structural disorder, which are
phenomena contributing to the lowering of the NP magnetization. Understanding
the nature and behavior of such phenomena may guide the design and optimization
of Fe3O4 nanosystems for a broad range of technological applications.

Chapter 4 is focused onto the interaction between the Fe3O4(001) surface and
the pertechnetate ion (TcVIIO−

4 ). Experimentally, it is clear that Fe3O4 can reduce
TcVIIO−

4 to TcIV species and retain such products quickly and completely, but
the exact nature of the process and redox products is not completely defined.
Therefore, we studied a possible initiation step of the TcVIIO−

4 reduction to TcIV

and explored various model structures for the immobilized products of the TcVII
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reduction: TcIV incorporation and adsorption in the form of TcIVO2·xH2O chains.
Chapter 5 is focused on the use of the Fe3O4(001) surface as support material

for SACs for the oxygen evolution reaction (OER), which is usually considered to
be the bottleneck of the electrochemical production of hydrogen. Inexpensive and
abundant metals, such as Ti, Co, Ni, and Cu, are trapped in various configuration
in the Fe3O4(001) surface. Once the most stable structure for each metal was
determined, we investigated the models as electrocatalysts in alkaline conditions
towards the OER, by means of the computational hydrogen electrode (CHE) model
[220]. Our results could give some hints in the search and design of a good OER
catalyst in alkaline media.

Chapter 6 is focused on the development of a set of force field (FF) parameters
for the description of iron oxides/water interphase. An existing set of CLASS2
FF parameters is optimized to describe the Fe–Owater cross-interaction through
comparison, based on HSE06 calculations, of the potential energy function for
a single water molecule adsorbed on the Fe3O4(001) surface and with density
functional tight binding DFTB+U molecular dynamics simulations for a water
trilayer on the same surface. Their transferability is tested for water adsorption
on the curved surface of a spherical Fe3O4 NP.

30



Chapter 2

Theoretical Background

In this chapter, a brief overview of some fundamental aspects of computational
materials science is given. The density functional theory is presented with its
main approximations and methods. The density functional tight-binding, i.e., an
approximated method based on the density functional theory, is also introduced.
The Bloch’s theorem is discussed with its implications to the computational mate-
rials science. Finally, some of the most popular geometry optimization algorithms
are briefly introduced. This chapter is based on the review article by Koskinen
and Mäkinen [221] and the textbooks by Ashcroft and Mermin [222], Grosso and
Parravicini [223], Pisani [224], and Jensen [225].

2.1 Density functional theory

In the past, methods devoted to the solution of the many-electron problem and
consequent calculation of the electronic structure were based on the search for the
best approximation of the exact ground-state many-electron wave function ΨG =
ΨG(r1σ1, ..., rNσN), which depends on the spatial (and spin) coordinates of each
electron belonging to the whole system. In the density functional theory (DFT)
the focus shifts from the ground-state many-electron wave function to the much
more manageable ground-state one-body electron density n(r), which depends on
the spatial coordinates of the point under exam only. The DFT shows that the
ground-state energy of a many-particle system can be expressed as a functional
of the one-body density. The minimization of such functional allows in principle
the determination of the actual ground-state density and, consequently, ground-
state properties. The strength of the DFT stands on the possibility to provide
reasonably simple (but at the same time accurate) approximations of the functional
to be minimized. The peculiarity of the density functional approach to the many-
body problem is to compute a one-electron Schrödinger equation with a local
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effective potential for the characterization of the ground-state electronic density
of the many-electron systems.

2.1.1 The Hohenberg-Kohn theorem

Consider a system with N electrons, described by the many-electron Hamiltonian
operator H. For convenience, H is decomposed into the sum of an “internal” part
(kinetic energy of the electrons plus electron-electron Coulomb interactions) and
“external” part (the electronic-nuclear interactions, in our specific case):

H = Hint + Vext

Hint = T + Vee =
∑
i

p2i
2m

+
1

2

∑
i ̸=j

e2

|ri − rj|
(2.1)

Vext =
∑
i

vext(ri) with vext(ri) = −
∑
I

zIe
2

|r−RI |
≡ Vnucl(r).

For simplicity, we suppose that the ground-state |ΨG⟩ is non-degenerate. The
external potential vext(r) is considered as the only variable of the many-electron
problem, whereas the mass of the electrons, their charge, their number N , and the
form of the internal interactions are supposed to be fixed. The Hohenberg-Kohn
theorem states that there is a one-to-one correspondence between the ground-state
density of a N-electron system and the external potential acting on it. In this sense,
the ground-state electron density becomes the variable of interest.

Suppose to know vext(r) and consequently the total Hamiltonian H of the
system. In principle, by solving the Schrödinger equation it is possible to know
the eigenfunctions and eigenvalues of the electronic system and in particular the
actual ground-state wave function ΨG(r1, r2, ..., rN), which does not include the
spin component for simplicity. In other words, the ground state wave function
|ΨG⟩ depends on the external potential vext(r); this can be indicated through the
functional notation ΨG = ΨG[vext(r)]. From the knowledge of |ΨG⟩, it is possible
to compute the ground-state one-body density n(r) defined as:

n(r) = ⟨ΨG(r1, r2), ..., rN |
∑
i

δ(ri − r) |ΨG(r1, r2), ..., rN⟩ . (2.2)

By multiplying both members of the Equation (2.2) by vext(r) and integrating over
the space variable, we obtain:

⟨ΨG|Vext |ΨG⟩ =

∫
n(r)vext(r)dr. (2.3)
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The present reasoning can be summarized with the scheme:

vext(r) −→ Ψ[vext] −→ n(r)

which means that the knowledge of vext(r) entails the knowledge of ΨG[vext(r)]
and consequently the knowledge of n(r). In other words, there is a functional that
relates n(r) and vext(r):

n(r) = F [vext(r)]. (2.4)

The novelty of the Hohenberg-Kohn theorem relies on the one-to-one correspon-
dence between n(r) and vext(r), which allows to invert the relation expressed in
Equation (2.4):

vext(r) = G[n(r)] (2.5)

which means that from the knowledge of the density n(r) we can determine
uniquely the external potential vext(r) and thus the Hamiltonian H of the sys-
tem and, in principle, any other property of the system.

To further elaborate the consequences of the Hohenberg-Kohn theorem, it is
convenient to define other functional relations. In the following obvious functionals
of the vext(r) are schematized:

vext(r) −→ ΨG[vext]


−→ E[vext]

−→ T [vext]

−→ Vee[vext].

(2.6)

These relations state that the expectation value of the total electronic energy,
electron kinetic energy and electron-electron interaction on the ground-state wave
function are functionals of the external potential vext(r). Being n(r) and vext(r)
in one-to-one correspondence, according to the Hohenberg-Kohn theorem, it is
possible to rewrite the expectation values above as: E[n(r)], T [n(r)], and Vee[n(r)].

As a consequence of the Hohenberg-Kohn theorem, the formulation of a varia-
tional principle concerning the ground-state density of a system is possible. Con-
sidering a system of interacting electrons and fixing the external potential vext(r),
while varying the electron density n(r), we can construct the functional:

E(HK)[n(r); vext(r)] ≡ ⟨ΨG|T + Vee + Vext |ΨG⟩ . (2.7)

Through the Hohenberg-Kohn theorem we can rewrite the Equation (2.7):

E(HK)[n(r); vext(r)] = T [n(r)] + Vext[n(r)] +

∫
vext(r)n(r)dr. (2.8)

The energy functional E(HK)[n(r); vext(r)], which exists and is unique, is minimal
when n(r) is the exact ground-state density, and its minimum gives the exact
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ground-state energy of the many-body electron system. It is also worth to notice
that the functionals T [n] and Vee[n] are universal, i.e. they do not depend on vext.
Anyway, these functionals, as well as those depending on vext(r), are not known
explicitly, and must be appropriately approximated.

2.1.2 The Kohn-Sham equations

The Kohn-Sham equations are obtained by minimizing the functional expressed in
Equation 2.8 with respect to n(r). In the framework of the DFT, the Kohn-Sham
method relies on the assumption (valid at least for non-patological situations)
that, for each non-uniform ground-state density n(r) of an interacting electron
system there exist a non-interacting electron system with the same non-uniform
ground-state density. As a consequence, within the Kohn-Sham assumption the
ground-state density n(r) of any interacting electron system with N electrons can
be decomposed exactly into the sum of N independent orbital contributions:

n(r) =
∑
i

ϕ∗
i (r)ϕi(r) (2.9)

where {ϕi(r)} are orthonormal molecular orbitals. Such a decomposition is valid
for the ground-state density of any non-interacting system and is extended to any
interacting one, thanks to the Kohn-Sham assumption.

To write down the energy functional E(HK)[n(r); vext(r)] it is necessary to ex-
plicit various contributions in the functional form, within the Kohn-Sham ap-
proach. The electron-electron Coulomb interaction (called Hartree potential) can
be extracted in the following form:

VH [n] =
1

2

∑
i,j

⟨ϕiϕj|
e2

r12
|ϕiϕj⟩ . (2.10)

Similarly, the electrons kinetic energy can be expressed as:

T0[n] =
∑
i

⟨ϕi| −
ℏ2∇2

2m
|ϕi⟩ . (2.11)

Exploting also Equation (2.3), the energy functional E(HK)[n(r); vext(r)] can be
written as:

E(HK)[n(r); vext(r)] = T0[n] + VH [n] +

∫
vext(r)n(r)dr + Exc[n] (2.12)

where the exchange-correlation functional Exc[n] is defined as:

Exc[n] = T [n] − T0[n] + Vee[n] − VH [n]. (2.13)
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The Exc[n] term has to be intended as the difference between the actual electron
kinetic energy and electron-electron Coulomb interaction and their form within
the Kohn-Sham approach. The energy functional E(HK)[n(r); vext(r)] can be now
recast as:

E(HK)[n(r); vext(r)] =
∑
i

⟨ϕi| −
ℏ2∇2

2m
+ vext |ϕi⟩ +

1

2

∑
i,j

⟨ϕiϕj|
e2

r12
|ϕiϕj⟩ +Exc[n].

(2.14)
According to the standard variational procedure, the N contributing orbitals

ϕ1, ϕ2, ..., ϕN are varied, under the constraint of normalization of the wavefunctions
{ϕi}. The variational calculation leads to the so-called Kohn-Sham equations:

[−ℏ2∇2

2m
+ Vnucl(r) + Vcoul(r) + Vxc(r)]ϕi(r) = εiϕi(r) (2.15)

where Vnucl(r) denotes the external potential, Vcoul(r) the Hartree potential, and
Vxc(r) the functional derivative of Exc[n], defined as follows:

Vxc(r) ≡
δExc[n]

δn(r)
. (2.16)

Solving these equations allow the determination of the so-called Kohn-Sham or-
bitals and their energies, which can be used for writing the total ground-state
energy of the electronic system:

E0 =
∑
i

εi −
1

2

∑
i,j

⟨ϕiϕj|
e2

r12
|ϕiϕj⟩ + Exc[n] −

∫
Vxc(r)n(r)dr. (2.17)

Conceptually, the orbital energies εi appearing in Equation (2.15) are formal La-
grange multipliers and can not be systematically interpreted as one-particle ener-
gies (according to any Koopmans’-like theorem) and the Kohn-Sham orbitals are
not real orbitals. Any identification of εi and ϕi with (occupied or non-occupied)
one-particle energies and orbitals is to be justified situation by situation.

Most of the difficulties (and consequently most of the efforts) in the proce-
dure are confined to the search for a reasonable guess of the exchange-correlation
functional Exc[n] (which is known only in principle).

2.1.3 Local density approximation

The simplest workable approximation for the exchange-correlation functionalExc[n]
is the local density approximation (LDA). Within the LDA approach, the electron
density n(r) is approximated as the one of a uniform electron gas. This assump-
tion is valid for systems with reasonably slowly varying spatial density n(r), such
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as metals. On the contrary, the LDA does not work properly for molecular sys-
tems, where the electron density varies significantly even with small changes in
the spatial variables.

In the LDA, the exchange functional Ex[n] is approximated in the form:

ELDA
x [n] = −Cx

∫
n

4
3 (r)dr (2.18)

with
εLDA
x = −Cxn

1
3 . (2.19)

In the case of spin-polarized systems, i.e., systems with different α and β spin
density, the local spin density approximation is used to consider both spin contri-
butions separately:

ELSDA
x [n] = −2

1
3Cx

∫
(n

4
3
α + n

4
3
β )dr. (2.20)

The analytical definition of the correlation functional Ec[n] is obtained through
the interpolation of data computed at a different level of theory.

2.1.4 Generalized gradient approximation

The generalized gradient approximation (GGA) includes in the functional defi-
nition not only the electron density n(r), as the LDA does, but also its spatial
derivative. The GGA functionals are still local, as the LDA ones, since they de-
pends on the electron density and its spatial derivative in a precise and unique
point r of the space.

One of the first GGA exchange functional was proposed by A. D. Becke [226]
with the name B88 as a correction to the LDA exchange one:

εB88
x = εLDA

x + ∆εB88
x (2.21)

with

∆εB88
x = −βn

1
3

x2

1 + 6βx sinh−1 x
, x =

|∇n|
n

4
3

. (2.22)

The β parameter is determined by interpolation of data obtained at higher levels
of theory. Regarding the correlation contribution, one of the first GGA correlation
functional was proposed by Lee, Yang, and Parr [227] with the name LYP; for
simplicity, we omit its analytical form, which contains parameters determined,
as well as in the case of the exchange, by the fitting of data obtained at higher
levels of theory. The combination of the GGA exchange functional B88 and the
GGA correlation functional LYP leads to the so-called BLYP exchange-correlation
functional [228].
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Perdew, Burke, and Ernzerhof [229] proposed another exchange-correlation
functional with the name PBE. The exchange part is obtained by multiplying
the LDA term by a function:

εPBE
x = εLDA

x F (x), F (x) = 1 + a− a

1 + bx2
(2.23)

where x is defined as in Equation 2.22. Regarding the correlation part, the func-
tional is obtained by summing a function to the LDA expression:

εPBE
c = εLDA

c H(t), H(t) = cf 3
3 ln [1 + dt2(

1 + At2

1 + At2 + A2t4
)]. (2.24)

Again, the parameters are determined by interpolation of data obtained at higher
levels of theory.

2.1.5 Hybrid functionals

Hybrid functional are so called because they present a term calculated as defined in
the Hartree-Fock approach. In particular, hybrid functionals present a contribution
(tuned by an optimized coefficient) of exact exchange energy as computed at the
Hartree-Fock level.

B3LYP [230] is an example of hybrid functional. The correlation functional is
given by the sum of L(S)DA and GGA LYP correlation functional. The exchange
functional is given by the L(S)DA exchange functional corrected by the GGA B88
exchange functional and the exact Hatree-Fock exchange. All the terms defining
the B3LYP exchange-correlation functional are weighted by optimized parameters
as shown in the following:

EB3LY P
xc = (1 − a)EL(S)DA

x + aEHF
x + b∆EB88

x + (1 − c)EL(S)DA
c + cELY P

c . (2.25)

PBE0 [231, 232] (also known as PBE1PBE) is another example of hybrid
functional. It has been derived by introducing the exact Hartee-Fock exchange
into the GGA PBE exchange-correlation functional. PBE0 has been improved
by Heyd, Scuseria, and Ernzerhof [233]. The so-called HSE hybrid functional
[233] presents the same correlation contribution of the GGA PBE (and the hybrid
PBE0), whereas the exchange contribution is defined depending on the ranginess
(short or long) of the interaction:

EHSE
xc = aEHF,SR

x (ω) + (1 − a)EPBE,SR
x (ω) + EPBE,LR

x (ω) + EPBE
c . (2.26)

The first three terms are related to the exchange interaction. In particular, the
first two terms are related to the short-range (SR) interaction, whereas the third
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one to the long-range (LR) interaction. The GGA PBE exchange functional and
the exact Hartree-Fock exchange (weighted by optimized parameters) contributes
to the short-range exchange interaction. The adjustable ω parameter controls
the short/long-ranginess of the interaction; once it is assumed to be 0, the HSE
functional degenerates in the PBE0 one. The functional is usually called HSE06
with the standard values of 0.20 and 0.25 for ω and a, respectively.

2.2 Density functional tight-binding

The Kohn-Sham approach within the framework of the density functional theory
(KS-DFT) paved the way to the extensive and intensive performance of simulations
for investigating chemical and physical properties at atomistic level of molecules
and condensed matter. Although researchers are still looking for a generally, if not
universally, accurate exchange-correlation functional, by choosing the proper func-
tional for the system under investigation, it is already possible to get an accuracy
comparable with the one of more sophisticated methods. In the meanwhile, the
increasing efficiency of both software and hardware has allowed to study systems
characterized by bigger and bigger dimensions and complexity. However, there
are still limits: the study of systems made by hundreds or thousands of atoms
make the calculations extremely time and computationally demanding, if not un-
feasible. To overcome these limitations, more approximated methods are required.
In this context, in mid-1990s Seifert, Elstner, Frauenheim and collaborators [234]
proposed the density functional tight-binding (DFTB) method, which turns the
KS-DFT approach into a tight-binding scheme.

The DFTB equations are obtained from the DFT ones; more detailed informa-
tion about the derivation can be found in References [221, 235–237]. As detailed
in Section 2.1, the DFT total energy of an interacting electron system can be
expressed with the formula:

E = T + Vext + Vee + VII (2.27)

where T is the electrons kinetic energy, Vext the external potential (electron-ion
Coulomb interaction), Vee the electron-electron interactions energy, and VII ion-ion
interactions energy. Through the Kohn-Sham approach, Equation (2.27) can be
rearranged as:

E[n(r)] = T0 + Vext + VH + Exc + EII (2.28)

where the exchange-correlation functional Exc is defined in Equation (2.13). The
total energy can be rewritten as previously done in Equation (2.14) and adding a
term for the ion-ion interaction. So far everything is exact, but now approximations
are needed. Consider a system with density n0(r) that is composed of atomic
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densities, as if atoms in the system were free and neutral. Consequently, n0(r)
contains (by definition) no charge transfer. The density n0(r) does not minimize
the functional E[n(r)], but neighbors the true minimizing density n0(r) + δn0(r),
where δn0(r) is supposed to be small. Expanding the total energy E[n(r)] at n0(r)
to second order with the fluctuation δn(r) we get:

E[δn] ≈
∑
a

fa ⟨ϕa| −
1

2
∇2 + Vext + VH [n0] + Vxc[n0] |ϕa⟩]

+
1

2

∫∫ ′

(
δ2Exc[n0]

δnδn′ +
1

|r− r′|
)δnδn′

−1

2

∫
VH [n0](r)n0(r) + Exc[n0] + EII −

∫
Vxc[n0](r)n0(r)

(2.29)

where fa is Fermi-Dirac distribution and the linear terms in δn(r) vanish. The first
term is the so-called band-structure energy and depends only on n0(r) with the
Hamiltonian H0 = H[n0], and hence it contains no charge transfer contribution:

EBS[δn] =
∑
a

fa ⟨ϕa|H[n0] |ϕa⟩ . (2.30)

The second term represent (through the Coulomb and exchange-correlation inter-
actions) the charge fluctuations contribution:

Ecoul[δn] =
1

2

∫∫ ′

(
δ2Exc[n0]

δnδn′ +
1

|r− r′|
)δnδn′. (2.31)

The last four terms are collectively called the repulsive energy Erep:

Erep = −1

2

∫
VH [n0](r)n0(r) + Exc[n0] + EII −

∫
Vxc[n0](r)n0(r). (2.32)

The band-structure energy EBS term can be written with the tight-binding
approach, which assumes tightly bound electrons, using minimal local basis to
expand single-electron orbitals ϕa:

ϕa(r) =
∑
µ

caµφµ(r). (2.33)

Minimality means having only one radial function for each angular momentum
state: one for s-states, three for p-states, five for d-states, and so on. With this
expansion the band-structure energy becomes:

EBS =
∑
a

fa
∑
µν

ca∗µ c
a
νH

0
µν (2.34)
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where

H0
µν = ⟨φµ|H0 |φν⟩ . (2.35)

In the tight-binding spirit, the matrix elements H0
µν are just numbers. These

matrix elements (i.e., integrals) and the ones of the overlap matrix Sµν (which
arises and is defined during the variational procedure, see below) can be computed
easily and fast, but still accurately, thanks to the spherical harmonics properties
and the Slater-Koster transformation rules. These rules govern the dependence
of the integrals on the distance RIJ between the two atoms I and J and the
two basis functions belonging to them. The procedure is hence the following:
the required Slater–Koster integrals are integrated numerically for a set of RIJ

and stored in a table. This is done once for all orbital pairs. Then, for a given
orbital pair, the table is interpolated for the RIJ given by the geometry of the
system under investigation and the integrals are computed fast and accurately.
Some approximations are needed to exploit such approach for the matrix elements
H0

µν , which are three-center integrals and in principle can not depend only on the
two-center variable RIJ . In particular, the integrand is a product of factors with
three centers (two basis functions and one potential), which are non-null in small
spatial regions only. First, for diagonal elements Hµµ a one-center approximation
can be made: the potential is centered on the atom I where the basis function
φµ is centered. As a consequence, this integral is approximately equal to the
energy εµ of free atom orbital. Second, for off-diagonal elements Hµν a two-center
approximation can be made: with µ localized around atom I and ν around atom
J , the potential is given by the sum of the two free atom potentials centered on I
and J . This approximation is reasonable because the integrand is large when the
potential is localized either around I or J as well and the crystal field contribution
from other atoms can be neglected.

The repulsive energy Erep term contains the ion–ion interaction so it is repulsive
(at least at small atomic distances), but it contains also exchange-correlation inter-
actions. It can be considered as a practical equivalent to an exchange-correlation
functional in DFT because it hides the cumbersome physics, while it is approxi-
mated with simple functions. In particular, Erep is approximated as a sum of terms
over atom pairs, where each term depends only on elements and their distance:

Erep =
∑
I<J

V IJ
rep(RIJ) (2.36)

where IJ indicates the pair of atoms and V IJ
rep(RIJ) represents the IJ pair-wise

repulsive function, which depends only on the atomic numbers and distance of the
IJ pair. The pair-wise repulsive functions V IJ

rep(RIJ) are obtained by fitting to
high-level theoretical calculations.
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The Ecoul term contains the charge fluctuations δn(r), that can be used to
calculate the extra electron population ∆qI on an atom I:

∆qI =

∫
I

δn(r)d3r. (2.37)

By using the atomic populations, δn(r) can be decomposed into atomic contribu-
tions:

δn(r) =
∑
I

∆qIδnI(r). (2.38)

Further elaborations allow to write Ecoul as:

Ecoul =
1

2

∑
IJ

γIJ∆qI∆qJ . (2.39)

Now, the total energy can be written as:

E =
∑
a

fa
∑
µν

ca∗µ c
a
νH

0
µν +

1

2

∑
IJ

γIJ∆qI∆qJ +
∑
I<J

V IJ
rep(RIJ). (2.40)

If the charge fluctuations contribution to the total energy is neglected, the elec-
tronic problem can be solved without any self-consistent method, because EBS

and Erep depend only on free atom orbitals and fitted pair-wise repulsive func-
tions. In this case, the method is called DFTB-0, or simply DFTB. When con-
sidering the charge fluctuations contribution to the total energy, self-consistent
algorithms are required to find the atomic charge fluctuations ∆qI that minimize
the total energy functional. The variational procedure leads to the Kohn-Sham
equations-equivalent in DFTB:∑

ν

caν(Hµν − εaSµν) = 0 (2.41)

where

Hµν = H0
µν +

1

2
Sµν

∑
K

(γIK + γJK)∆qK , µ ∈ I ν ∈ J. (2.42)

The variational and iterative process involves not only the coefficients {cµ}, but
also the atomic charge fluctuations {∆qI}. This method is known as DFTB-2 or
SCC-DFTB, where SCC stands for self-consistent redistribution of charges.

2.3 Bloch’s theorem and periodic boundaries con-

ditions

In molecular computational chemistry, the unknown single-electron molecular or-
bitals (MOs) are expanded in a finite set of basis functions that can be identi-
fied atomic orbitals (AOs), following the familiar LCAO (Linear Combination of
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Atomic Orbitals) approach. The linear combinations coefficients are then deter-
mined variationally by solving the corresponding set of matrix equations. When
working with solids, things become a little bit more complicated because of the
infinite dimensions involved. However, taking into account the translational sym-
metry and using a set of Bloch functions as basis functions to build the single
electron crystalline orbitals (COs, the equivalent of MOs in solids), the problem
can be factorized and hence solved as in the molecular case.

A function that satisfies the Bloch’s theorem is called Bloch function. The
Bloch theorem relies only on the assumption that the potential is periodic as the
crystal lattice is:

V (r) = V (r + R), R = l1a1 + l2a2 + l3a3 (2.43)

where r is the position vector, R is a direct lattice vector, ai are the basis of the
direct lattice and li are integers. The Bloch’s theorem states that solutions to
the Schrödinger equation in a periodic potential take the form of a plane wave
modulated by a periodic function:

ψk(r) = uk(r)eik·r (2.44)

where k is the position vector in the reciprocal space (i.e., the space where the
Schrödinger equations are solved and the electronic structures are investigated)
and the modulation function uk(r) has the periodicity of the direct lattice:

uk(r) = uk(r + R). (2.45)

The Bloch’s theorem can be cast also in a different way:

ψk(r + R) = eik·Rψk(r). (2.46)

The second formulation of the Bloch’s theorem here reported (Equation (2.46))
suggests that a generic solution of the Schrödinger equation modulated by a plane
wave has the periodicity of the crystal lattice. In the reciprocal space the eigen-
vectors and the eigenvalues of the Schrödinger equation have the same identical
periodicity of the reciprocal lattice:

ψk+K
n = ψk

n (2.47)

εk+K
n = εkn (2.48)

where K represents a reciprocal lattice vector, ψk
n(r) and εkn the eigenvectors and

eigenvalues, respectively, of a generic Schrödinger problem. Since both ψk
n(r) and

εkn are periodic in the reciprocal space, we only need to know these functions for
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k-values in the first Brillouin zone, i.e., the Wigner-Seitz (primitive) cell of the
reciprocal lattice.

When mentioning a solid, we refer to a finite macroscopic system constituted by
M = M1 ·M2 ·M3 unit cells, whose sides are Mi ·ai. Under normal conditions, due
to the macroscopic dimensions, we can expect the bulk properties to be insensitive
to the surface and to the boundary conditions. So, it is reasonable assume that our
finite macroscopic solid is part of an infinite crystal. It is then assumed that the
single-electron wave function obeys the following Born-Von Karman or periodic
boundary conditions :

ψk(r +Miai) = ψk(r) for i = 1, 2, 3. (2.49)

Applying this condition to a Bloch function, one gets:

ψk(r +Miai) = eiMik·aiψk(r) = ψk(r) (2.50)

which implies
eiMik·ai = 1 (2.51)

which leads to
Mikiai = 2πmi (2.52)

where mi are integer. Equation (2.52) defines the allowed k vectors inside the unit
reciprocal cell:

k =
m1

M1

2π

a1

+
m2

M2

2π

a2

+
m3

M3

2π

a3

for mi = 0, 1, 2, ..., Ni (2.53)

where bi = 2π
ai

are the basis of the reciprocal lattice. From Equation (2.53), each
k point can be attributed a small parallelepiped with edges 2π/Miai and volume
(2π)3/VM , where V is the volume of the direct lattice cell. These equations show
that the number of k points in the reciprocal primitive cell, i.e., the first Brillouin
zone, is equal to M . If the number of unit cells in the crystal M increases, the
k points get closer and closer; at the limit of an infinite crystal, k becomes a
continuous variable.

As a consequence, both ψk
n(r) and εkn are continuous functions of k, while

remaining discrete with respect to n. The continuous nature of εkn leads to the
so-called band structure of solids and entails the problem of counting the number
of states in a given energy interval. To solve this problem, the concept of Density
of States (DOS) has been introduced. We often have to calculate weighted sums
WS over functions f of the electronic single-electron levels:

WS = 2
∑
n,k

f(εkn) (2.54)
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where the factor 2 accounts for electrons having opposite spin. By the definition
of Dirac delta function (δ), it is possible to write:

WS = 2
∑
n,k

f(εkn) = 2
∑
n,k

∫
f(ε)δ(ε− εkn)dε =

∫
f(ε)n(ε)dε (2.55)

where

n(ε) = 2
∑
n,k

δ(ε− εkn) =
2

VBZ

∑
n

∫ ′

δ(ε− εkn)dk (2.56)

is the DOS. The prime indicates that the integral (or eventually the sum) extends
only to the points in the selected portion of the Brillouin zone. The number of
electrons in the unit cell is given by:∫ εF

−∞
n(ε)dε (2.57)

where εF is the Fermi energy.
From a computational point of view, grids with various finite densities of k-

points are often used to explore the reciprocal space and solve the Schrödinger
equations. Hence, when calculating weighted sums over functions of the electronic
single-electron levels, e.g., DOS, integrals are not computed analytically but as
sums of a finite number of terms.

In solid state computational chemistry and physics, a finite set of Bloch func-
tions χk

µ(r) are used to expand the unknown single-electron COs ϕk
n(r), that have

to be Bloch functions, too:

ϕk
n(r) =

∑
µ

ckµnχ
k
µ(r). (2.58)

As already mentioned, the coefficients ckµn are determined variationally by solving
the corresponding set of matrix equations. Two main types of Bloch functions can
be used for the expansion in Equation (2.58):
a) plane waves:

χk
K(r) = eir·(k+K) (2.59)

as immediate consequence of the form of Equation 2.46.
b) Bloch functions based on localized functions (sometimes called AOs):

χk
K(r) =

∑
R

eik·Rφµ(r−Aφ −R) (2.60)

where µ labels the AOs in the unit cell, and Aµ is the position of the atom on which
the AO µ is centered. The AOs φ are usually linear combinations of the products
of Gaussian functions by real, solid harmonics. The calculations reported in the
present PhD thesis were performed through software that adopt this approach.
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2.4 Geometry optimization

The geometry optimization is the process of finding a structural configuration, i.e.,
an arrangement in space of a collection of atoms, that has the net inter-atomic
forces on each atom acceptably close to zero and corresponds to a minimum in the
potential energy surface (PES). Such a process aims to minimize the energy of the
system exploring the PES by modifying gradually the atomic positions. Nowadays,
several geometry optimization algorithm are available.

When using the CRYSTAL17 software, the geometry optimization calculations
were performed through the BFGS method, which is a Quasi-Newton method.
Quasi-Newton methods, as the name suggests, are approximated Newton methods
that are exploited when the Hessian is unavailable or is too expensive to compute
at every iteration. For simplicity, let us consider the full Newton method in the
monodimensional case E = E(x). To find the points on the PES where dE/dx =
0, i.e., stationary points, dE/dx is expanded in power series with respect to a
tentative point x0:

(
dE

dx
)x = (

dE

dx
)x0 + (

d2E

dx2
)x0(x− x0) + ... = 0. (2.61)

Truncating the expansion to the second order, the increment so that the tentative
point x0 reaches the minimum x is:

(x− x0) = −(
dE

dx
)x0/(

d2E

dx2
)x0 . (2.62)

If energy were a function of x2, i.e., if the truncation at the second order of the
expansion in Equation (2.61) were not an approximation, the displacement (x−x0)
would lead directly to the minimum. Practically, energy presents often a more
complicated x-dependence, and hence an iterative process is necessary. Then,
generalizing to the n-dimensional case E = E(x1, x2, ..., xn), our aim is to find the
point x = (x1, x2, ..., xn) on the PES where all the n first derivatives dE/dxi are
equal to zero. Given the tentative point x0 = (x01, x

0
2, ..., x

0
n) and proceeding as

done for the monodimensional case, we get:

gx = gx0 +Hx0(x− x0) + ... = 0 (2.63)

where g is the gradient vector, and H the Hessian matrix. From Equation (2.63)
it is straightforward to derive:

(x− x0) = −(Hx0)−1gx0 . (2.64)

Quasi-Newton methods, such as BFGS, approximate the Hessian since it is to
expensive to compute at every iteration.
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When using the DFTB+ software, the geometry optimization calculations were
performed through the Conjugate Gradient (CG) method, which is an improve-
ment of the Steepest Descent (SD) method. For simplicity, let us consider initially
the latter one. To determine minima points x = (x1, x2, ..., xn) of the function
E = E(x1, x2, ..., xn), the SD imposes a tentative point x0 = (x01, x

0
2, ..., x

0
n) to

descend in the opposite direction of the gradient g calculated in the tentative
point x0 it self. The descent is given by an iterative procedure which updates the
starting point according the equation:

xk+1 = xk + αkpk (2.65)

where αk is a real number that defines the steepness of the descent, i.e., the
convergence rate, and pk is the descent direction defined as:

pk = −∇E(xk) = −gk. (2.66)

The CG method defines the direction of the displacement along the PES not only
calculating the gradient in xk, but considering also the direction of the previous
movement, i.e., the gradient in xk−1, according to the equation:

pk = −gk + βkpk−1 (2.67)

where the βk parameter can be tuned in different ways. The CG definition of the
descent direction makes the convergence faster and more robust with respect the
case of the SD one.
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Chapter 3

Effect of Surface
Functionalization on the
Magnetization of Fe3O4
Nanoparticles

In this chapter, we studied the effect of surface functionalization on the magneti-
zation of magnetite (Fe3O4) nanoparticles. Saturation magnetization values close
to the bulk have been reported for coated Fe3O4 nanoparticles with organic acids,
but the underlying mechanism is still to be clarified. Through a wide set of hybrid
density functional theory (HSE06) calculations on Fe3O4 nanocubes of more than
400 atoms, we explored the effects of the adsorption of various ligands (contain-
ing hydroxyl, carboxylic, phosphonic, catechol, and silanetriol groups), commonly
used to anchor surfactants during synthesis or other species during chemical reac-
tions, onto the spin and structural disorder, which contribute to the lowering of the
nanoparticle magnetization. We simulated the spin canting (i.e., the spin disorder)
through a spin-flip process at octahedral Fe ions and correlated with the energy
separation between O-II 2p and FeIIIOct 3d states. We found that only multiden-
tate bridging ligands hamper the spin canting process by establishing additional
electronic channels between octahedral Fe ions for an enhanced ferromagnetic su-
perexchange interaction. We also observed that the presence of anchoring organic
acids interferes with structural disorder, by disfavoring surface reconstruction.

The results reported in this chapter have been published in: Bianchetti, E.; Di
Valentin, C. Materials Today Nano 2022, 17, 100169, and Bianchetti, E.; Di
Valentin, C. Journal of Physical Chemistry Letters 2022, 13, 9348-9354.
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3.1 Introduction

Magnetic nanoparticles (NPs) have attracted much attention for diagnostic and
theragnostic medical applications, due to their small size, which is comparable
to cell length scales and allows the interaction and interference with biological
processes, however minimizing adverse effects and, thus, paving the way to novel
approaches. Among them, iron oxides nanoparticles (IONPs) have been playing
a predominant role in nanomedicine, as contrast agents for magnetic resonance
imaging (MRI), magnetic hyperthermia sources or drug delivery vehicles [9–14,
147], due to their biocompatibility [134, 135], low cost, high saturation magnetiza-
tion [17] and versatile surface chemistry for easy functionalization [136]. Magnetite
(Fe3O4) NPs are the first inorganic materials that have been clinically tested and
approved for commercialization [238].

Magnetite NPs of different and controlled sizes and shapes have been prepared
through a variety of synthetic routes [17, 87–95]; however, cubic NPs enclosed
by six (001) facets are ones of the most commonly observed and their shape is
compatible with the cubic unit cell of the inverse spinel crystal structure of Fe3O4

[96]. The O anions are organized in a face-centered cubic arrangement. The iron
cations are either FeII or FeIII in a 1:2 ratio. All FeII ions occupy octahedral sites
(FeOct) in a random distribution with half of the FeIII ions, whereas the other half
of FeIII ions occupy tetrahedral sites (FeTet).

The magnetic ordering in bulk magnetite derives from this structure organi-
zation of the Fe cations [4, 5]. Since the Fe−Fe distances are too large for direct
exchange, the superexchange through the O anions (Fe−O−Fe) is dominant and
controls the magnetic interaction: being the FeOct−O−FeTet angle close to 125°, an
antiferromagnetic (AFM) alignment is expected between the FeOct and the FeTet

sublattices, which leads to a net ferrimagnetic order since the FeOct ions are twice
the FeTet ions. The superexchange interaction in the case of FeOct−O−FeOct is
ferromagnetic (FM) because the angle is 90°. The magnetic moment per formula
unit is around 4 µB [239].

However, the magnetic properties of NPs are not as excellent as those of bulk
magnetite, with a saturation magnetization that is largely reduced due to a com-
bination of several contributing factors. The three, generally recognized, main
causes of reduced magnetization are: the presence of antiphase domains [97–99], a
low degree of crystallinity and surface spin canting (or disorder) effects [100–103].

Although NPs larger than 80 nm size are usually multidomain [108–110], there
is still controversy on the minimum size of NPs where multidomains can coexist,
depending on the synthetic route or preparation conditions [105]. In the present
work we did not address this aspect for two reasons: first, because there is reason-
able expectation that very small NPs (<25 nm), such as those that are typically
used in nanomedical applications, are homogeneously magnetized and are stable
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single domain [107]; second, because it has been already theoretically investigated
in terms of Heisenberg spin Hamiltonian or through density functional theory with
the Hubbard U correction (DFT+U) calculations [104, 105].

A loss in crystallinity at the surface layers has been often invoked as a cause
of reduced saturation magnetization in NPs. It is well known that even the
Fe3O4(001) surface, which constitutes one of the most stable type of magnetite
surface [58, 59, 61, 62, 87], spontaneously reconstruct through an atomic reor-
ganization where a loss in Fe:O stoichiometry is accompanied by the transfer of
some subsurface octahedral Fe ions from the third layer into tetrahedral sites in
the second layer [79]. Indeed, a previous work by my research group showed that a
similar reconstruction takes place at the corners of cubic magnetite NPs enclosed
by six (001) facets [125]. There, octahedral Fe ions around the corner were found
to move into tetrahedral sites causing structural disorder. However, these sur-
face reconstructions could be hampered using capping agents during NPs crystal
growth, such as oleic acid, which is often used during NPs preparation.

Coated magnetic NPs were indeed found to present much higher saturation
magnetization, almost close to the bulk value (96 emu/g), than naked ones [114–
120], e.g., 84 vs 46 emu/g [119]. Another possible explanation, besides the reduced
reconstruction, is that surface coating interferes with spin canting phenomena, but
why and how it could improve the alignment of surface atom spins with the overall
magnetization direction of the NP is still a big open question, especially because
the covering organic acids are not magnetic.

Certainly, quantum mechanics is the only viable way to unveil the fundamental
mechanisms governing the behavior of magnetic materials. However, no theoretical
simulations have yet effectively proven the ability of coating molecules to enhance
surface crystallinity and spin alignment of Fe3O4 NPs. For example, in a combined
experimental and theoretical work, Salafranca et al. [120] proposed an explanation
based on a set of density functional theory (DFT) calculations comparing electronic
structure of bulk magnetite, bare (001) surface and capped surface with organic
acids. However, the level of calculations and the results presented are not consis-
tent with the existing literature. First, it was proven that the Fe3O4(001) surface
undergoes a large reconstruction that was not considered in this work [79]. Second,
several density functional theory calculations in other studies, using DFT+U or
hybrid functionals [46, 70, 76, 86, 123, 124], clearly show a gap at Fermi level in
the density of majority spin states for the unreconstructed bare (001) surface in
total analogy with what observed for bulk [33, 45, 53], but in contrast with the
metallic character observed by Salafranca et al. [120], on which fact they explain
the reduced magnetization at magnetite surfaces.

In the present study accurate models and methods were used. In particular, we
investigated real cubic NPs (not just flat surfaces) and we went beyond standard
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DFT using a higher level theory method, i.e., the hybrid functional HSE06 [233,
240], which in the past was proved to be reliable to catch the proper structural,
electronic, and magnetic properties of magnetite [33]. We explored the effects
of the adsorption of various ligands (containing hydroxyl, carboxylic, phospho-
nic, catechol, and silanetriol groups), commonly used to anchor surfactants during
synthesis or other species during chemical reactions [16, 136], onto the spin and
structural disorder. The results strongly support the hypothesis that the high
magnetism registered for coated NPs, close to the bulk value, should not simply
be accounted for by a higher crystallinity of the samples at the surface but, it is
also the result of a deeper involvement of the ligands in the mechanism of mag-
netization. The atomic level understanding achieved in this study indicates that
the adsorbed bidentate ligands became involved in a ferromagnetic superexchange
interaction with pairs of FeOct ions, which works against spin canting and is the
reason for the enhanced overall resulting magnetization.

3.2 Methods and models

For the initial structural screening of acetic acid adsorption modes at different cov-
erages in terms of simulated annealing and geometry optimization, self-consistent
charge density-functional tight-binding (SCC-DFTB) calculations were carried out
using the software DFTB+ [241]. The SCC-DFTB is an approximated DFT-based
method, as detailed in Section 2.2. Here, DFTB will be used as a shorthand for
SCC-DFTB. For the Fe-Fe, Fe-H and Fe-C interactions, we used the “trans3d-0-1”
set of parameters [242]. For the O-O, H-O, H-H, O-C, H-C and C-C interactions we
used the “mio-1-1” set of parameters [234]. For the Fe-O interactions, we used the
Slater-Koster files fitted by my group previously [243], which can well reproduce
the results for magnetite bulk and surfaces from HSE06 and PBE+U calculations.
To properly deal with the strong correlation effects among Fe 3d electrons [244],
Hubbard-corrected DFTB (DFTB+U) with an effective U-J value of 3.5 eV was
adopted according to previous work on magnetite by my group [125, 243, 245, 246].
The convergence criterion of 10-4 a.u. for forces and the convergence threshold on
the SCC procedure of 10-5 a.u. were used during geometry optimization together
with conjugate gradient optimization algorithm. DFTB+U molecular dynamics
(MD) simulations were performed within the canonical ensemble (NVT) using an
Andersen thermostat that simulates a temperature annealing process up to 500
K. The total simulation time is 30 ps with a time step of 1 fs. The convergence
threshold on the SCC procedure was set to be 5·10-3 a.u..

Hybrid DFT calculations (HSE06 [233, 240], see Section 2.1 for further de-
tails about the method) were carried out using the CRYSTAL17 package [247,
248] to investigate electronic and magnetic properties of both naked and coated
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(with various ligands at different coverages) NPs. For the validation against ex-
perimental data of the standard hybrid functional HSE06 as a robust theoreti-
cal approach to describe structural, electronic and magnetic properties of mag-
netite system, please refer to ref. [33] and corresponding Supporting Information,
where the effect of reducing the fraction of the exact exchange was analyzed,
in comparison with B3LYP calculations and PBE+U calculations with different
U values. The Kohn-Sham orbitals were expanded in Gaussian-type orbitals:
the all-electron basis sets are H−511G(p1), C−6311G(d11), O−8411G(d1) (for
NP oxygen atoms), O−8411G(d11) (for surfactant oxygen atoms), Si−86311(d1),
P−8521G(d1), and Fe−86411G(d41). The convergence criterion of 10-6 hartree
and 4.5·10-4 hartree/bohr for total energy and forces, respectively, ere used dur-
ing self-consistent field calculations and geometry optimization, according to the
scheme previously used for Fe3O4 [33, 70, 125]. The same computational set-up
is used for the toy model Fe(III) metoxide dimer, a simplified system of Fe(III)
tert-butoxide dimer (CAS No. 620945-21-1).

The cubic nanoparticle model used for this investigation (429 atoms with edge
length of 1.5 nm) was obtained from a larger one (1466 atoms with edge length
of 2.3 nm), recently proposed by Liu and Di Valentin [125], by simply reducing
the total number of atoms. Both these models are enclosed by six (001) facets, as
observed in experiments [92, 93], and present the same type of corners, edges, and
surface reconstruction, which consists of the transfer of three six-coordinated iron
ions from octahedral to tetrahedral sites at four of the eight corners of the cube,
i.e., those exposing tetrahedral Fe ions (from here on referred to as Fe-corner). The
other four corners expose O ions (from here on referred to as O-corner). For more
details regarding this reconstruction process, please refer to ref. [125]. Ligands
coating is modeled at various different coverages: local low, local high, low, half,
and full. The local low coverage is characterized by one single adsorbed ligand,
whereas the local high coverage by two or three adsorbed ligands, in the proximity
of the FeOct ion under investigation. The low coverage is characterized by one
adsorbed ligand per each single equivalent FeOct ion under investigation. The half
coverage presents half of the superficial under-coordinated FeOct ions saturated by
adsorbing 24 bidentate molecules, whereas at full coverage all of them are saturated
by a total amount of 48 bidetate molecules. The total magnetization is computed
according to the formula [125]:

mtot = 5 · [N(FeIIIOct) −N(FeIIITet)] + 4 · [N(FeIIOct) −N(FeIITet)] (3.1)

where FeIIIOct and FeIIOct are FeIII and FeII ions at octahedral sites, FeIIITet and FeIITet

are FeIII and FeII ions at tetrahedral sites and N is the number of the correspond-
ing ions. Similarly to what happens in bulk magnetite, for FeIIIOct and FeIIITet the
high-spin 3d5 configuration gives an atomic magnetic moment of +5 and -5 µB,
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respectively; for FeIIOct and FeIITet the high-spin 3d6 electron configuration gives +4
and -4 µB, respectively. The total magnetic moment mtot was found to be 288 µB

for the cubic NP under investigation.

To mimic spin disorder phenomena, we have forced some FeIIIOct to give an
atomic magnetic moment of -5 µB instead of +5 µB [249], lowering the total
magnetic moment. We named the energy difference between spin-up and spin-
down solutions as ∆ESpin−Flip. After the spin-flip we allowed for a full atomic
relaxation of the NP and we named the energetic gain associated to the relaxation
∆ERelaxation. We called the sum of these two contributions ∆ESF+Rel:

∆ESF+Rel = ∆ESpin−Flip + ∆ERelaxation. (3.2)

We note that the spin-flip of one FeIIIOct ion and four of them reduces the overall
total magnetic moment of the NP from 288 to 278 and 248 µB, respectively.

In order to verify the agreement with the Equation (3.1) at different acetic
acid coverage, we performed a series of HSE06 calculations, where we fully relaxed
the NP atomic positions while varying the mtot. The minimum total energy is
registered for mtot 248 (or 278) and 288 µB for the spin-flipped and for the non-
spin-flipped system, respectively, in perfect agreement with the output by Equation
(3.1).

For the toy model FeIII metoxide dimer we have computed both the ferromag-
netic (FM) and antiferromagnetic (AFM) configurations. In the first configuration,
both high-spin 3d5 FeIII ions give an atomic magnetic moment of +5 µb for an over-
all magnetic moment of +10 µB. In the second one, the high-spin 3d5 FeIII ions
give an atomic magnetic moment of +5 and -5 µB for a null overall magnetic mo-
ment. The ∆EAFM−FM for this toy model is a quantity that corresponds to the
∆ESF+Rel for the magnetite nanoparticles and is defined as:

∆EAFM−FM = EAFM − EFM (3.3)

where EAFM and EFM are the total energies of the antiferromagnetic and ferro-
magnetic configurations, respectively.

The adsorption energy per acetic acid molecule (EAds) was calculated as follows:

EAds = (ETotal − ENP −NMolecule · EMolecule)/NMolecule (3.4)

where ETotal is the total energy of the whole system (NP and adsorbed molecules),
ENP is the energy of the Fe3O4 NP, NMolecule is the number of molecules adsorbed,
and EMolecule is the energy of one isolated molecule. This formula provides a value
for the adsorption energy that is normalized by the total number of acetic acids.

The band center of mass (COM) was computed using the formula [250–252]:
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Figure 3.1: Schematic representation of the Fe3O4 cubic NP model used in this study.
The color coding of the atoms is given in the legend on the right. Labels 4c–6c indicate
the actual coordination number of the corresponding ions.

band COM =

∫ EF

−∞Eρ(E)dE∫ EF

−∞ ρ(E)dE
(3.5)

where E is the energy, EF the Fermi energy (which is set to 0), and ρ(E) the
electronic density of states.

3.3 Results and discussion

The cubic model used in this study (shown in Figure 3.1) is enclosed by six (001)
facets, as observed in many experiments [92, 93], it is made of 57.7 Fe3O4.4 units
(173 Fe and 256 O, with a slight excess of O), and, in agreement with a previous
simulated annealing molecular dynamics study by my group [125], it presents four
reconstructed vertexes and is characterized by an outer-shell layer containing only
FeIII ions and a core where FeII/FeIII ions alternate. In the ground state of the
NP, in perfect agreement with what happens in bulk magnetite, the unpaired
d electrons at the FeOct sites are antiferromagnetically coupled with the ones at
the FeTet sites. Accordingly, the total magnetic moment can be obtained from
the general formula in Equation (3.1), as derived previously by my group [125].
Analogously to bulk magnetite, for FeIIIOct and FeIIITet the high-spin 3d5 configuration
gives an atomic magnetic moment of +5 and -5 µB, respectively; for FeIIOct and FeIITet

the high-spin 3d6 electron configuration gives +4 and -4 µB, respectively. The total
magnetic moment mtot for the cubic NP under investigation is 288 µB.

Spin-disorder phenomena may reduce this optimal magnetic moment and can
be simulated by forcing the spin-flipping of the 3d electrons (see Figure 3.2) at
some chosen iron centers in the NP [249]. In particular, we modeled the spin-flip at
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Figure 3.2: Schematic representation of the spin-flip mechanism (top) and global min-
imum structure of the Fe3O4 cubic NP (bottom). The white, green, and red beads
represent O, Fe, and FeIIIOct on which the spin-flip cost is evaluated, respectively.

various octahedral Fe sites inverting the magnetic order of the 3d5 electrons from
spin up to spin down (see Figure 3.2 and Table 3.1). These electrons are no more
spin-aligned with those of the other FeOct sites in the NP, but they are aligned
with the 3d electrons at the FeTet sites. The spin-flip of all the d electrons of one
FeIIIOct ion is certainly expected to be unfavorable in bulk magnetite, and indeed we
computed an energy cost of +0.42/+0.67 eV (∆ESpin−Flip values at the bottom
of Table 3.1) when the electrons of one FeIIIOct ion are flipped in a Fe3O4 bulk cell
of increasing size (2, 8 or 16 Fe3O4 units). The increasing energy cost associated
to a lower density of the spin-defect suggests that the larger the number of FeOct

and FeTet ions involved in the ferromagnetic and antiferromagnetic interactions,
respectively, the larger the overall stabilization. We expect that a positive trend for
increasing supercell sizes, which, however, are computationally too costly. Now,
the question is: what happens if we evaluate the same spin-flip on FeIIIOct sites
at the NP surface? Considering that surface spin canting is often observed in
experiments, one would expect that the energy cost for spin-flipping might drop.

Indeed, we observe a reduction of the computed energy cost to spin-flip 3d5

electrons at some specific FeIIIOct ions in the surface layers, especially when we
allowed for a full atomic relaxation of the NP. In particular, this is true for those
FeOct ions that are characterized by a larger deficiency of FeTet ions in the next
coordination sphere of the spin-flipped ion, such as FeIIIOct4c − (1), FeIIIOct6c − (3)
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Table 3.1: Selected FeIIIOct sites in the cubic NP (site numbering in bold from Figure 3.2)
and in bulk magnetite considered for the spin-flip mechanism investigation. Relevant
information of the surrounding coordination, stoichiometry, and energetics (in meV) are
reported.

Fe label Nearby Fe ions Fe3O4+x units ∆ESF+Rel

(FeOct;FeTet) (∆ESpin−Flip)

FeIIIOct4c− (1) 3;1 57.7 +174 (+252)
FeIIIOct4c− (2) 2;3 57.7 +438 (+623)
FeIIIOct6c− (3) 6;3 57.7 +13 (+270)
FeIIIOct5c− (4) 3;4 57.7 +337 (+425)
FeIIIOct5c− (5) 4;3 57.7 +137 (+208)
FeIIIOct6c− (6) 6;6 57.7 +334 (+406)
FeIIIOct6c− bulk 6;6 2 +420 (+420)
FeIIIOct6c− bulk 6;6 8 +420 (+420)
FeIIIOct6c− bulk 6;6 16 +420 (+420)

Table 3.2: Selected FeIIIOct sites in the cubic NP (site numbering in bold from Figure
3.2) considered for the spin-flip mechanism investigation at different acetic acid (AA)
coverage. ∆ESF+Rel and ∆ESpin−Flip are reported in meV.

No. AA NP coverage No. spin-flipped ∆ESF+Rel

FeIIIOct6c− (3) (∆ESpin−Flip)

0 Naked 1 +13 (+270)
0 Naked 4 +45 (+228)
1 Local low 1 -49 (+80)
4 Low 4 -188 (-42)
3 Local high 1 +141 (+165)
48 Full 1 +97 (+111)
48 Full 4 +405 (+448)

No. AA NP coverage No. spin-flipped ∆ESF+Rel

FeIIIOct5c− (5) (∆ESpin−Flip)

0 Naked 1 +137 (+208)
48 Full 1 +280 (+310)
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Figure 3.3: Ball and stick representation of the Fe3O4 cubic NP with an AA molecule
adsorbed on it in different configurations: dissociated bidentate, undissociated monoden-
tate and H-bonded, undissociated bidentate, and dissociated chelate. The black, grey,
white, and green beads represent H, C, O, and Fe, respectively. H-bonds are indicated
by dashed black lines. The Fe-OAA bond length (in Å) and the adsorption energy EAds

(in eV) calculated at DFTB+U level are given for each configuration.

and FeIIIOct5c− (5) sites. The energy cost at FeIIIOct6c− (3) sites drops down to +13
meV, which means that the spin up and the spin down configurations for these
FeIIIOct ions are almost isoenergetic, which indicates an easiness to spin-disorder.
For FeIIIOct4c− (1) and FeIIIOct5c− (5) sites the energy drops to +174 and +137 meV,
respectively. On the contrary, more bulk like sites or sites whose coordination
spheres involve a larger number of FeTet than of FeOct, the energy cost for spin-flip
at FeIIIOct ions remains high, as much as +438, +337 and +334 meV for FeIIIOct4c−(2),
FeIIIOct5c − (4) and FeIIIOct6c − (6) sites, respectively. We rationalize this with a
stronger superexchange antiferromagnetic interaction with the surrounding FeTet.
Moreover, when forcing all FeIIIOct5c − (5) ions in the NP (four) to spin-flip, we
calculated an energy cost ∆ESF+Rel of +45 meV, which means that the overall
cost of each spin-flip is almost exactly additive (+13 meV · 4), see Table 3.2.

The next step in the study is to investigate the effect of organic acids adsorption
on the surface to find an atomistic-level explanation of the reduced spin disorder
observed in coated magnetite nanoparticles, with saturation magnetization values
close to those of bulk samples. To this aim, acetic acid (AA) was adsorbed on
the NP surface, starting with one isolated molecule and considering different ad-
sorption modes [253], as shown in the ball-and-stick representations in Figure 3.3.
We considered dissociated bidentate, undissociated monodentate and H-bonded,
undissociated bidentate acetic acid on two five-fold coordinated FeOct sites on one
(001) facet of the NP model and dissociated chelate acetic acid at a four-fold co-
ordinated FeOct site on one edge of the NP model. The largest adsorption energy,
according to the DFTB+U calculations, is obtained for the dissociated bidentate
mode (−3.11 eV), which is more than 1 eV larger than that for the other adsorp-
tion modes considered. In the cases where acetic acid molecules dissociate, the
released protons are adsorbed on superficial O ions that are not directly bound to
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Figure 3.4: Ball and stick representation of the Fe3O4 cubic NP at different AA cov-
erage: low coverage (4AA), full coverage (48AA), local low coverage (1AA), and local
high coverage (3AA). For the local coverages (1AA and 3AA), only the ligands and NP
O-corner are shown for clarity. The red dashed lines indicate the edges of the hidden
NP. The Fe-OAA bond length (in Å) for the asymmetric unit are shown. The black,
grey, white, green, and red beads represent H, C, O, Fe, and FeIIIOct on which the spin-flip
cost is evaluated, respectively.

a FeTet ion, since these O sites have been previously determined to be more reac-
tive as proton acceptor or basic sites [254–256]. Because the dissociated bidentate
mode is energetically favoured, it was considered for the whole study as the unique
binding mode of the coating acetic acid molecules.

Because the cost for spin-flipping one FeIIIOct6c − (3) ion was found to be very
low (only +13 meV), this site was chosen for the investigation of the effect of
acetic acid adsorption (see Figure 3.4) on the spin-flip process to understand the
mechanism of how the coating molecules can actually affect the energetic of spin
canting. To this aim, one isolated acetic acid molecule is adsorbed at one corner
of the NP, in particular on two FeOct sites directly bound the O ion at the corner.
Because there are four corners of this type in the NP, acetic acid molecules were
put also on the other three corners. Both situations (1AA and 4AA) are considered
as a low coverage regimes (local low and low, respectively). The adsorption energy
is -2.98 eV in 1AA and -3.23 eV per acetic acid molecule in 4AA. It is important
to notice that the corner site underwent a reconstruction with the O site moving
away from the corner, breaking one of its bonds with one of the three FeOct ions
and resulting to be a bridging O at one side of the corner. At local low coverage
(1AA), the spin-flip process costs +80 meV, but allowing for atomic relaxation in
the new spin configuration, there is an energy gain of -129 meV, which reverses
the sign of the overall energy release leading to an energy gain (∆ESF+Rel) of
-49 meV. Considering the low coverage (4AA) model, the overall effect of spin-
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flipping the four equivalent FeIIIOct6c− (3) ions is almost exactly additive since the
∆ESF+Rel is now -188 meV, which is almost exactly four times what computed
for 1AA (-49 meV), indicating that the spin-flip process involves a single Fe ion
and is independent from other Fe ions. These results suggest that spin disorder
phenomena, which are already strongly favored at the surface of NPs, can be
actually further promoted in the presence of low density of coating molecules at
defects sites.

A further point related to the acetic acid adsorption is whether or not there
is a coverage effect. To answer this, we investigated a fully decorated NP (full
coverage regime), where all the under-coordinated FeOct ions on the facets, edges
and corners are saturated by adsorbing forty-eight bidentate dissociated acetic
acid molecules (48AA, as shown in Figure 3.4). The average adsorption energy
per acetic acid molecule is -1.96 eV. It is noteworthy that at a full coverage, we
observe a reduction of the atomic reconstruction only at corner sites, where the
exposed O ion keeps its three bonds with the nearby FeOct ions. Besides that, the
atomic rearrangements are rather limited as we can infer from the comparison of
the simulated EXAFS spectra for naked and fully decorated Fe3O4 NP in Figure
3.5. A simulated annealing calculation was also performed at the DFTB+U level
of theory (up to 500 K; see Section 3.2 for more information) and then cooled
down the system again to allow for atomic rearrangement that might have some
activation barrier, however no such events were observed. Then, we investigated
the spin-flip processes for this fully decorated NP model. We considered two types
of octahedral Fe sites, FeIIIOct6c− (3) and FeIIIOct5c− (5), because the first is near a
corner site and is the one with a negligible energy cost for spin-flipping (+13 meV
per site) in the naked NP, whereas the second is on the flat facet, far from the
corner, but still is characterized by a quite low energy cost for spin-flipping (+137
meV) in the naked NP. As opposed to the naked and local low coverage (1AA)
situations, in the presence of a full monolayer of acetic acid molecules, we observe
that the spin-flip of both the octahedral Fe sites considered becomes unfavourable.
In the case of FeIIIOct5c− (5) site, the energy change for the full process (∆ESF+Rel)
in the naked NP is +137 meV, whereas at full coverage (48AA) it becomes +280
meV. In the case of FeIIIOct6c − (3) site, the ∆ESF+Rel in the naked NP is +13
meV, at local low coverage (1AA) is -49 meV, whereas at full coverage (48AA)
it becomes +97 meV. Considering this process at full coverage for all the four
structurally equivalent FeIIIOct6c− (3), we observe that the overall effect is additive
since the ∆ESF+Rel became +405 meV, which is four times what computed for
one Fe ion (+97 meV). This result, as well as that at low coverage, indicates that
the spin-flip process involves a single Fe ion and is independent from other Fe ions,
with no long-range effects. In order to verify that the coverage effect is local, three
acetic acid molecules were adsorbed at one NP corner close to the FeIIIOct6c−(3) site,
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Figure 3.5: Simulated extended X-ray adsorption fine structure (EXAFS) spectra for
Fe3O4 bulk (top panel) and Fe3O4 NP at different AA coverage (bottom panels): in
vacuum (NAKED), at low coverage (4AA), and at full coverage (48AA).
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Figure 3.6: Total and projected DOS of the Fe3O4 NP at different AA coverage: in
vacuum (NAKED), at low coverage (4AA), and at full coverage (48AA). In the top-left
panel the total DOS of all these systems are direclty compared. The Fermi level is scaled
to zero as indicated by the dashed black lines.

leading to the so-called local high coverage regime (Figure 3.4, 3AA). Similarly to
what was observed at full coverage, an enhancement of the ∆ESF+Rel value (+141
meV) was observed for the spin-flip of the FeIIIOct6c − (3) site with respect to the
small one for the naked NP (+13 meV), confirming that the effect of the coverage
is rather local.

Now, we must provide an explanation why a full coverage adsorption of organic
acids affects the spin-flip processes at FeIIIOct6c− (3) sites in the surface layers and
why it makes them unfavorable, similarly to what happens in bulk-like sites. The
rationalization by Salafranca et al. [120] is based on different electronic structure
properties of bare and functionalized magnetite surfaces, as already discussed in
Section 3.1. However, their findings are in contrast with the other existing studies
in the literature: the unreconstructed bare (001) surface shows a semiconductor
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Figure 3.7: Structural (distances in Å and angles in degrees) and energetical
(∆EAFM−FM in meV) parameter for the corner of the naked NP (NAKED) and NP
at local high coverage (3AA). The Fe ion in red is the one called FeIIIOct6c − (3)) in
the text, while the black Fe ions are superficial FeOct that interact with the capping
molecules.

[46, 70, 76, 86, 123, 124] and not metallic [120] behavior. Here, the total and
projected density of states (DOS) were computed and reported in Figure 3.6 for
the naked and the functionalized NP. In all cases the NP presents a gap at Fermi
level. Another simple reason, which is often invoked, is that the presence of a
full coating layer during the synthesis enhances the crystallinity of the NPs. To
give ground to this statement, the EXAFS spectra (see Figure 3.5) of the naked
and fully coated NP were simulated by calculating the density of distances for
each Fe ions with other (Fe or O) ions and projecting them on octahedral and
tetrahedral Fe ions with O. In general, the range of FeTet-O and FeOct-O bond
lengths is broadened in the case of NPs with respect to bulk magnetite because
of the structural distortions and low coordination near the surface. The broader
the peaks, the worse the crystallinity of the nanoparticles. From these spectra,
no evidence of improved crystallinity for the coated cubic NP model proposed in
the present study can be highlighted. Indeed, only small deformations are present
both in the naked and in the fully coated NPs. Moreover, these deformations
in the Fe−O and Fe—Fe distances or Fe−O−Fe angles do not correlate with the
observation of superexchange in the models (see Figure 3.7). The Fe−O−Fe angles
are in all cases close to 90°. In particular, for the system capped with acetic acid
the angles are slightly larger than for the naked, which is an opposite trend with
respect to the ∆EAFM−FM (i.e., ∆ESF+Rel), because larger angles are expected to
stabilize the AFM configuration, not the FM one [4, 5, 257]. Regarding the Fe−O
and Fe—Fe distances, they are longer in the NP capped with acetic acid than in
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Figure 3.8: Schematic representation of the extra FM superexchange interaction be-
tween octahedral Fe ions induce by adsorbed bridging ligands.

the naked, again in opposite trend with what expected for a more efficient hopping
which could favour the FM superexchange.

Therefore, we must find another reason why the presence of high density of ad-
sorbed acetic acid affects the magnetic properties of the NPs. We propose that the
reason is related to an induced extra superexchange FM effect among FeOct sites
in the surface layers, which counteracts the surface spin canting processes. Indeed,
it is well recognized in the literature that carboxylate ligands bridging dinuclear
transition metal ions mediate superexchange coupling [258–260]. Similarly, bridg-
ing carboxylate groups from the acetic acid molecules on the NP surface could
create additional paths for the FM superexchange between FeOct ions. In order to
understand the origin of this extra ferromagnetic superexchange, the variation of
the O p energy levels with respect to the Fe d ones was analyzed since this differ-
ence (∆pd) is inversely proportional to the magnetic exchange coupling constant
(J ), according to Equation (3.6):

J ∝
2t4pd

(Ud + ∆pd)2
(3.6)

where tpd is hopping integral between p and d orbitals, Ud is the Coulomb repulsion
between two electrons in a d orbital, and the charge transfer energy ∆pd is the
energy difference between O-II p states eigenvalues and FeIIIOct d states eigenvalues,
respectively. In this work, the ∆pd for the NP systems is estimated with the energy
difference between the center of mass (COM) of the O-II p-band and of the FeIIIOct

d -band, as detailed in the Section 3.2. A ∆pd value of 2.18 eV for the naked NP
and of 1.98 eV for the fully coated NP was obtained. According to the Equation
(3.6), a reduction of ∆pd (by 0.2 eV) is expected to enhance the magnetic exchange
coupling constant (as schematized in Figure 3.8), in perfect agreement with the
stronger FM superexchange interaction correlated to the higher spin-flip energy
cost observed in our calculations for the fully coated NP.
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Figure 3.9: Ball-and-stick representations for the adsorption of different ligands at local
high coverage onto the NP corner. Only the ligands and the NP O-corner are shown
for clarity, as schematized in top left corner of the figure. The red dashed lines indicate
the edges of the hidden NP. The black dashed lines indicate the formation of hydrogen
bonds. The H-bond and the Fe-OLigand bond lengths (in Å) for the asymmetric unit are
shown. The black, grey, orange, yellow, white, green, and red beads represent H, C, P,
Si, O, Fe, and FeIIIOct on which the spin-flip process is investigated, respectively.
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Figure 3.10: Schematic representation of the Fe(III) metoxide dimer in vacuum
(NAKED), with two adsorbed acetic acid molecules (AA), with four adsorbed water
molecules (WATER), and with four adsorbed ethanol molecules (ETH). The calculated
∆EAFM−FM is given for each model.

To investigate the different behaviour of a monodentate ligand (i.e., ethanol)
with respect to what obtained for a bidentate bridging ligand (i.e., acetic acid)
on the NP, six ethanol molecules were adsorbed on the NP corner (Figure 3.9,
ETH), leading to the so-called local high coverage, in perfect analogy to what
done for acetic acid. Three of these ethanol molecules were found to sponta-
neously dissociate forming H-bonded dimers (similarly to what observed for water
on Fe3O4(001) surface [70, 84, 245, 261]) with dissociated protons adsorbing on
the same superficial O sites as those involved in the acetic acid dissociation. In
the case of ethanol, a small negative ∆ESF+Rel value of -15 meV was computed,
which confirms that the spin-flip process is slightly favoured. This result is in
contrast with what observed for acetic acid with a ∆ESF+Rel value of +141 meV.
Therefore, these calculations prove that an induced extra superexchange FM effect
among FeOct sites in the surface layers is only triggered by adsorption of bridging
molecules that electronically connect different FeOct sites, such as acetate, but not
of monocoordinating molecules, such as ethanol.

The effect of bridging ligands on the magnetic properties of Fe ions was also
tested on a toy model, i.e. the FeIII metoxide dimer, which is a simplified sys-
tem of the FeIII tert-butoxide dimer (Figure 3.10, NAKED). For this dinuclear
FeIII complex the FM and the AFM configurations were computed (see Section
3.2 for additional details). Then, we have evaluated how the presence of two ad-
ditional carboxylate bridges (Figure 3.10, AA) or of four additional water/ethanol
molecules (Figure 3.10, WATER and ETH, respectively) affects the relative stabil-
ity AFM-FM. In line with our prediction, the presence of additional bridging car-
boxylate stabilizes the FM solution, whereas the water and the ethanol molecules
favour the AFM one.

As a further step, the effect of other bridging anchoring ligands was investi-
gated, to strengthen the conclusion that only bidentate molecules are able to create
chemical bridges between FeOct sites for an additional ferromagnetic superexchange
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Figure 3.11: Ball-and-stick representations of the Fe3O4 cubic NP with a methylphos-
phonic acid (MPA) molecule adsorbed on its corner in different (stable) configurations.
The black, gray, orange, white, and green beads represent H, C, P, O, and Fe, respec-
tively. H-bonds are indicated by dashed black lines. The H-bonds and Fe-OMPA bonds
length (in Å) and the adsorption energy EAds (in eV) are shown.

Table 3.3: Adsorption energy EAds (in eV per molecule) for different ligands at different
coverages onto the Fe3O4 NP.

Coverage AA MPA CAT SIL ETH

Local low (FeIIIOct6c− (3)) −2.98 −5.71 −3.91 −4.62 −2.32
Local high (FeIIIOct6c− (3)) −3.00 −3.85 −2.66 −3.00 −1.60
Local high (FeIIIOct5c− (5)) −2.44 −3.66 −2.55 −2.92 −1.57

interaction, which is an effective mechanism hampering the reduction (due to spin
canting) of the NP magnetization. To this aim, only local (low and high) coverages
were considered for simplicity, since it has been already demonstrated above that
the coverage effect is rather local.

The screening of various bridging anchoring ligands started from phosphonic
acid. In particular, methylphosphonic acid (MPA) was considered, as the simplest
prototypical molecule, in several adsorption modes (see Figure 3.11): undissociated
monodentate, dissociated chelate, undissociated bidentate, dissociated bidentate
and bidissociated bidentate. The most stable configuration at the O-corner, in the
low coverage regime, is the bidissociated bidentate, with an adsorption energy of
−5.71 eV (see Figure 3.11, Figure 3.12, and Table 3.3), which is at least 1 eV larger
than those computed for the other modes. Note that one of the two dissociated
protons goes on the extremely reactive O atom at the O-corner, causing some
Fe−O bond breaking and corner reconstruction, whereas the other is adsorbed
on an O atom of the flat surface that is generally recognized in the literature as
the most ease to be protonated [254–256]. If the local density of MPA molecules
at the O-corner is increased, in the proximity of the FeIIIOct6c − (3) site (Figure
3.9, MPA), using the three undercoordinated octahedral Fe ions around the O at
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Table 3.4: Selected FeIIIOct sites considered for the spin-flip mechanism investigation.
The ∆ESF+Rel and ∆ESpin−Flip (inside the parenthesis) values are reported in meV for
different ligands at different coverages onto the Fe3O4 NP.

Site Coverage AA MPA CAT SIL ETH

FeIIIOct6c− (3) Naked +13 (+270)
Local low −49 (+80) −10 (+16) −27 (+4) −33 (−1) −39 (−8)
Local high +141 (+165) +120 (+130) +118 (+131) +134 (+143) −15 (+15)

FeIIIOct5c− (5) Naked +137 (+208)
Local high +280 (+310) +241 (+275) +219 (+257) +209 (+248) +114 (+210)

the vertex, the additional two MPA molecule are found to preferentially adsorb as
monodissociated bidentate, which is one of the most common adsorption modes on
metal oxide surfaces [262]. The presence of the other two MPA molecules prevents
the Fe-O bond breaking at the O-corner upon OH formation. MPA adsorption
on flat 001 facets around the FeIIIOct5c − (5) site was considered with two MPA
molecules (Figure 3.13, MPA) in the dissociated bidentate mode (-3.66 eV per
molecule). The spin-flipping accompanied by atomic relaxation at FeIIIOct6c − (3)
and FeIIIOct5c−(5) sites, when local high coverage of MPA is reached, is clearly much
less favourable than for the naked NP, similarly to what observed in the presence
of high density of AA: +120 and +241 meV for the two sites, respectively, vs
+141 and +280 meV for AA (see Table 3.4). Therefore, the bridging ligand MPA
[O−P−O], similarly to AA [O−C−O], is perfectly capable of activating additional
superexchange interaction among FeOct ions.

Next, catechol-based ligands, which are well-known to stably anchor metal
oxide surfaces, were considered. Catechol (CAT) is a bridging ligand [O−C−C−O]
that can bidentate two surface cations. Indeed, the monodissociated bidentate
adsorption mode is found to be that with the largest adsorption energy (-3.91 eV)
at the O-corner site (see Table 3.3, Figure 3.12, and Figure 3.14), if compared to
undissociated bidentate, bidissociated bidentate, undissociated chelate, dissociated
chelate and bidissociated chelate, which are at least 1 eV higher in energy if not
unstable. When three CAT molecules are anchored to the O-corner by using the
three octahedral Fe ions around the O at the vertex, a highly symmetric structure
is observed, as shown in Figure 3.9. On the flat 001 facets, catechol molecules
are similarly monodissociated and bidentate as on the corner sites (Figure 3.13).
It is not so easily predictable whether the [O-C-C-O] bridge will be effective in
inducing magnetic communication between Fe ions. The results confirm that in
the presence of high coverage of CAT ligands, spin flipping, even accompanied by
atomic relaxation, is a hampered process by +118 meV at the FeIIIOct6c − (3) site
and by 219 meV at the FeIIIOct5c− (5) site. These numbers are slightly smaller than
for AA and MPA but are still very close (see Table 3.4).
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Figure 3.12: Ball-and-stick representations for the most stable adsorption mode of
different ligands at local low coverage onto the NP corner. Only the ligands and the
NP O-corner are shown for clarity, as schematized in top left corner of the figure. The
red dashed lines indicate the edges of the hidden NP. The black dashed lines indicate
the formation of hydrogen bonds. The H-bonds and Fe-OLigand bonds length (in Å) are
shown. The black, gray, orange, yellow, white, green, and red beads represent H, C, P,
Si, O, Fe, and FeIIIOct on which the spin-flip process is investigated, respectively.
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Figure 3.13: Ball-and-stick representations for the adsorption of different ligands at
local high coverage onto the nanoparticle surface. Only the ligands and the NP surface
portion around FeIIIOct5c− (5) are shown for clarity, as schematized in top left corner of
the figure. The black, gray, orange, yellow, white, green, and red beads represent H, C,
P, Si, O, Fe, and FeIIIOct on which the spin-flip process is investigated, respectively.
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Figure 3.14: Ball and stick representations of the Fe3O4 cubic NP with a catechol
(CAT) molecule adsorbed on its corner in different (stable) configurations. The black,
gray, white, and green beads represent H, C, O, and Fe, respectively. The Fe-OCAT

bonds length (in Å) and the adsorption energy EAds (in eV) are shown.

The last class of anchoring ligand which was investigated is based on a silan-
etriol group. In particular, methylsilanetriol (SIL), consisting of three [O−Si−O]
bridges, was considered. Similarly to MPA, this ligand could potentially triden-
tate, however it is found to bidentate because the (001) magnetite surface presents
superficial Fe rows that are too distant to allow the tridentation. Here, it can be
observed that at the O-corner SIL is preferentially monodissociated and bidentate
on two undercoodinated octahedral Fe ions next to the O at the vertex (see Figure
3.15), both at low (-4.62 eV) and high (-3.00 eV) coverage densities (Figure 3.12
and Figure 3.9, respectively). We considered other absorption modes, which are at
least half an eV higher in energy: undissociated bidentate, bidissociated bidentate
and dissociated chelate. Are the [O−Si−O] bridges effective for superexchange
interaction among octahedral Fe ions? The answer is again positive with an en-
ergy cost for spin-flipping, even allowing atomic relaxation, of +134 meV at the
FeIIIOct6c − (3) site and by 209 meV at the FeIIIOct5c − (5) site, in line with the
other bridging anchoring ligands considered in this study (see Table 3.4 for direct
comparison).

These calculations clearly suggest that all bidentate bridging ligands induce an
extra FM superexchange interaction between octahedral Fe ions, which reinforces
the overall magnetization of the NPs and supresses spin disorder phenomena. This
effect has been evaluated in terms of energy cost (∆ESF+Rel) to induce spin-flip and
corresponding atomic relaxation on an octahedral Fe ion in the proximity of the
O-corner, where spin and structural reorganization can more easily take place, and
on the flat 001 facet. Larger values of ∆ESF+Rel reflect larger magnetic exchange
coupling constants J between octahedral Fe ions. Again, the dependency of J with
the difference between the O-II p-band and the FeIIIOct d -band energy levels (i.e., the
∆pd) was analyzed, according to Equation (3.6). Since a local high coverage of
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Figure 3.15: Ball and stick representations of the Fe3O4 cubic NP with a methylsi-
lanetriol (SIL) molecule adsorbed on its corner in different (stable) configurations. The
black, gray, yellow, white, and green beads represent H, C, Si, O, and Fe, respectively.
H-bonds are indicated by dashed black lines. The H-bonds and Fe-OSIL bonds length
(in Å) and the adsorption energy EAds (in eV) are shown.

ligands was simulated at the O-corner, only the spin-flipping Fe site, FeIIIOct6c− (3),
and the O and Fe ions in its first and second coordination sphere are considered in
the calculation of the O-II p-band and FeIIIOct d -band COM. A ∆pd of 2.05 eV was
computed for the naked NP and of 1.55 eV, 1.49 eV, 1.54 eV, and 1.60 eV for the
NP at high coverage of AA, MPA, CAT, and SIL, respectively. According to the
Equation (3.6), a reduction of ∆pd (here of about 0.5 eV) is expected to enhance
the magnetic exchange coupling constant, in perfect agreement with the increase
in spin-flip energy cost observed in our calculations, as schematized in Figure 3.8.
This analysis is corroborated also by the opposite case of a local high coverage
of ETH, for which a ∆pd value very close to that for the naked NP (1.98 eV vs
2.05 eV, respectively) was computed, confirming no additional FM exchange, as
suggested by the ∆ESF+Rel value (-15 meV) in favor of spin-flipping.

Based on these results and analysis, we can state that an induced extra FM
superexchange effect among FeOct sites in the surface layers is only triggered by
adsorption of bridging ligand that electronically connect different FeOct sites, such
as acetate, phosphonate, catechol, and silanetriol derivates but not of monocoor-
dinated molecules, such as ethanol. We further proved this concept by calculating
the monodentate AA at local high coverage, as shown in Figure 3.16. Indeed, a
tiny energy cost of 47 meV was obtained for ∆ESF+Rel, confirming a cheap spin-flip
process, in contrast with what observed for the bidentate (bridging) mode whose
∆ESF+Rel is three times larger.

In this last paragraph, the role played by ligands on the NP surface reconstruc-
tion is investigated, since this is one of the major factors affecting the saturation
magnetization of NPs, together with spin-canting and the presence of antiphase
domain boundaries. In a previous work by my group [125], it was proved that
bulk-like cubic NPs are stabilized by surface reconstruction, which consists in the
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Figure 3.16: Ball-and-stick representation for the adsorption of AA in the monodentate
mode at local high coverage onto the NP corner. Only the ligands and the NP O-corner
are shown for clarity, as schematized on the left. The red dashed lines indicate the edges
of the hidden NP. The black dashed lines indicate the formation of hydrogen bonds. The
H-bond and the Fe-OAA bond lengths (in Å) for the asymmetric unit are shown. The
black, gray, white, green, and red beads represent H, C, O, Fe, and FeIIIOct on which the
spin-flip process is investigated, respectively.

transfer of six-coordinated iron ions nearby a Fe-corner from octahedral to tetra-
hedral sites (see Figure 3.17). Such atomic reconstruction was found to reduce the
total magnetization of the NP by 9.7% (from 1232 to 1112 µB). In the present
study, it was found out that this type of reconstruction stabilizes the cubic NP
model under investigation by -10.6 eV. At the top of Figure 3.17, the NAKED NP
is shown before (bulk-like, left) and after the atomic reconstruction (reconstructed,
right), which involves three octahedral iron ions (blue beads in the image) for each
Fe-corner (four out of a total of eight corners per cube). However, if the NP is fully
decorated by the organic ligands (48AA), the reconstructed model is less stable
than the bulk-like one by 7.4 eV (Figure 3.17, the bottom). The half coverage
(24AA) was also considered: the reconstruction stabilizes the NP by -1.2 eV. Even
if the energetic stabilization given by the reconstruction is largely reduced with
respect the naked case, this is not sufficient to lift the reconstruction. Thus, only
high coverage organic acid coating can reverse the energetics with respect to what
observed for the naked NPs, largely stabilizing the bulk-like structure whose total
magnetic moment is by far higher than that of the reconstructed NP (408 versus
288 µB, respectively). This finding is in line with what found by means of surface
X-ray diffraction, infrared spectroscopy, and DFT+U calculations by Arndt and
collaborators [85] for the (001) surface, i.e. that the adsorption of organic acid re-
verses the reconstruction process of the (001) surface, through the stabilization of
the bulk-like structure and formation of deep bulk Fe vacancies. Furthermore, this
result suggests that using coating agents during the synthesis of the nanostructures
is a successful strategy to prepare NPs with high saturation magnetization, close
to the bulk value.
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Figure 3.17: Ball-and-stick representations of the minimum energy structures of the
unreconstructed (left) and reconstructed (right) NP in absence (NAKED), at half cover-
age (24AA) and at full coverage (48AA) of AA molecules. The black, grey, white, green,
and blue beads represent H, C, O, Fe, and FeOct which are involved in the reconstruction
process, respectively. The insets show the details of the surroundings of the FeOct ions
that are involved in the reconstruction process.
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3.4 Conclusions

It has been demonstrated that previously proposed explanations for the high mag-
netization (close to bulk one) of coated magnetite NPs with organic acids are not
always robust or satisfactory. For example, the rationalization by Salafranca et
al. [120] is based on different electronic structure properties of bare and function-
alized magnetite surfaces from DFT calculations, which however are in contrast
with all the other existing studies in the literature and with the results here re-
ported. Another explanation, which is commonly mentioned in the experimental
papers, attributes the enhanced magnetization to a higher crystallinity of coated
NPs. However, no mechanism has yet been proposed with solid evidence.

From our results, a fundamental factor emerges: surface functionalization with
carboxylic acids creates chemical bridges between FeOct sites for an additional fer-
romagnetic superexchange interaction, which is an effective mechanism enhancing
the overall NP magnetization by hampering spin-canting. We provided proof of
this mechanism using a toy model of FeIII tert-butoxide dimer. Moreover, in order
to shed light on the origin of this extra FM superexchange, we investigated its
relation with the charge transfer energy, i.e., the energy difference between O-II p
and FeIIIOct d states, that is expected to be of inverse proportionality [257]. Indeed,
the charge transfer energy is lower for the fully coated NP than for the naked one,
leading to a higher FM exchange coupling constant, in perfect agreement with the
higher spin-flip energy cost observed in our calculations.

The present finding has been generalized to the family of multidentate bridging
molecules. Indeed, not only carboxylic groups, commonly used to anchor surfac-
tants (e.g. oleic acid) during NPs synthesis, but also other kinds of multidentate
bridging anchoring groups, which can exchange with surfactants after the synthe-
sis, are found to create electronic channels through chemical bridges between FeOct

sites that induce an extra ferromagnetic superexchange interaction, work against
spin-flipping processes and, consequently, also against the reduction of the total
magnetic moments observed for non-coated NPs. Our conclusion is corroborated
by the fact that coating with monodentate ligands do not lead to such behavior.

Furthermore, we also show that surface functionalization by organic acids pre-
vents crystallinity loss in NPs, which again improves their total magnetic moment.
This is because the surface reconstruction, consisting of octahedral Fe ions that
move into tetrahedral sites, is found not to be energetically favorable in the pres-
ence of the coating molecules.

To conclude, the results of this computational study provide a first-principles
description, at the electronic and atomistic level, of the mechanisms how sur-
face functionalization alters the spin and structural disorder (spin canting and
atomic reconstruction) in magnetite NPs and, consequently, affects their satura-
tion magnetization. Since this specific physical property is crucial for an efficacious
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nanomedical application, the concepts developed here can be useful to guide the
design and preparation of optimal magnetite-based nanostructures.
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Chapter 4

Chemistry of the Interaction and
Retention of TcVII and TcIV

Species at the Fe3O4(001) Surface

In this chapter, we studied the interaction between the Fe3O4(001) surface and
the pertechnetate ion (TcVIIO−

4 ), that is a nuclear fission product whose major
issue is the high mobility in the environment. Experimentally, it is well-known
that Fe3O4 can reduce TcVIIO−

4 to TcIV species and retain such products quickly
and completely, but the exact nature of the redox process and products is not
completely understood. Therefore, we investigated the chemistry of TcVIIO−

4 and
TcIV species at the Fe3O4(001) surface through a hybrid DFT functional (HSE06)
method. We studied a possible initiation step of the TcVII reduction process. The
interaction of the TcVIIO−

4 ion with magnetite surface leads to the formation of a
reduced TcVI species without any change in the Tc coordination sphere, through
an electron transfer that is favored by the magnetite surfaces with a higher FeII

content. Furthermore, we explored various model structures for the immobilized
TcIV final products. TcIV can be incorporated into a subsurface octahedral site
or adsorbed on the surface in the form of TcIVO2·xH2O chains. We propose and
discuss three model structures for the adsorbed TcIVO2·2H2O chains in terms of
relative energies and simulated EXAFS spectra. Our results suggest that the pe-
riodicity of the Fe3O4(001) surface matches that of the TcO2·2H2O chains. The
EXAFS analysis suggests that in experiments TcO2·xH2O chains were probably
not formed as an inner-shell adsorption complex with the Fe3O4(001) surface.

The results reported in this chapter have been submitted as a full article to a
peer-reviewed journal.
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4.1 Introduction

Technetium is a major concern due to its radiotoxicity, high fission yield in nuclear
reactors, long half-life, and long mobility in the environment. The β-emitting 99Tc
isotope is especially concerning. With a formation yield of ca 6% in both 235U and
239Pu nuclear reactors and a half-life of ca 2.1×105 years [164, 165, 171], 99Tc will
be the main radiation emitter 104 to 106 years after the production of the nuclear
fuel waste.

In the absence of complexing agents besides oxygen and water, technetium
assumes VII and IV oxidation states [169]. In oxidizing conditions, TcVII is pre-
ferred and forms the pertechnetate ion (TcVIIO−

4 ), which is highly soluble and
mobile in the environment due to its weak interaction with mineral surfaces [170].
On the other hand, in non-oxidizing conditions, technetium is reduced to TcIV, pre-
cipitating as TcIVO2·xH2O or forming adsorption complexes with mineral phases
containing FeII, which participate in the TcVII reduction [19, 20, 172, 177–183].

Magnetite (FeIIFeIII2 O4) plays an important role in the immobilization of tech-
netium in nuclear waste. In a typical geological nuclear waste repository, the spent
nuclear fuel is enclosed in steel containers, which are then deposited in stable geo-
logical sites hundreds of meters below the surface; once full, the repository is sealed
with bentonite clay and cement [174]. In such environment, magnetite forms as
one of the main products of the anoxic corrosion of the steel containers [175]. It has
been demonstrated that FeII in solid phases can quickly reduce TcVIIO−

4 to TcIV

species [19, 20, 172, 177–183], whereas FeIII solid phases can adsorb and incorpo-
rate TcIV [19, 20], hence the importance of magnetite in preventing the diffusion
of Tc into the environment. It has been shown that TcIV remains adsorbed on or
incorporated in the oxidized magnetite [19, 20]. However, the exact structure of
the redox products has not been completely elucidated and is affected by several
factors such as pH, initial Tc concentration, and redox conditions of the aqueous
phase, among others.

In 2016 Yalçintaş et al. [185], based on X-ray absorption near edge spectroscopy
(XANES) and extended X-ray absorption fine structure (EXAFS) measurements,
found that the end product of TcVIIO−

4 reduction by magnetite is related to the ini-
tial Tc content in solution, with higher concentrations (2×10-4 M) favoring adsorp-
tion of dimeric TcIV oxides onto the magnetite surface and lower concentrations
(2×10-5 M) favoring incorporation of TcIV into the magnetite lattice. A grad-
ual transition from exclusively adsorbed to exclusively incorporated Tc was also
observed with decreasing Tc concentration. On the other hand, when using mack-
nawite (FeS) instead of magnetite, Yalçintaş et al. [185] obtained non-crystalline
TcIVO2·xH2O precipitates, for which two distinct linear chains of edge-sharing
TcO6 octahedra with the H2O groups at the trans positions could be fitted to
the EXAFS spectra; in the first structure, the Tc atoms are equally spaced along
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the chains (as proposed by Lukens et al. [263]), whereas in the second the Tc-
Tc distances alternate between shorter and longer values, as in the TcO2 crystal
structure [259]. In 2022, Oliveira et al. [264] used density functional theory (DFT)
calculations and EXAFS data to show the precipitates are more likely formed by
zigzag chains with terminal H2O at cis positions. Thus, it is clear that the in-
terpretation of EXAFS spectra for these Tc systems is rather complex and can
benefit from the aid of quantum mechanics.

In this hybrid DFT study, we use a hybrid DFT functional method to explore
the interaction of various Tc species with magnetite, starting from the adsorption
of TcVIIO−

4 onto the Fe3O4(001) surface and proceeding with possible products of
the full TcVIIO−

4 reduction, namely TcIV incorporated into the magnetite lattice
and adsorbed TcIVO2·2H2O chains. The TcVIIO−

4 adsorption is analyzed in terms
of Mulliken spin densities and charges, and electronic density of states, whereas
the structures of the TcIV species are discussed in terms of relative energies and
simulated EXAFS spectra.

4.2 Methods and models

4.2.1 Computational methods

All DFT calculations were carried out with the HSE06 hybrid exchange-correlation
functional [233, 240] (see Section 2.1 for further details about the method) using
the CRYSTAL17 package [247, 248]. This method has been shown to give good
description of structural, electronic, and magnetic properties of magnetite sys-
tems [33]. The Kohn-Sham orbitals were expanded in Gaussian-type orbitals:
the all-electron basis sets are H−511G(p1), O−8411G(d1), Fe−86411G(d41), and
Tc−976311(d631f1) according to the scheme previously used for Fe3O4 [33, 70,
265, 266]. The convergence criterion of 4.5×10-4 hartree/bohr for atomic forces
was used during geometry optimization and the convergence criterion for total
energy was set to 10-6 hartree for all the calculations. The irreducible Brillouin
zone was sampled with a 3 × 3 × 1 k-point grid generated with the Monkhorst-
Pack scheme [267]. For the calculation of the projected density of states (PDOS),
a denser k-points mesh of 6 × 6 × 1 was used. All structures (see details below)
were constructed in such way as to keep inversion symmetry (e.g., by adding ad-
sorbate molecules in specific locations above and below the slab models) in order
to minimize the development of artificial dipole moments.

The EXAFS spectra were simulated for optimized structures with FEFF9.6.4
[268–270] using the self-consistent field mode with a global Debye-Waller factor of
0.003 Å, amplitude reduction factor of 0.9, and ∆E0 = 0.
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4.2.2 Models of the Fe3O4(001) surface

The (001) termination is one of the most stable magnetite surfaces [58, 59]. Under
the alkaline conditions of geological repositories [20], it is expected to be one
of the most exposed surfaces in nanostructures [62, 87], according to the Wulff
construction [61]. For these reasons, we have used this surface in our model. In
the [001] direction, the Fe3O4 consists of alternating planes containing tetrahedral
iron (FeTet) atoms and octahedral iron (FeOct) coordinated to oxygen atoms. The
most recent and reliable models for the (001) termination are based on a bulk
truncation at the FeOct and O plane. The distorted bulk truncation (DBT) model
consists in a simple bulk truncation [43], whereas the subsurface cation vacancy
(SCV) model shows a reconstruction that consists of an extra interstitial FeTet

atom in the second layer replacing two FeOct atoms from the third layer (per the
(
√

2×
√

2 )R45° unit cell) [79]. Their relative stability is highly dependent on the
concentration of adsorbing molecules in the environment: an increasing amount of
carboxylic acid or water molecules adsorbed onto the surface is found to favor the
DBT structure [70, 81, 82, 85]. For more detailed information about the Fe34(001)
surface, see Section 1.1.2. In this work, both models were constructed as a (1×1)
17-layer slab with inversion symmetry, as previously done by our group [70, 245].
The five layers in the middle of the slab were kept fixed at the bulk positions,
whereas the other layers were free to relax.

4.2.3 Models for the adsorption of TcOn−
4 on the Fe3O4(001)

surface

Different complexes were constructed by adsorbing or embedding TcOn−
4 into dif-

ferent sites of the DBT and SCV surface models. The SCV surface being more
oxidized (fewer FeII centers) than the DBT one, it is interesting to compare the
reducing power of both surface models. Since the DBT and SCV surfaces have
identical terminating layers, exposing four penta-coordinated FeOct atoms per unit
cell, the models were built with the same criteria. The coordination shell of the
superficial undercoordinated FeOct atoms was saturated with either H2O molecules
or OH species, based on experimental and computational results [70, 245, 261]. To
balance the total charge, the most reactive superficial oxygen atoms were decorated
with a proper number of hydrogen atoms [254–256]. All structures were optimized,
and, for each surface, the two lowest energy structures were selected for further
analysis. Here, only the models associated to the two lowest energy structures are
described in detail. The first model was built by adsorbing a TcO4 species on two
superficial undercoordinated FeOct atoms and a H2O molecule and a OH species
on the two remaining superficial undercoordinated FeOct atoms. Two superficial
oxygen atoms were decorated with two hydrogen atoms. The second model was
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built by attaching a TcO2 fragment to two superficial oxygen atoms, forming a
TcOn−

4 species embedded into the surface. The four superficial undercoordinated
FeOct atoms were saturated by one H2O molecule and three OH groups. No super-
ficial oxygen atoms were decorated with hydrogen atoms. These two models have
the same number of atoms for each element.

4.2.4 Models for the incorporation of TcIV in the Fe3O4(001)
surface

Two models of TcIV incorporation were considered for the DBT (001) surface.
In the first one, a FeOct atom from the third layer was simply replaced with a
Tc atom, whereas in the second model a Fe vacancy was created in addition to
the Tc substitution (i.e., two FeOct atoms were replaced with one Tc). In the
latter case, several models were created with the vacancy at different positions
with respect to the Tc atom and the structure with the lowest energy was selected
for further analysis. We only considered the DBT (001) surface model because
recent experimental and theoretical findings show that the diffusion of other tran-
sition metal atoms could reverse the SCV reconstruction, restoring a DBT surface,
which presents the diffusing transition metal atom (Tc in this case) instead of Fe
occupying an octahedral site in the third layer [205–207].

4.2.5 Models for the adsorption of TcIVO2·2H2O chains on
the Fe3O4(001) surface

Three models were considered for the TcIVO2·2H2O infinite chains, based on the
work by Oliveira et al. [264]. Each chain consists of edge-sharing TcO6 octahedra
with terminal H2O groups occupying two corner positions. In α-TcIVO2·2H2O, the
TcO6 octahedra form a linear chain with the terminal H2O in trans configuration
and Tc-Tc nearest neighbors alternating longer and shorter distances along the
chain as in the TcO2 (P21/c) crystal structure [259]. In β-TcIVO2·2H2O, the
TcO6 octahedra form a zigzag chain, similar to ReO2 (Pbcn) [271] — note that Re
is regarded as a Tc analogue — with the H2O groups at cis positions and identical
distances for the Tc-Tc nearest neighbors. The last model, γ-TcIVO2·2H2O, differs
from α-TcIVO2·2H2O for having identical Tc-Tc nearest distances along the chain,
as in ReO2 (P42/mnm) [272]. Oliveira et al. [264] found β-TcIVO2·2H2O to be the
most energetically favored structure, with γ-TcIVO2·2H2O being the least favored.

The adsorption complexes were constructed by removing the H2O groups from
one side of the TcIVO2·2H2O chains and placing the resulting structures on the
Fe3O4(001) bare surface at bonding distance. Different models were constructed
for each chain to explore different orientations on the surface. All structures were
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optimized and the lowest energy structure of adsorbed α, β, and γ chains were
used for further analysis. The investigation was restricted to the SCV surface
because (i) the SCV differs from the DBT only in the structure of the second
and third layers and in the FeII/FeIII ratio and it is reasonable to suppose that
these differences do not influence the adsorption properties, especially when no
redox reactions involve the FeII/FeIII pair, as in this case, and (ii) the SCV, being
more oxidized than the DBT and characterized by iron vacancies, bears stronger
resemblance to maghemite, which is expected to be one of the main products of
the magnetite oxidation by TcO−

4 .

4.3 Results and discussion

4.3.1 Adsorption of TcOn−
4 on the Fe3O4(001) surface

In the first part of the study, we simulated the interaction of TcOn−
4 species with the

Fe3O4(001) surface by considering that the ions may either just adsorb by binding
to undercoordinated surface Fe ions or become involved in surface reactivity lead-
ing to their surface embedding. The details of the models are described in Methods
and Models section. For both DBT and SCV surfaces, we have selected the two
lowest energy adsorption complexes, shown in Figure 4.1. In the models reported in
the left panels of Figure 4.1 (referred to as (TcVIIO4)

−/DBT and TcVIIO4)
−/SCV,

as discussed below), TcOn−
4 is adsorbed on two penta-coordinated FeOct of the sur-

face through two µ-O (i.e., two-fold coordinated oxygen) bridging atoms. In the
models reported in the right panels of Figure 4.1 (referred to as (TcVIO4)

2−/DBT
and (TcVIO4)

2−/SCV, as discussed below), TcOn−
4 becomes embedded in the sur-

face forming two µ4-O (i.e., four-fold coordinated oxygen) bridging atoms. This
second adsorption site is the same that is generally preferred by single metal atoms
adsorbed on the Fe3O4(001) surface, according to several recent studies [205, 252,
273].

(TcVIIO4)
−/DBT and (TcVIIO4)

−/SCV models are characterized by the pres-
ence of Tc in its VII oxidation state. As we can see in the PDOS in Figure
4.2, there are no Tc 4d states (Figure 4.2, cyan curve) in the valence band. All
technetium 4d orbitals are located in the conduction band. Furthermore, Tc is
characterized by no spin polarization. These findings are compatible with a TcVII

species, corresponding to the electronic configuration [Kr]. On the other hand, in
(TcVIO4)

2−/DBT and (TcVIO4)
2−/SCV models, we observe that TcVII is reduced

to TcVI while one FeII of magnetite is oxidized to FeIII. The reduction of TcVII to
TcVI is in line with the Mulliken charge decrease of 5%, and with a Tc 4d con-
tribution to the valence band in the spin-down channel of the PDOS (Figure 4.2,
cyan curve). Indeed, the Mulliken spin density value of −0.7 µB for Tc in both
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Figure 4.1: Top and side views of the optimized structures for the lowest-energy TcOn−
4

complexes adsorbed onto the DBT (on the top) and SCV (on the bottom) Fe3O4(001)
surfaces. Black, white, green, and red beads represent H, O, Fe, and Tc, respectively.
Black arrows indicate the crystallographic directions.
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(TcVIO4)
2−/DBT and (TcVIO4)

2−/SCV is consistent with a TcVI species with elec-
tronic configuration [Kr]4d1, i.e., with one unpaired electron. The FeII (high spin
[Ar]d6 configuration) oxidation to FeIII (high spin [Ar]d5 configuration) is con-
firmed by the Mulliken charge and spin density increase of 15% and from 3.7 to
4.2 µB, respectively. Despite the similar structural and electronic properties of the
DBT and SCV adsorption complexes, the redox energies differ considerably: the
reaction energy per Tc atom is 1.06 eV for (TcVIIO4)

−/SCV −→ (TcVIO4)
2−/SCV

and 0.14 eV for (TcVIIO4)
−/DBT −→ (TcVIO4)

2−/DBT. This is consistent with
the higher FeII content in the DBT surface, which would make the TcVII reduction
to TcVI more favorable in comparison to the more oxidized SCV surface.

Figure 4.2: PDOS for the lowest-energy TcOn−
4 complexes adsorbed onto the DBT (on

the top) and SCV (on the bottom) Fe3O4(001) surfaces, shown in Figure 4.1.
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The reduction of TcVII to TcVI by a simple electron transfer (from the mag-
netite surface to the technetium atom) is likely the first step of a complex redox
process, which is known to proceed rapidly to TcIV end-members at slightly alka-
line pH, involving the oxidation of FeII close to the Tc adsorbate, changing the Tc
geometry from tetrahedral to octahedral [274] — similarly to what happens during
the reduction of MnVIIO−

4 to MnIVO2, passing through MnVIO2−
4 [275]. Given the

complexity of the process and the lack of more specific information regarding the
chemical species involved, the simulation of the full TcVIIO−

4 reduction is out of the
scope of this work. Therefore, we restrict our study to hypothetical final products:
incorporation of TcIV in the magnetite slab and formation of TcIVO2·2H2O chains
adsorbed on the magnetite surface.

4.3.2 Incorporation of TcIV in the Fe3O4(001) surface

In Figure 4.3 two models for the incorporation of Tc into the DBT surface are
shown, where we replaced a subsurface FeOct in the third layer with a substitutional
Tc atom (TcS) with (on the right) and without (on the left) the formation of a
FeOct vacancy (FeV). The (TcS)@DBT model presents a Tc in the IV oxidation
state in place of a FeIII, as confirmed by the Mulliken charge value, which is lower
than those found for TcVII and TcVI, and almost identical to that obtained for
Tc in the rutile phase of TcO2. The charge balance of the system is achieved
by the reduction of a FeIII ion to FeII, indicated by the decrease of the Mulliken
charge (15%) and spin density (from 4.2 to 3.7 µB). This incorporation scheme
consists of two FeIII ions being replaced with a TcIV-FeII pair, as already observed
in previous computational studies investigating Tc incorporation in bulk hematite
and magnetite [184, 276].

Similarly to (TcS)@DBT, the (TcS+FeV)@DBT model also presents Tc in the
IV oxidation state. However, in this case, the Mulliken charges indicate that
one TcIV ion replaces two FeII ions, keeping the charge neutrality of the system,
as previously observed for Tc-doped bulk magnetite [184]. This model resembles
what is observed in the oxidation process from magnetite (Fe3O4) to maghemite (γ-
Fe2O3), which have the same structure, but the FeII ions in magnetite are replaced
by FeIII ions and vacancies in maghemite [265]. Nonetheless, both (TcS)@DBT
and (TcS+FeV)@DBT have Tc incorporated as TcIV in octahedral coordination
and are, thus, possible end products of the TcO−

4 reduction by magnetite.
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Figure 4.3: Top and side views of the optimized structures for the TcIV incorporated
(TcS) into the (on the left) DBT Fe3O4(001) surface and (on the right) DBT Fe3O4(001)
surface with a FeOct vacancy (FeV) in the fifth layer, indicated by a dashed circle. White,
green, and red beads represent O, Fe, and Tc, respectively. Black arrows indicate the
crystallographic directions.

4.3.3 Adsorption of TcIVO2·2H2O chains on the Fe3O4(001)
surface

An alternative surface reactivity discussed in the literature would lead to the for-
mation of hydrated TcIVO2 dimers or chains on the magnetite surface [20, 185,
277]. To study this possibility, we first investigated a free-standing TcIVO2·2H2O
chain, as described in Methods and Models section. The β-TcO2·2H2O chain was
found to be the most stable chain, with Tc-Tc and Tc-O distances of ca 2.4 and
1.9 Å, respectively. The α-TcO2·2H2O chain is found to be less stable by +0.758
meV per Tc atom (as reported in Table 4.1), with alternating Tc-Tc distances of
ca 2.2 and 3.3 Å. Consequently, also Tc-O distances present alternating values:
1.9 Å when O is bridging Tc-Tc at smaller distance and 2.1 Å when bridging the
Tc-Tc at longer separation. The γ-TcO2·2H2O transformed to the α chain during
the geometry optimization.

As a next step, we investigated the interaction between the TcO2·2H2O chains
with the magnetite surface. The periodicity of the magnetite surface and, in
particular, of the alternating O-O distances along the [-110] direction matches
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Table 4.1: Relative total energies per Tc atom (in meV) of the α-TcO2·2H2O, β-
TcO2·2H2O, and γ-TcO2·2H2O chains in vacuum and adsorbed onto the SCV Fe3O4(001)
surface.

α-TcO2·2H2O β-TcO2·2H2O γ-TcO2·2H2O

Vacuum +758 0 -
Adsorbed on Fe3O4(001) +16 +343 0

that of the α-TcO2·2H2O chain. The adsorbed α-TcO2·2H2O chain (Figure 4.4,
α-TcO2·2H2O/SCV) presents only one kind of Tc (Figure 4.4, red beads), that
is six-coordinated by four O from the chain itself (Figure 4.4, blue beads), one
O shared with magnetite, and one O from a water molecule (Figure 4.4, white
beads). Half of the O bridges in the chain (indicated with a yellow star in Figure
4.4) interacts with exposed undercoordinated Fe (Figure 4.4, green beads). The
adsorption is driven by two types of interaction: one between TcIV and magnetite
O, and the other between surface FeIII and O belonging to TcO2·2H2O chains.
α-TcO2·2H2O/SCV presents different alternating Tc-Tc distances with respect to
the free-standing chain: ca 2.8 and 3.1 Å versus 2.2 and 3.3 Å. This significant
difference is due to the periodicity of the magnetite surface and, in particular, of
the alternating O-O distances along the [-110] direction, i.e., the direction along
which the α chain is adsorbed.

Perpendicularly to the [-110] direction the surface periodicity is significantly
different. In particular, the periodicity of the almost constant O-O distances along
the magnetite [110] direction matches that of the γ-TcO2·2H2O chain, which
was not stable in vacuum. The adsorbed γ-TcO2·2H2O chain (Figure 4.4, γ-
TcO2·2H2O/SCV) presents only one kind of Tc, whose coordination sphere is ana-
logue to the one in α-TcO2·2H2O/SCV. Still in analogy to α-TcO2·2H2O/SCV,
half of the O atoms in the chain is interacting with superficial undercoordinated
Fe. These structural similarities are translated into comparable energies: the total
energies difference between the adsorbed γ and α chain is only 16 meV per Tc
atom (as reported in Table 4.1), in favor of the former.

The free-standing β chain has a shorter lattice parameter than the α and γ
chains due to its zigzag configuration. Consequently, it is not possible to efficiently
adsorb the β-TcO2·2H2O along the diagonal direction of the cell as previously done
for the α and γ one. Therefore, we studied the adsorption of the β-TcO2·2H2O
along the [100] direction (Figure 4.4, β-TcO2·2H2O/SCV). In this case, two dif-
ferent kinds of Tc are present: one farther from the surface and one closer to
it, labeled as Tcup and Tcdown in Figure 4.4, respectively. Both Tcup and Tcdown

species are six-coordinated. Each Tcup is coordinated by four O from the chain
itself and by two O from two different water molecules, whereas each Tcdown is
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Figure 4.4: Top and side views of the optimized structures for the α-TcO2·2H2O,
β-TcO2·2H2O, and γ-TcO2·2H2O chains adsorbed on the SCV surface. The axis orien-
tation for the top views is shown on the left, whereas for the side views it is shown in
each single panel. Black, white, blue, green, and red beads represent H, O belonging to
H2O and Fe3O4, O belonging to TcO2, Fe, and Tc, respectively. Yellow stars indicate O
of TcO2 interacting with surface Fe. Black dashed lines indicate weak Tc-O interactions.

coordinated by four O from the chain itself and by two O shared with magnetite
(Figure 4.4, dashed lines). Tc-Tc distances and other structural parameters of the
adsorbed chain are not significantly different from what is observed for the free-
standing chain. This configuration is found to be less favored than the α and γ one
by +0.327 and +0.343 meV per Tc atom (see Table 4.1), respectively. This is an
unexpected result, since the β-TcO2·2H2O chain is the most stable one in vacuum.
This finding can be understood in terms of the (i) lower number (half compared to
α and γ cases) of chain O atoms interacting with the magnetite surface (indicated
with a yellow star in Figure 4.4) and (ii) weaker Tc-O interactions (2.3-2.4 versus
1.9-2.0 Å for the α and γ chains) between the chain and the magnetite surface
(Figure 4.4, dashed lines).

Finally, we compared the experimental EXAFS spectra for the sorption com-
plex by Yalçintaş et al. [185] (Figure 4.5, black dashed curve) and for the aged
TcO2·2H2O precipitate by Oliveria et al. [264] (Figure 4.5, black dotted curve)
with the calculated EXAFS spectra obtained for the simulated TcO2·2H2O chains
adsorbed on the magnetite (001) surface just described. Regarding the experimen-
tal sorption complex curve, there is no match with the calculated curves of the
simulated TcO2·2H2O chains models. We also modeled a magnetite/TcO2-dimer
complex (shown in Figure 4.6) in line with what suggested by Yalçintaş and col-

86



Figure 4.5: Experimental EXAFS spectra for the sorption complex by Yalçintaş et
al. [185] (black dashed line) and aged TcO2·xH2O precipitate by Oliveira et al. [264]
(black dotted line), and simulated EXAFS spectra for the α-TcO2·2H2O (red line), β-
TcO2·2H2O (blue line), and γ-TcO2·2H2O (green line) chains adsorbed onto the SCV
Fe3O4(001) surface.

laborators [185]. However, also in this case, the simulated EXAFS spectrum does
not match the experimental one for the sorption complex. These results suggest
that TcO2 chains (or dimers) are probably not formed as an inner-shell adsorption
complex with the Fe3O4(001) surface, at least not immediately. Regarding the
aged TcO2·xH2O precipitate curve, there are few similarities with the calculated
β-TcO2·2H2O/SCV curve (Figure 5, blue curve). In particular, the positions of
the first and second peak are in fair agreement, as well as the presence of a small
shoulder on the right of the second peak, but the third peak in the computed
curve finds no correspondence in the experimental one. This result suggests that
β-TcO2·2H2O chains might be formed in solution, not as an inner-shell adsorption
complex with magnetite, and only afterward might precipitate and adsorb on the
surface. Indeed, the formation of β-TcO2·2H2O chains is energetically favored over
that of the α and γ ones in vacuum, not on the Fe3O4(001) surface (see Table 4.1).
However, the agreement between the experimental aged precipitate curve and the
computed β-TcO2·2H2O/SCV one is not good enough to definitively sustain this
hypothesis. Therefore, the comparison between the experimental and the calcu-
lated data suggests the possibility that in the above mentioned experiments [185,
264] different magnetite surfaces might be involved, such as the (111) and (110)
ones, which were not considered in this work.
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Figure 4.6: Side view of the optimized structure for the lowest-energy SCV
Fe3O4(001)/TcO2-dimer complex. Different SCV Fe3O4(001)/TcO2-dimer models were
constructed to explore different orientations and adsorption mode. All structures were
optimized and only the lowest energy structure is shown here. Black, white, green, and
red beads represent H, O, Fe, and Tc, respectively. Black arrow indicates the crystallo-
graphic direction.

4.4 Conclusions

In this work based on a comprehensive hybrid DFT study, we investigate the chem-
istry of the interaction and retention of TcVII and TcIV species at the Fe3O4(001)
surface.

As a first step, we studied the interaction and reactivity of the TcVIIOn−
4 ion

with the magnetite surface. We suggest a possible initiation step for the reduction
of TcVII to TcIV upon contact with Fe3O4(001) surface. The adsorption of the
TcVIIOn−

4 ion onto the magnetite surface leads to the formation of a reduced TcVI

species without any change in the Tc coordination sphere, through an electron
transfer that is favored by the magnetite surfaces with a higher FeII content.

Furthermore, we explored various model structures for the possible final prod-
ucts of the full reduction from TcVII to TcIV: TcIV incorporation or adsorption
in the form of TcIVO2·2H2O chains. The Tc incorporation into an octahedral
site leads to the presence of a six-coordinated TcIV. Regarding the adsorption
of TcO2·2H2O chains on magnetite, we propose three model structures which are
characterized by three different symmetries. The periodicity of the Fe3O4(001)
surface matches that of the TcO2·2H2O chains and the adsorption is driven by two
types of interaction: one between TcIV and magnetite O, and the other between
surface FeIII and O belonging to TcO2·2H2O chains. However, the comparison
between the experimental and computed EXAFS spectra suggests that in exper-
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iments TcO2·xH2O chains were probably not formed as an inner-shell adsorption
complex with the Fe3O4(001) surface.

To summarize, we have demonstrated that the Fe3O4(001) surface can adsorb
and reduce TcVII complexes and retain TcIV species. In particular, we propose
an initiation step for the reduction of TcVII and two retention mechanisms, i.e.,
TcIV ions incorporation into octahedral subsurface sites and adsorption in the form
of TcO2·2H2O chains. Therefore, our results furnish a solid basis for any future
study whose aim is to elucidate the overall mechanism of the complex reduction
of TcVII to TcIV and, on the basis of the EXAFS analysis, could stimulate further
investigations to understand whether the formation of TcO2·xH2O chains could
take place in solution or at other Fe3O4 surfaces as well.
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Chapter 5

Improving Oxygen Evolution
Reaction on Fe3O4(001) with
ad-hoc Single-Atom Catalysts

In this chapter, we investigated the Fe3O4(001) surface as support material for
single-atom catalysts (SACs) for the oxygen evolution reaction (OER). Doping
magnetite surfaces with transition metal atoms is a promising strategy to im-
prove the catalytic performance towards the OER, which governs the overall effi-
ciency of the water electrolysis and hydrogen production. First, we prepared and
optimized models of trapped inexpensive and abundant transition metal atoms,
such as Ti, Co, Ni, and Cu, in various configuration on the Fe3O4(001) surface.
Then, we studied their structural, electronic, and magnetic properties through
HSE06 hybrid functional calculations. As a further step, we investigated the per-
formance of these model electrocatalysts towards the OER, considering different
possible mechanisms, in comparison with pristine magnetite surface, on the basis
of the computational hydrogen electrode (CHE) model developed by Nørskov and
coworkers. Co-doped systems are found to be the most promising electrocatalytic
systems among those considered in this work. Overpotentials values (∼0.35 V) are
in the range of those experimentally reported for mixed Co/Fe oxide (0.24-0.49 V).

The results reported in this chapter have been submitted as a full article to a
peer-reviewed journal.
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5.1 Introduction

Renewable resources to produce electricity, such as solar or wind power, are emerg-
ing alternatives to decrease the use of fossil fuels. However, their fluctuating nature
imposes great challenges since energy storage solutions are required to compensate
for downtime in production. Water electrolysis, also known as electrochemical wa-
ter splitting, is a promising technology for the storage of surplus electric energy
via conversion into chemical energy in the form of hydrogen gas fuel.

The process comprises two half-cell reactions separated by a membrane: the
cathodic hydrogen evolution reaction (HER)

2H+ + 2e− −→ H2

and the anodic oxygen evolution reaction (OER)

2H2O −→ O2 + 4H+ + 4e−

under acidic conditions. OER is more kinetically sluggish because it is a four-
electron transfer reaction, if compared with HER that requires only two electrons.
Therefore, the key process governing the overall efficiency of water electrolysis is
the OER, which is often referred to as the bottleneck of the hydrogen production
from water.

State-of-the-art OER electrocatalysts contain noble metals, e.g., Ru, Ir, and Pt,
and work in acidic media, showing noticeable stability and activity [278]. However,
such catalysts are not convenient for large-scale applications because of the scarcity
and cost of the precious metals involved in their realization. On the contrary, in
alkaline solution many abundant and inexpensive metals, e.g., Fe, Co, and Ni, and
their alloys show comparable catalytic performance than noble metals [189].

Nonetheless, alkaline water electrolysis has long been considered inefficient
compared to acidic electrolysis, because of the poor performance of the hydroxide-
conducting polymer electrolyte membranes (PEMs) separating the two half-cells,
as compared to the proton-conducting ones. However, recent studies have sug-
gested that is possibile to reach similar or even higher activities with alkaline cells
through the optimization of the hydroxide-conducting PEMs that are currently
used in existing systems [190, 191]. Therefore, the search for good OER cata-
lysts in alkaline media is an active field of research, where transition metal oxides,
hydroxides, and oxyhydroxides containing Ni, Co and Fe have been proposed as
suitable candidates [214–219, 279–283].

Recently, magnetite (Fe3O4) has attracted the interest of the scientific commu-
nity as a simple model surface where to investigate the complex OER mechanism,
since this is still under debate when the newly emerging inexpensive transition
metal oxide catalysts are involved. In particular, the Fe3O4(001) surface, besides
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being the most stable and exposed facet in magnetite nanostructures [58, 59, 61,
62, 87], it is also the best understood and well-defined in terms of the atomic
structure, both in vacuum and water environment, which is a crucial aspect when
trying to determine what are the reaction intermediates on the surface along the
reaction path.

The stacking sequence in the [001] direction consists of A layers that contain
FeTet and B layers that contain O and FeOct. Over time, different atomic struc-
ture models have been proposed for the (001) surface. In 2005, based on density
functional theory (DFT) calculations, Pentcheva et al. [43] proposed a clean B
layer termination, called distorted bulk truncation (DBT) model, thermodynami-
cally more stable than other previously suggested configurations [43, 76]. In 2014,
through a combined experimental and theoretical study, Bliem et al. [79] pro-
posed a new reconstructed surface model, called subsurface cation vacancy (SCV),
characterized by a B layer-terminated Fe3O4(001) surface with an extra intersti-
tial FeTet in the second layer, replacing two FeOct that are removed from the third
layer, per each (

√
2 ×

√
2)R45° unit cell. As detailed in Section 1.1.2, the SCV

model shows a much better agreement with experimental findings [77–80] and is
found to be more stable than the DBT model in vacuum and under water expo-
sure up to elevated temperature, i.e., more than 700 K [70, 81–84]. Furthermore,
the structure of the Fe3O4(001)/water interface has also been elucidated in recent
years [70, 245, 261].

Fe3O4 was experimentally reported to be characterized by a good stability and
a fair activity towards OER. Through low-energy electron diffraction (LEED),
scanning tunneling microscopy (STM), and atomic force microscopy (AFM) mea-
surements, Mullner et al. [24] did not register any change in the SCV surface
morphology after having increased the pH up to the values that are typically used
for the water oxidation by transition metal oxides in alkaline conditions. They also
observed that the SCV surface morphology was unchanged after having performed
the OER, i.e., several cyclic voltammetry scans at an overpotential value of 0.48
V. Similarly, also Grumelli et al. [25] confirmed the stability of the SCV surface
reporting an overpotential of 0.44 V. In less oxidizing potential conditions (but
still in the OER regime), they also succeeded in stabilizing the unreconstructed
DBT surface, for which they measured an overportential value of 0.49 V.

From the computational point of view and by means of DFT+U calculations,
Righi et al. [84] have recently investigated the stability and the electrochemical
performance towards OER for both SCV and DBT models of Fe3O4(001) surface.
First, they studied the interaction of these surface models with water molecules
and their relative stability in an aqueous and electrochemical environment in a
wide range of oxygen chemical potentials. Second, they proposed and investigated
two different mechanisms for the OER taking place at the Fe3O4(001) surface. One
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mechanism is based on the conventional adsorbate evolution mechanism (AEM),
which implies the O−O bond formation through the addition of a water molecule
or a hydroxide ion (depending on the pH) on an oxo group. The other mechanism
is based on the lattice oxygen-mediated mechanism (LOM), which involves oxygen
atoms originally belonging to the oxide surface, rather than to the adsorbates, in
the O−O bond formation. The two mechanisms were found to be competitive on
both DBT and SCV surfaces. In 2014, Li and Selloni [284] performed a similar
investigation on the DBT surface (SCV was proposed only few months later [79]),
considering only the LOM mechanism, and obtained analogous results.

On the reconstructed Fe3O4(001) surface, transition metal adatoms have been
successfully isolated, exploting the presence of arrays of strongly binding sites
(periodicity 0.84 nm along the [110] direction), on which metal atoms coordinate
two surface lattice oxygen atoms [23, 58, 78, 79]. Transition metals are found to be
stable against thermal sintering on Fe3O4, but some of them such as Ti [205], Mn
[205], Co [205, 206], Ni [205, 207], Zr [205], Rh [208], Pd [285], and Ir [209], between
room temperature and 500 K, tend to diffuse, and, in some cases, agglomerates
in clusters or, in others, fill the FeOct vacancies and become incorporated into the
surface layers, leading to the restoring of a DBT-like surface structure. On the
contrary, metals such as Cu [210], Ag [210, 211], Au [78, 79], and Pt [212, 213] do
not become incorporated in the spinel lattice and remain stable as adatoms until
the reconstruction is thermally lifted at 700 K.

Mixed Fe oxides being among the most promising materials for OER electro-
catalysts [216–218, 280, 282, 283], with rather low overpotentials, one would rea-
sonably expect that incorporating or loading as adatoms transition metal atoms
at the Fe3O4(001) surface, forming so-called single-atom catalysts (SACs), could
improve the overall catalytic performance of magnetite. This is still an open ques-
tion and whether having few transition metal adatoms on the surface would be as
efficient as a mixed metal oxide is still to be proved. A recent experimental study
on Ni-doped Fe3O4(001) catalysts does not seem to corroborate this hypothesis for
the case of Ni [26].

To the best of our knowledge, no theoretical mechanistic investigation has been
yet presented elucidating the performance, together with the reaction pathways,
of transition metal single atoms at the Fe3O4(001) surface towards OER. Up to
now, existing computational studies are limited to the investigation of pristine
Fe3O4(001) surface, as detailed above.

In this chapter, we present a thorough study, based on a wide set of hybrid
density functional theory calculations (see Section 5.2 for the details on methods
and models), where we investigate the potential of Fe3O4(001)-supported SACs
as electrocatalytic systems for OER and use the pristine DBT Fe3O4(001) sur-
face as the reference system. Different mechanisms are considered as described
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in Section 5.3. In Section 5.4, first, we assess the chosen computational setup by
comparing our results on the pristine DBT Fe3O4(001) surface with those already
present in the literature [84, 284]. Second, we discuss structural, electronic and
magnetic properties of isolated transition metal atoms (Ti, Co, Ni, and Cu) on the
Fe3O4(001) surface. In particular, Ti atoms are considered only when incorporated
in the DBT-like surface model, because experiments indicate that they are not sta-
ble as adatoms, even at room temperature [205]. Co is studied both as adatom
on an SCV surface model and as incorporated in the DBT-like surface model, in
line with the experimental findings [205, 206]. Ni and Cu dopants are studied only
as adatoms on the SCV surface model because Ni becomes incorporated only at
a temperature higher than 415 K [205, 207], and Cu is not observed to become
incorporated at any temperature where the SCV is stable [210]. Finally, for all the
designed transition metal doped surface models, we analyze OER intermediates
and reaction pathways, to evaluate their catalytic performance in terms of com-
puted Gibbs free energy profiles and theoretical overpotentials. On the basis of
these results, we will be able to establish whether small quantities of single atoms
at the Fe3O4(001) surface perform as good catalysts as mixed Fe oxides.

5.2 Methods and models

Hybrid DFT calculations (HSE06 [233, 240], see Section 2.1 for further details
about the method) were carried out using the CRYSTAL17 package [247, 248]
to study structural, electronic, magnetic, and thermodynamic properties of all
systems under investigation. For the validation against experimental data of the
standard hybrid functional HSE06 as a robust theoretical approach to describe
structural, electronic, and magnetic properties of magnetite system, please refer
to ref. [33] and corresponding Supporting Information, where the effect of reduc-
ing the fraction of the exact exchange was analyzed, in comparison with B3LYP
calculations and PBE+U calculations with different U values. The Kohn-Sham
orbitals were expanded in Gaussian-type orbitals: the all-electron basis sets are
H-511G(p1), O-8411G(d1), (Ti, Fe, Co, Ni)-86411G(d41), and Cu-864111G(d41).
The convergence criterion of 10-7 hartree and 4.5·10-5 hartree/bohr for total en-
ergy and forces, respectively, were used during self-consistent field, geometry op-
timization, and vibrational frequencies calculations. For these calculations, the
irreducible Brillouin zone was sampled with a 3 × 3 × 1 k-points grid generated
with the Monkhorst-Pack scheme [267]. For the calculation of the projected density
of states (PDOS), a denser k-points mesh of 6 × 6 × 1 was used. The PDOS were
analyzed through the band center of mass (COM) descriptor, that was computed
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using the formula:

band COM =

∫ EF

−∞Eρ(E)dE∫ EF

−∞ ρ(E)dE
(5.1)

where E is the energy, EF the Fermi energy (which is set to 0), and ρ(E) the
electronic density of states [250–252, 286].

Vibrational frequencies of each isolated molecule (H2, O2, and H2O), isolated
surface, and adsorbate bound to the surface were calculated at the Γ point within
the harmonic approximation. To do so, numerical Hessian matrices were con-
structed from finite displacements and force components on each atom. The ad-
sorbed intermediates, as well as the transition metal and oxygen atoms nearest to
the intermediates themselves, were displaced by ±0.003 Å in all three Cartesian
directions from their equilibrium positions. The resulting Hessian matrix then
was diagonalized to yield vibrational frequencies corresponding to each mode. En-
thalpic and entropic contributions were calculated at standard-state conditions
using the ideal gas, rigid rotor, and harmonic approximation to evaluate respec-
tively the translational, rotational, and vibrational terms for each isolated molecule
(H2, O2, and H2O), along with only vibrational terms for the isolated surface and
adsorbate bound to the surface.

The OER Gibbs free energy profiles were derived within the framework of
the computational hydrogen electrode (CHE) [220] using the reversible hydrogen
electrode (RHE) at pH = 14 as reference [287]. The proton and electron Gibbs
free energy G(H+ + e−) can be rewritten as:

G(H+ + e−) =
1

2
G(H2) − kBT · pH · ln 10 − |e|U (5.2)

where G(H2) is the Gibbs free energy of H2, and |e|U is the applied electrode
potential per electron. Being at pH = 14, because experiments for the OER on
Fe3O4 are conducted under very alkaline conditions [24–26], the release of H+ and
e− is replaced by the consume of OH− and the release of e−, whose Gibbs free
energy can be written as:

G(OH− − e−) = G(H2O) − 1

2
G(H2) + kBT · pH · ln 10 + |e|U (5.3)

where G(H2O) is the Gibbs free energy of H2O and G(OH−− e−) is the Gibbs free
energy of the hydroxide ion and electron pair (the minus sign indicates that one
species is consumed and the other is released). G(H2O) was computed at 0.035
bar because at this pressure, gas-phase water is in equilibrium with liquid water at
300 K, i.e., G(H2Oliquid) = G(H2Ogas,p=0.035bar) [220]. The theoretical overpotential
(η) is defined for a given mechanism in which the most endoergic elementary
step involves a redox reaction. It is calculated by subtracting the cumulative free
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energies of all of the steps in the mechanism divided by the number of electrons
involved (here, four), which gives the theoretical thermodynamic potential (U0),
from the potential of the most endoergic redox step. The onset potential (Uonset)
is given by the sum of the overpotential and thermodynamic potential (Uonset =
U0 + η) and represents the minimum applied potential required to release the
products.

Both DBT and SCV surface models [43, 79] were used to model pristine
Fe3O4(001) surfaces and were constructed as a (1×1) 17-layer slab with inver-
sion symmetry, in line with previous works by our group [70, 243, 245]. The atoms
in the central five layers of the slab were kept fixed to the bulk position, whereas
the atoms in the other layers were fully relaxed. For the adsorption or incorpora-
tion of transition metal atoms and for the OER intermediates, atoms were put on
both sides of the slab.

Incorporated Ti and Co atoms were modeled by substituting a FeIIIOct ion in
the third layer of the DBT surface, as shown in the left panels of Figure 5.1(a).
These models are named Tiin@DBT and Coin@DBT, respectively. Co, Ni, and Cu
adatoms on the SCV surface were modeled as bound to two surface lattice oxygen
atoms (see right panels in Figure 5.1(a)) which have been previously recognized
to be the most reactive [78, 79, 254–256]. These models are named Coad@SCV,
Niad@SCV, and Cuad@SCV, respectively.

As an approximate description of the presence of the solvent, one dissoci-
ated water molecule was adsorbed on the slabs [284, 288]: the OH fragment was
adsorbed on an exposed five-fold coordinated FeIIIOct (in the case of clean DBT,
Tiin@DBT and Coin@DBT, left panels in Figure 5.1(b)) or on an adatom (in the
case of Coad@SCV, Niad@SCV, and Cuad@SCV, right panels in Figure 5.1(b)),
whereas the H species was adsorbed on an exposed surface oxygen nearby. The
adsorption energy (EAds) for the dissociated water molecule was calculated as fol-
lows:

EAds = ETotal − (ESurface + EH2O) (5.4)

where ETotal is the total energy of the whole system (surface and adsorbed water),
ESurface the energy of the isolated Fe3O4(001) surface, and EH2O the energy of one
isolated water molecule.

5.3 Mechanism of OER on a metal oxide surface

As mentioned in the introduction, is it widely accepted that OER on a transition
metal oxide can proceed through two different reaction paths: the conventional
AEM and the LOM [289]. The AEM is typically assumed to involve four con-
certed proton-coupled electron transfer (PCET) reactions centered on the metal
ion, and the O−O bond formation goes through the addition of a water molecule
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Figure 5.1: Top (first row) and side (second row) views of a transition metal atom
incorporated in the DBT surface (on the left) and loaded as adatom on the SCV surface
(on the right), in absence (a) and in presence (b) of a dissociated water molecule. The
green, white, black, and yellow beads represent Fe, O, H, and doping transition metal
atoms, respectively. For the left panels, M = Ti, Co. For the right panels, M = Co, Ni,
Cu. The black arrows indicate the crystallographic directions, whereas the red arrows
indicate the direction of the side views.
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(in acidic environments) or a hydroxide ion (in alkaline environments) on an oxo
group previously obtained from the deprotonation of an adsorbed water molecule or
hydroxide ion [290–292]. Differently, the LOM may involve non-concerted proton-
electron transfers and the reaction steps do not proceed only the metal site, as in
the case of AEM, but they also involve oxygen atoms originally belonging to the
oxide surface for the O−O bond formation [293, 294].

In this work, the AEM is studied according to the conventional scheme shown in
Figure 5.2. The starting point is the OH adsorbed on an exposed metal site (A1 in
Figure 5.2) and the first step consists in its dehydrogenation. As a second step, the
adsorbed O (A2 in Figure 5.2) undergoes an addition by a hydroxide ion forming
the hydroperoxo OOH (A3 in Figure 5.2). As a third step, the adsorbed OOH is
dehydrogenated to form the OO superoxo (A4 in Figure 5.2) on the same metal
site. As a fourth and final step, O2 is released, and the catalyst is reestablished
through the adsorption of a hydroxide ion on the metal site.

The LOM is studied according to the scheme proposed by Li and Selloni [284]
for the NiFe2O4(001) surface, as shown in Figure 5.2. The starting point is the
OH group formed by the adsorption of the hydrogen dissociated from water to an
oxygen of the surface (L1 in Figure 5.2). The first step consists in the dehydro-
genation of such OH, leading to L2 in Figure 5.2. As a second step, the OO peroxo
is formed within the surface lattice and, simultaneously, the OH adsorbed on an
exposed five-fold coordinated FeIIIOct is hydrogenated to form a water molecule (L3

in Figure 5.2). As a third step, this water molecule is dehydrogenated leading
to L4 in Figure 5.2. As a fourth and final step, the catalyst is restored through
the adsorption of a hydroxide ion into the lattice oxygen vacancy left by the O2

release. We wish to mention that, for both mechanisms, all the steps were treated
as PCET reactions and different intermediates were investigated, but they resulted
to be less favored than those just described.

In this chapter, the AEM is studied for all the models defined in the previ-
ous section. On the contrary, the LOM is investigated only for the DBT-based
models. The reason for this choice will be discussed in detail below. The nome-
clature is defined according to the following relus: the name starts with the type
of mechanism (AEM or LOM), then proceeds with the surface model used (DBT
or SCV or Min@DBT or Mad@SCV) followed by additional formula of -MOncH,
where M indicates the metal atom where the OH species taking part to the OER
is specifically adsorbed and the subscript nc defines the coordination number of
the oxygen involved, i.e., 1c for an O atom in the hydroxide ion and 3c for a lattice
oxygen. In the case of O1c, the reaction proceeds via AEM, while in the case of
O3c, it proceeds via LOM.
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Figure 5.2: Schematic representation of the studied OER mechanisms, namely AEM
on the left and LOM on the right.

5.4 Results and discussion

5.4.1 OER on clean DBT surface

Two mechanisms were investigated for the OER on a clean DBT surface. The
first (namely, AEM[DBT-FeO1cH]) involves an OH adsorbed on an exposed five-
fold coordinated FeIIIOct and proceeds via the conventional AEM, whereas the second
(namely, LOM[DBT-FeO3cH]) involves an OH formed by the adsorption of a proton
on a three-fold coordinated surface O atom and proceeds via the LOM. Figure 5.3
shows the structures of the intermediates and the energy profiles of the two reaction
paths.

In the AEM[DBT-FeO1cH] mechanism, the first step, i.e., the dehydrogenation
of the adsorbed OH (A1), consists in the formation of a O− species (A2) that is
computed to hold a Mulliken spin density value of −0.7 µB (compatible with one
unpaired electron) and a Mulliken charge value that is half that of the hydroxyl O
atom. After the addition of a hydroxide ion to the O− species in the second step,
a negatively charged hydroperoxo OOH intermediate is formed (A3). It interacts
also in a bridging fashion with another exposed five-fold coordinated FeIIIOct in the
surroundings. The OOH oxygen atoms holds no spin density and Mulliken charge
values similar to that of the O− species and the O−O bond length is 1.46 Å, in line
with the features of a peroxo species. The third step, i.e., the dehydrogenation of
the hydroperoxo, leads to a superoxo OO intermediate that bridges two exposed
five-fold coordinated FeIIIOct (A4). Each of the OO oxygen atoms has a Mulliken
spin density value of −0.4 µB (compatible with an overall unpaired electron) and a
Mulliken charge value which is half that of the O− species. Furthermore, this third
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Figure 5.3: Top (first row) and side (second row)) views of the intermediates and en-
ergy profiles of the AEM[DBT-FeO1cH] and LOM[DBT-FeO3cH] OER pathways. The
intermediates are labeled as in Figure 5.2. The green, black, white, and red beads rep-
resent Fe, H, O and O involved in the OER intermediates, respectively. The orientation
of the crystallographic directions is the same as in Figure 5.1. The red arrows indicate
the direction of the side views.
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Figure 5.4: Top and side view of the hydroperoxo OOH intermediate as proposed by
Righi et al. [84] for the LOM[DBT-FeO3cH] OER pathway. The intermediate is labeled
according to Figure 5.2. The green, black, white, and red beads represent Fe, H, O and O
involved in the OER intermediates, respectively. The orientation of the crystallographic
directions is the same as in Figure 5.1. The red arrow indicates the direction of the side
view.

step causes a shortening of the O−O bond length to a value of 1.32 Å, which is a
definitive proof of the transition from peroxo to superoxo. Finally, in the fourth
step, the catalyst is regenerated and one gaseous O2 molecule is released.

The most energetically demanding step of the overall reaction, i.e., the PDS,
is the first step with an overpotential η of 1.36 V. Here, the dehydrogenation of
the adsorbed OH leads to the formation of the O− species, which is found to be
highly unstable with respect to the other intermediates. Such high instability can
be justified by the fact that the O− species in the model is not stabilized by any
interaction with the surface, whereas the successive intermediates interact with
superficial five-fold coordinated FeIIIOct. Righi et al. [84] found the same step to be
the PDS, but with a smaller overpotential of 0.67 V. This discrepancy could be
due to the fact that, in their study, the oxo species is stabilized by the presence of
both implicit and explicit aqueous solvent. Moreover, the theoretical description of
the FeIII-O− pair is a sensitive issue, which depends on the computational method
adopted (in particular, the percentage of exact exchange in the hybrid functional,
as discussed by Righi et al. [295]), and may affect the energetics of the reaction.

In the LOM[DBT-FeO3cH] mechanism, the first step consists in the dehydro-
genation of the OH group formed by the adsorption of the dissociated proton from
water on a surface oxygen (L1 → L2). In this case, no O− species is formed because
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the electron to be extracted is removed from one FeII deep in the Fe3O4 slab and
not from the surface oxygen. The oxidation of one FeII ion is confirmed by the
increase in its Mulliken spin density and charge (from 3.7 to 4.2 µB and from 1.9
to 2.2, respectively). In the second step, the peroxo OO intermedate is formed
inside the magnetite lattice and, at the same time, a proton transfer to the OH
on a five-fold coordinated FeIIIOct takes palce leading to an adsorbed undissociated a
water molecule (L3). The initial amount of FeII ions is now restored in the surface.
The OO oxygen atoms have no significant spin density and Mulliken charge values
are half those of the OH group, a O−O bond length is of 1.47 Å, in line with the
features of a peroxo species. We have also investigated a different intermediate
structure at this step of reaction, as proposed by Righi et al. in Reference [84],
where a hydroperoxo OOH species is formed through the binding of a hydroxide
ion to a surface oxygen (see Figure 5.4). This alternative intermediate is, however,
much less stable, probably because the surface O atom acquires a four-fold coor-
dination, which is not compatible with a -I oxidation state. As a third step, the
adsorbed water molecule in the most stable L3 intermediate is dehydrogenated.
Again, a hydroxide ion is formed, and the electron is removed from one FeII deep
in the Fe3O4 slab model. The peroxo OO intermediate is not affected by this reac-
tion, as confirmed by the Mulliken spin density and charge values. Finally, in the
fourth step, the catalyst is regenerated and one gaseous O2 molecule is released.

The PDS of the LOM reaction path is the second step with an overpotential η of
0.66 V. The formation of the peroxo OO intermedate inside the lattice is reasonably
the most energetically demanding step because it implies the intercalation of one
oxygen atom in the Fe3O4 lattice. An overpotential of 0.66 V is in line with the
values reported in the computational literature for bare magnetite [84, 284], as
discussed above.

5.4.2 Incorporated Ti and Co in DBT surface

Incorporated Ti and Co atoms (namely, Tiin@DBT and Coin@DBT) were studied
through the substitution of one FeIIIOct ion in the third layer of the DBT surface slab
model, as represented in the left panels of Figure 5.1(a). For both metals, different
electronic configurations were investigated by varying the overall magnetization of
the system. Only the lowest-energy spin configurations are reported and discussed
below.

Ti is found to be in the +IV oxidation state (d0), in line with the absence of
spin density. The substitution of one FeIII with one TiIV causes the reduction of
one neighboring FeIII ion to FeII in order to keep the charge neutrality of the system
(i.e., one FeIII-FeIII pair is substituted by one TiIV-FeII pair). The appearance of an
additional FeII ion in the slab model is confirmed by the reduction of the Mulliken
spin density and charge (from 4.2 to 3.7 µB and from 2.2 to 1.9, respectively) on
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that Fe site. Another configuration with TiIII (d1) is also found. The Ti atom
is characterized by a Mulliken spin density of +0.9 µB, indicating the presence
of one unpaired electron, and a reduced Mulliken charge with respect the TiIV

one. Here, none of the FeIII ions is reduced to FeII. However, this alternative spin
configuration is higher in energy by ∼0.7 eV, therefore we did not further consider
it in the following for the OER investigation.

Co is found to be in the +II oxidation state (d7) in the high spin configuration,
as demonstrated by a Mulliken spin density value of +2.7 µB, compatible with
three parallel (spin-up) unpaired electrons. The substitution of one FeIII with one
CoII causes the oxidation of one neighboring FeII ion to FeIII in order to keep
the charge neutrality of the system (with the net effect of exchanging one FeII

ion with one CoII). The oxidation of one FeII ion is confirmed by the increase in
its Mulliken spin density and charge values (from 3.7 to 4.2 µB and from 1.9 to
2.2, respectively). Another configuration with low spin CoIII (d6) is also found.
No significant spin density is observed on the Co atom, whose Mulliken charge is
higher with respect to that of CoII. None of the Fe ions are involved in any change
of oxidation state. The CoIII configuration being higher in energy by ∼1.4 eV, it
will not be further considered in the following for the OER investigation.

5.4.3 OER on DBT surface incorporating Ti and Co

As already done for the pristine DBT surface, two mechanisms were investi-
gated for the OER on Tiin@DBT and Coin@DBT. The first mechanism (namely,
AEM[Tiin@DBT-FeO1cH] and AEM[Coin@DBT-FeO1cH]) involves an OH adsorbed
on an exposed five-fold coordinated FeIIIOct and proceeds via the conventional AEM,
whereas the second (namely, LOM[Tiin@DBT-TiO3cH], LOM[Tiin@DBT-FeO3cH],
and LOM[Coin@DBT-CoO3cH]) involves an OH formed by the adsorption of a pro-
ton from water dissociation on a surface oxygen and proceeds via the LOM. The
Tiin@DBT-TiO3cH and Tiin@DBT-FeO3cH cases differ only in the coordination
sphere of the OH, which is the starting point of the reaction: in LOM[Tiin@DBT-
TiO3cH], the OH is directly bonded to the TiIV ion, whereas in LOM[Tiin@DBT-
FeO3cH], it is only coordinated to Fe ions. In Figure 5.5 and Figures 5.6 and 5.7,
the structures of the intermediates and the energy profiles of the first and the
second type of mechanism are reported, respectively.

First, the AEM[Tiin@DBT-FeO1cH] and AEM[Coin@DBT-FeO1cH] reaction
pathways are analyzed (see Figure 5.5). The OER is found to proceed through the
same intermediates that were characterized above for the clean DBT surface. The
formation of the O− species (with Mulliken spin density values of −0.7 µB) is fol-
lowed by that of the hydroperoxo OOH species (oxygen atoms with no spin density
and Mulliken charge values like that of the O− species). The subsequent forma-
tion of the superoxo OO through the dehydrogenation of OOH shortens the O−O

103



Figure 5.5: Top (first row) and side (second row) views of the intermediates and energy
profiles of the AEM[Tiin@DBT-FeO1cH] and AEM[Coin@DBT-FeO1cH] OER pathways.
The intermediates are labeled as in Figure 5.2. The green, black, white, red, grey,
and blue beads represent Fe, H, O, O involved in the OER intermediates, Ti, and Co
respectively. The orientation of the crystallographic directions is the same as in Figure
5.1. The red arrows indicate the direction of the side views.
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Figure 5.6: Top (first row) and side (second row) views of the intermediates and energy
profiles of the LOM[Tiin@DBT-TiO3cH] and LOM[Coin@DBT-CoO3cH] OER pathways.
The intermediates are labeled as in Figure 5.2. The green, black, white, red, grey,
and blue beads represent Fe, H, O, O involved in the OER intermediates, Ti, and Co
respectively. The orientation of the crystallographic directions is the same as in Figure
5.1. The red arrows indicate the direction of the side views.
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bond from 1.46 to 1.32 Å. Each of the OO oxygen atoms holds a Mulliken spin den-
sity value of −0.4 µB (AEM[Tiin@DBT-FeO1cH]) and +0.6 µB (AEM[Coin@DBT-
FeO1cH]), which is compatible with one overall unpaired electron on the superoxo
OO group, and a Mulliken charge value that is half that of the O− species. For
both AEM[Tiin@DBT-FeO1cH] and AEM[Coin@DBT-FeO1cH], the OOH and OO
fragments bind in a bridging fashion with exposed five-fold coordinated FeIIIOct ions
in the surroundings, as observed for the clean DBT surface.

Also the energetics seems not to be significantly affected by the presence of
the dopants. As in the case of AEM[DBT-FeO1cH], the PDS is the first step, i.e.,
dehydrogenation of the adsorbed OH, with overpotential values of 1.25 and 1.28 V
for AEM[Tiin@DBT-FeO1cH] and AEM[Coin@DBT-FeO1cH], respectively, similar
to that found for the clean DBT (1.36 V).

Thus, the incorporation of Ti and Co in the third layer of the Fe3O4(001)
surface (Tiin@DBT and Coin@DBT) does not affect the AEM for the OER, either
in structural or energetic features. On the contrary, when incorporated dopants
are directly involved in the OER intermediates, the energetics of the reaction is
noticeably changed, as detailed below.

The LOM[Coin@DBT-CoO3cH], LOM[Tiin@DBT-TiO3cH] (see Figure 5.6), and
LOM[Tiin@DBT-FeO3cH] (see Figure 5.7) pathways are analyzed. Again, the OER
is found to proceed through the same intermediates as found for the clean DBT
surface above. The deprotonation of the lattice OH and the concomitant oxidation
of one FeII are followed by the formation of the peroxo OO species inside the
surface lattice. Subsequent proton and electron exchanges lead to the release of
one gaseous O2 molecule and regeneration of the catalyst. In all cases, the OO
oxygen atoms have no significant spin density, Mulliken charge values are half
those of the O atom in the OH group and the O−O bond length is of 1.47 Å, in
line with the features of a peroxo species. The mechanism via the formation of the
alternative intermediate, i.e., a lattice hydroperoxo, has also been evaluated, but
again it is found to be very unstable as for the LOM[DBT-FeO3cH] case.

If the presence of the dopants does not affect the intermediates and their struc-
ture, we cannot state the same regarding the energetics for the reaction profiles
in the case of LOM[Tiin@DBT-TiO3cH] and LOM[Coin@DBT-CoO3cH]. Only for
LOM[Tiin@DBT-FeO3cH] we observe almost identical results as for the bare sur-
face: the PDS is the formation of the peroxo OO intermediate inside the lattice
with an overpotential of 0.64 V (versus 0.66 V for the clean DBT). This is due
to the fact that the lattice OH — which is the starting point for the OER —
and the other intermediates are coordinated only to Fe ions, as in the case of the
clean surface. On the contrary, for LOM[Tiin@DBT-TiO3cH], the same PDS is
characterized by a large increase in the overpotential value up to 1.29 V. From
Figures 5.6 and 5.7 it may seem that this is due to an additional stabilization
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Figure 5.7: Top (first row) and side (second row) views of the intermediates and energy
profiles of the LOM[Tiin@DBT-FeO3cH] OER pathway. The intermediates are labeled as
in Figure 5.2. The green, black, white, red, and grey beads represent Fe, H, O, O involved
in the OER intermediates, and Ti, respectively. The orientation of the crystallographic
directions is the same as in Figure 5.1. The red arrow indicates the direction of the side
views.
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of the oxo O intermediate in LOM[Tiin@DBT-TiO3cH], but this is not the actual
reason. All the other intermediates in LOM[Tiin@DBT-TiO3cH] are destabilized
with respect to their equivalent in LOM[Tiin@DBT-FeO3cH] (compare Figures 5.6
and 5.7), whereas the oxo O one is almost energetically equivalent. Such behavior
may suggest that OH and OO intermediates have a lower affinity with Ti than
with Fe.

Interestingly, in the case of LOM[Coin@DBT-CoO3cH], the PDS is the third
step, which corresponds to the dehydrogenation of the water molecule adsorbed
on an exposed five-fold coordinated FeIIIO ct, with an overpotential of 0.36 V. The
promising energy profile associated to this mechanism could be related to the
good affinity between OER intermediates and Co, whose oxophilicity — especially
when involved in Fe alloys — is well-known. Indeed, mixed Fe-Co oxides and
oxyhydroxides are some of the most promising materials for OER electrocatalysts
[216–219, 280, 282, 283].

5.4.4 Co, Ni, and Cu adatoms on SCV

Co, Ni, and Cu adatoms (namely, Coad@SCV, Niad@SCV, and Cuad@SCV) were
studied by binding them with two lattice O atoms of the SCV surface, as repre-
sented in the right panels of Figure 5.1(a). Different electronic and spin configura-
tions were investigated by varying the overall magnetization of the system. Only
the lowest-energy configurations are reported and discussed in the following.

Similarly to the what was observed when Co was incorporated in the magnetite
lattice in previous sections, Co adatom preferentially adopts the +II oxidation state
(d7) in the high spin configuration, as confirmed by the Mulliken spin density value
of +2.5 µB, compatible with the three parallel unpaired electrons with respect to
the aligned lattice FeOct ions. For the charge neutrality of the system, the oxidation
of the Co adatom to the +II oxidation state must be compensated by the reduction
of two FeIII ions, which is confirmed by the reduction of their Mulliken spin density
and charge (from 4.2 to 3.7 µB and from 2.2 to 1.9, respectively). The spin flip of
the CoII unpaired electrons from a parallel to an antiparallel spin configuration with
respect to the aligned lattice FeOct (Mulliken spin density value from +2.5 to −2.6
µB) is found to be slightly unfavored of ∼ 0.1 eV. We notice that water dissociation
on the surface inverts this tendency by stabilizing the antiparallel configuration,
which will be considered when we compute the reaction energy profile for OER in
the next section. We could also localize the high and low spin configurations for
CoI (d8), but they are unfavored by ∼ 0.2 and ∼ 1.2 eV, respectively. In these
cases, the Co center is characterized by Mulliken charges smaller than CoII one
and Mulliken spin densities of −1.8 µB and 0.1 µB, respectively.

Differently from Co, Ni adatom prefers the +I oxidation state (3d84s1) in the
low spin configuration, as confirmed by the Mulliken spin density value of -1.0
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µB, compatible with one antiparallel unpaired electron with respect to the aligned
lattice FeOct ions. Notice that the parallel configuration is ∼ 0.1 eV higher in
energy. The presence of the adatom in its +I oxidation state implies the reduction
of one FeIII ion, which is confirmed by a lower Mulliken spin density and charge.
A high spin NiII (d8) configuration (with two antiparallel unpaired electrons and
Mulliken spin density of −1.7 µB) is also found, although it is unfavored by ∼ 0.2
eV. However, after water dissociation on the surface (see Figure 5.1(b)), only NiII

species could be localized and, thus, it will be used in the next section as a staring
point for the OER reaction paths.

Like Ni, Cu prefers the +I oxidation state (d10), as proved by the absence
of significant spin density. One FeIII ion in the slab model becomes reduced to
FeII in order to keep the charge neutrality of the system. After heterolytic water
dissociation, the Cu is further oxidized to the +II oxidation state and one more
FeIII ion in the slab is reduced. This species, i.e., CuII in d9 configuration with
one antiparallel unpaired electron with respect to the aligned lattice FeOct ions
(Mulliken spin density of −0.6 µB), will be further considered as the starting
point of the OER investigation.
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5.4.5 OER on Co, Ni, and Cu adatoms on SCV

For the OER on Coad@SCV, Niad@SCV, and Cuad@SCV catalysts, only the con-
ventional AEM mechanism was investigated (namely, AEM[Coad@SCV-CoO1cH],
AEM[Niad@SCV-NiO1cH], and AEM[Cuad@SCV-CuO1cH]), starting from an OH
species adsorbed on the metal adatoms. In Figures 5.8, 5.9, and 5.10, the structures
of the intermediates and the energy profiles of these OER pathways are reported.
The LOM mechanism was not considered for these systems because the OER
intermediates in LOM would not directly involve the metal adatoms. As a conse-
quence of this, it is reasonable to expect similar results compared to those found
for the clean surface (LOM[DBT-FeO3cH]), as also observed for AEM[Coin@DBT-
FeO1cH], AEM[Tiin@DBT-FeO1cH], and LOM[Tiin@DBT-FeO3cH], whose reaction
intermediates did not directly interact with the dopants and whose results are al-
most identical to those of the bare surface (AEM[DBT-FeO1cH] and LOM[DBT-
FeO3cH], respectively).

The reaction intermediates via AEM[Coad@SCV-CoO1cH] (see Figure 5.8),
AEM[Niad@SCV-NiO1cH] (see Figure 5.9), and AEM[Cuad@SCV-CuO1cH] (see
Figure 5.10) pathways are the same as for the DBT-based electrocatalyst models,
i.e., AEM[DBT-FeO1cH], AEM[Tiin@DBT-FeO1cH], and AEM[Coin@DBT-FeO1cH].
The O− species, formed by the dehyrogenation of the OH group on the metal
adatom, is attacked by a hydroxide ion to generate the hydroperoxo OOH frag-
ment. The O− species are characterized by Mulliken spin densities of −1.1/− 1.2
µB, whereas the OOH oxygen atoms have no significant Mulliken spin density
and Mulliken charges similar to those of the O− species. In the AEM[Niad@SCV-
NiO1cH] and AEM[Cuad@SCV-CuO1cH] cases, the OOH fragment interacts through
a weak hydrogen bond (bond length of 1.8 Å, and bond angle of 130° and 145°,
respectively) with a surface oxygen, whereas for AEM[Coad@SCV-CoO1cH] it does
not. As a third step, the dehydrogenation of the hydroperoxo OOH leads to the
superoxo OO species with a shortening the O−O bond length from 1.48, 1.46, and
1.43 to 1.35, 1.32, and 1.30 Å, for AEM[Coad@SCV-CoO1cH], AEM[Niad@SCV-
NiO1cH], and AEM[Cuad@SCV-CuO1cH], respectively. In the case of Co and Ni,
a side-on superoxo is formed: the unpaired electron is equally shared between the
two oxygen atoms, as confirmed by the Mulliken spin densities of −0.6 µB for each
of them. In the case of Cu, an end-on superoxo species is formed: the unpaired
electron is more localized on the oxygen atom bonded to the Cu adatom (Mulliken
spin density of −0.7 versus −0.5 µB for the terminal oxygen atom) resulting in a
more negative Mulliken charge on the terminal oxygen atom.

Although the reaction intermediates are the same as on the pristine surface,
the energetics is largely affected by the presence of the adatoms. The PDS is still
identified for all the systems with the oxo O− formation but the overpotential is
reduced with respect to the other systems investigated for the OER via AEM
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Figure 5.8: Top (first row) and side (second row) views of the intermediates and
energy profiles of the AEM[Coad@SCV-CoO3cH] OER pathway. The intermediates are
labeled as in Figure 5.2. The green, black, white, red, and blue beads represent Fe, H,
O, O involved in the OER intermediates, and Co, respectively. The orientation of the
crystallographic directions is the same as in Figure 5.1. The red arrow indicates the
direction of the side views.
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Figure 5.9: Top (first row) and side (second row) views of the intermediates and
energy profiles of the AEM[Niad@SCV-NiO3cH] OER pathway. The intermediates are
labeled as in Figure 5.2. The green, black, white, red, and pink beads represent Fe, H,
O, O involved in the OER intermediates, and Ni, respectively. The orientation of the
crystallographic directions is the same as in Figure 5.1. The red arrow indicates the
direction of the side views.
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Figure 5.10: Top (first row) and side (second row) views of the intermediates and
energy profiles of the AEM[Cuad@SCV-CuO3cH] OER pathway. The intermediates are
labeled as in Figure 5.2. The green, black, white, red, and brown beads represent Fe,
H, O, O involved in the OER intermediates, and Cu, respectively. The orientation of
the crystallographic directions is the same as in Figure 5.1. The red arrow indicates the
direction of the side views.

(namely, AEM[DBT-FeO1cH], AEM[Tiin@DBT-FeO1cH], and AEM[Coin@DBT-
FeO1cH)]. In particular, η values are 0.35, 0.80, and 0.97 eV for AEM[Coad@SCV-
CoO1cH], AEM[Niad@SCV-NiO1cH], and AEM[Cuad@SCV-CuO1cH], respectively.
Despite mixed Fe-Ni and Fe-Co oxides are both excellent OER electrocatalysts
[216–218, 280, 282, 283], here only Co adatoms are found to improve significantly
the catalytic performance of magnetite towards OER with respect to the clean
surface. Ni adatoms present high overpotentials, in agreement with recent experi-
mental findings [26].

As in the case of OER via LOM (LOM[Coin@DBT-CoO3cH]), the Co-doped
system is the best performing also via AEM (AEM[Coad@SCV-CoO1cH]). These
results could be due to the good affinity (neither too strong nor too weakly bound)
between the OER intermediates and Co. To give ground to this thesis, adsorp-
tion energies (EAds) were computed for the dissociative adsorption of one water
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molecule on Coad@SCV, Niad@SCV, and Cuad@SCV. The adsorption of OH on
Co is more favored than on Ni and Cu (−0.79 versus −0.58 eV, respectively), in
line with the statement above.

Figure 5.11: PDOS of the OH and O intermediates on the Coad@SVC than Niad@SCV
and Cuad@SCV model electrocatalysts.
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Furthermore, the O− species — whose formation corresponds to the PDS — is
more stable on the Co adatom rather than on Ni and Cu adatoms, while the ener-
getics of the other intermediates is similar on all three adatoms, as suggested by the
OER profiles shown in Figure 5.8, 5.9, and 5.10. To understand this trend, the elec-
tronic structures of the species under investigation were computed and analyzed.
In Figure 5.11, the PDOS of the OH and O intermediates for the AEM[Coad@SCV-
CoO1cH], AEM[Niad@SCV-NiO1cH], and AEM[Cuad@SCV-CuO1cH] OER path-
ways are shown, where the cyan curves represent the 2p states of the oxygen of
the adsorbed intermediates (originated from the dissociative adsorption of one wa-
ter molecule). These states are partially left empty in the alpha channel when
OH is dehydrogenated to form the O− species, as proven by the appearance of
2p states in the conduction band (alpha channel) of the O intermediates. The
2p states of the OH oxygen are closer to the Fermi energy for Coad@SVC than
Niad@SCV and Cuad@SCV, as confirmed by the computed 2p-band COM values
of −4.2, −4.7 and −4.9 eV, respectively. These descriptors indicate that 2p states
are more easily depleted, leading to a more stable subsequent O− intermediate,
when the OH species is adsorbed on the Co adatom.

5.5 Conclusions

In this hybrid DFT study, we performed a comparative investigation of the OER
on pristine and metal-doped Fe3O4(001) model electrocatalysts.

For the clean Fe3O4(001) DBT surface, two OER mechanisms were investi-
gated: the LOM and the conventional AEM. As regards the pathway based on the
LOM (i.e., involving a surface oxygen atom of the magnetite lattice), the OER
proceeds through the intermediates proposed for NiFe2O4(001) by Li and Selloni
[284], giving an overpotential value of 0.66 V, which is similar to that computed by
Righi et al. [84], even if for a slightly different pathway. As regards the pathway
based on the AEM (i.e., involving the oxygen of the adsorbed hydroxide), a high
overpotential value of 1.36 V is found, due to the highly unstable oxo O− species.

The metal-doped Fe3O4(001) systems were investigated considering both (i)
metal atom incorporation in a subsurface vacancy in the third layer (Ti and Co)
or (ii) metal deposition as adatom on the surface (Co, Ni, and Cu). When metal
atoms are incorporated in the lattice, results are similar to those observed for
the clean surface, expect when a direct bond between the reaction intermediates
and metal is established. Indeed, conventional AEM-based OER pathways on
Tiin@DBT and Coin@DBT give almost identical results to those for the clean
DBT. On the contrary, LOM-based OER results on the same systems are affected
by the dopants: Ti-incorporated magnetite presents an increased overpotential (η
= 1.39 V), whereas Co-incorporated a reduced one (η = 0.36 V), as compared
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with the clean DBT (η = 0.66 V). In the case of metal adatoms deposited on the
surface, the Co-loaded system is found to be the most promising for the OER with
a reasonably low oveportential (η = 0.35 V), whereas Ni and Cu do not improve
the performance with respect the clean surface (η = 0.80 and 0.97 V, respectively).

To summarize, transition metal atoms affect the electrocatalytic performance
of magnetite only when they are directly involved in the formation of intermedi-
ates through chemical bonds, i.e., metal dopants do not exercise any significant
proximity or long range effects able to affect the OER energetics. In particular,
Co-doped systems (Coin@DBT and Coad@SCV), independent of whether the Co
is incorporated in or deposited on the surface, are found to be the most promising
electrocatalysts among those investigated in this study, due to the well-balanced
affinity between the transition metal atom and the OER intermediates, leading to
a decrease in the OER overpotential value of ca 0.3 eV with respect to the clean
magnetite surface.

To conclude, the large set of data reported in this study has proven that both
transition metal atoms loading on or incorporating in the magnetite surface could
be successful strategies to improve its electrocatalytic activity for the OER. How-
ever, the doping approach should involve the surface layers because the incorpo-
rated metal atoms must take part in the formation of the intermediates. The good
performance of incorporated surface Co dopants (0.36 V) agrees with the generally
recognized high efficiency of mixed Co/Fe oxides as OER catalysts (experimental
range: 0.24 V < η < 0.49 V) [218, 282, 283]. Furthermore, the 0.36 V overpoten-
tial value is extremely close to that computed for the CoFe2O4(001) surface, which
is 0.38 V, as reported in a recent computational study based on DFT calculations
[296]. This new result, by proving that the same performance towards OER can be
obtained by introducing a limited quantity of Co on Fe3O4 surface than by using
a Co/Fe mixed oxide, suggests experimentalists a clear and practical way to cut
the catalyst cost.
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Chapter 6

Parametrization of the Fe-OWater
Cross-Interaction for a More
Accurate Fe3O4/Water Interface
Model

In this chapter, a set of CLASS2 force field parameters is optimized for the de-
scription of the Fe−OWater cross-interaction to catch the main features of iron
oxides/water interfaces. We used as references hybrid density functional theory
(HSE06) calculations of the potential energy function for a single water molecule
adsorbed on the Fe3O4(001) surface and Hubbard-corrected density functional
tight-binding (DFTB+U) molecular dynamics simulations for a water tri-layer on
the same surface. We assessed the performance of the new parameters through the
analysis of the number density profile of a water bulk (12 nm) sandwiched between
two magnetite slabs of large surface area. Finally, we tested their transferability
for the water adsorption on the curved surface of a spherical Fe3O4 nanoparticle
of realistic size (2.5 nm).

The results reported in this chapter have been published in: Siani, P.; Bianchetti,
E.; Liu, H.; Di Valentin, C. Journal of Chemical Physics 2021, 154, 034702.
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6.1 Introduction

Iron oxides/water interfaces are involved in many fundamental and technologi-
cal processes, therefore accurate force field parameters for the description of the
bond between surface iron sites and water oxygens, which we provide through
this work, are critical to perform useful molecular dynamics simulations in this
fast-developing research field.

Water adsorption on the low-index (001) Fe3O4 facet has been extensively in-
vestigated in the past both through experiments and theoretical calculations [70,
86, 261, 297–303]. In particular, a mixed undissociated and dissociated adsorption
mode was determined for one water monolayer adsorbed on the surface by means
of a combined experimental and computational study [261]. On half of the metal
adsorption sites, water molecules dissociate forming a partially hydroxylated sur-
face, whereas on the remaining adsorption sites water adsorbes molecularly. In
a previous work by my group [245] based on the research activity for my master
thesis, we investigated the behaviour of water multilayers with increasing thick-
ness up to 12 nm comparing quantum mechanics (QM) with molecular mechanics
(MM) results.

However, the classical model that we used [245], although catching the general
aspects of the water structure and of solvation, has shown limited accuracy in the
description of the details of the water coordination to the exposed surface underco-
ordinated iron sites. In the above-mentioned model, longer distances (∼2.7-2.8 Å)
were observed between the superficial iron atoms and the oxygen atoms of adsorbed
water molecules (from now on Fe−OWater) compared to higher-level calculations
using hybrid DFT (short for density functional theory) and Hubbard-corrected
SCC-DFTB (short for self-consistent redistribution of charges density functional
tight-binding), from now on DFTB+U, methods that predict Fe-OWater distances
about 2.2 Å.

Herein, we provide an optimized set of CLASS2 force field parameters that
corrects this issue and, therefore, accurately describes at the classical level the
water coordination on the Fe sites over the partially hydroxylated Fe3O4(001)
surface. In addition, a quantitative agreement of surface and bulk properties is
observed between classical molecular mechanics molecular dynamics (from now on
MM-MD) simulations and DFTB+U molecular dynamics (from now on DFTB-
MD) simulations for a bulk water density distribution along the Fe3O4(001) surface
normal. Finally, the transferability of the optimized parameters is tested for the
description of the water adsorption on the curved surface of a spherical Fe3O4

nanoparticle, from now on nanosphere (NS), of realistic size with a diameter of 2.5
nm. All the MM simulations were performed by my colleague Paulo Siani.
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6.2 Methods and models

All atomistic MM simulations were carried out with the LAMMPS program (ver-
sion 7 Aug 2019) [304]. We made use of the CLASS2 potentials (see Reference
[305] for a full description of the COMPASS/CLASS2 force field (FF)). This FF de-
scribes the non-bonded interactions for the repulsive and dispersive van der Waals
forces through a Lennard-Jones 9-6 potential form (Equation (6.1)), whereas the
long-range electrostatic interactions are modeled by a classical Coulomb functional
form (Equation (6.2)):
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∑
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Here, σij defines the inter-atomic distance between a pair of atoms at which the
potential energy function assumes a minimum value, εij the potential well depth
for this pairwise potential, and qi and qj the partial atomic charges on the atoms
i and j. Bonded and non-bonded parameters for the CLASS2-based three-site
water model and the hydroxyl group are taken from the INTERFACE-FF [306].
The LJ(9-6) parameters for the FeII, FeIII, and O-II atom-types were taken from
Reference [307], and the partial-atomic charges for these atoms were derived from
the hybrid DFT (HSE06) calculations and reported in Table 6.1. For unlike atom-
types, the sigma and epsilon cross-parameters are given by the sixth power com-
bining rules [305] accordingly to the following equations:
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The scanning of both sigma σ[Fe−OWater] and epsilon ε[Fe−OWater] Fe−OWater

cross-parameters consist of systematic variation in the f1 (Equation (6.3)) and
f2 (Equation(6.4)) factors over their original values (case in which f1 and f2 are
equal to the unit) until the error function reaches satisfactory agreement against
the reference data set:

RMSE =

√∑n
i=1(XMM,i −XQM,i)2

n
(6.5)
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Error function values close to zero indicate good agreement, whereas deviations to
larger values indicate a more flawed agreement between the MM (XMM,i) and the
QM reference (XQM,i) predictions for the peaks maximum position in the number
density profiles. To accurately determine the QM reference data in Equation (6.5),
the first, second, and third maxima peaks in the DFTB-MD density profiles were
estimated through a non-linear Gaussian fitting. This protocol is in line with a
previous published protocol [308].

The atomic coordinates of the Fe, O and H in the Fe3O4 slab and NS were fixed
at the DFTB+U-optimized geometry by zeroing the forces on these atoms every
MM-MD simulation step. To avoid spurious effects due to water evaporation at the
trilayer/vacuum interphase in the MM-MD simulations, sufficient water molecules
were included between the third water layer and the vacuum phase to keep the
inner solvation layers stable on the surface. For further details regarding the MM
simulations set up, please refer to Reference [309].

6.2.1 Potential energy function (PEF) calculations

Density functional theory calculations of a single water molecule adsorbed on bare
Fe3O4(001) surface were used as a first benchmark to tune the force field param-
eters. The system was allowed to ionically relax to a stable configuration. The
adsorption of water oxygen (OWater) on top of a surface 5-coordinated Fe ion at
octahedral site was observed in agreement with a previous study [261]. Therefore,
hybrid DFT (HSE06) calculations were performed for 23 configurations of the
water molecule at different distances from the surface Fe. For this purpose, the
adsorbed water molecule has been rigidly shifted along the surface normal. The ad-
sorption energies of these configurations were obtained performing self-consistent
field (SCF) calculations without any ionic relaxation. Then, a distance-dependent
(Fe–OWater) potential energy function (PEF) was built up.

6.2.2 Density profile calculations

For the second refinement of the FF parameters, linear number density profiles
(atoms/Å) were calculated to fit the MM-MD and DFTB-MD results, in which
only O atoms belonging to the molecular water were considered. First, the space
was divided along the z coordinate in equally sized bins (∆z) of thickness set at
0.1 Å. Then, the particles count for each bin was normalized by the total count of
particles and by its size.
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6.2.3 DFT and DFTB computational details

To tune the force field parameters, hybrid DFT calculations (HSE06 [233, 240],
see Section 2.1 for further details about the method) were performed through
the CRYSTAL17 package [247, 248]. In these calculations, the Kohn-Sham or-
bitals were expanded in Gaussian-type orbitals: the all-electron basis sets are
H−511G(p1), O−8411G(d1) and Fe−86411G(d41), according to the scheme pre-
viously used for Fe3O4 [33, 70, 125, 245]. The convergence criterion of 10-6 hartree
for total energy and 4.5·10-4 hartree/bohr for forces during geometry optimization
was used. The k points grid generated by the Monkhorst-Pack scheme was chosen
to be 3 × 3 × 1 since total energy difference was found to be below 1 meV when
compared with larger grids up to 6×6×1. According to a previous report [46], the
inclusion of the van der Waals correction (DFT+D2 [310]) slightly changes only
the adsorption energy of water on the Fe3O4(110) surface, so no van der Waals
correction is included in this work.

To further refine the force field parameters, molecular dynamics simulations
were performed using the SCC-DFTB method implemented in the DFTB+ pack-
age [241]. Here, DFTB is used as a shorthand for SCC-DFTB. For the Fe-Fe, Fe-H
and Fe-C interactions, we used the “trans3d-0-1” set of parameters [242]. For the
O-O, H-O, H-H, O-C, H-C and C-C interactions we used the “mio-1-1” set of pa-
rameters [234]. For the Fe-O interactions, we used the Slater-Koster files fitted
by my group previously [243], which can well reproduce the results for magnetite
bulk and surfaces from HSE06 and PBE+U calculations. To properly deal with the
strong correlation effects among Fe 3d electrons [244], DFTB+U with an effective
U-J value of 3.5 eV was adopted according to previous work on magnetite by my
group [125, 243, 245]. The conjugate gradient optimization algorithm was used
for geometry optimization with the convergence criterion of 10-4 a.u. for forces.
The convergence threshold on the self-consistent charge (SCC) procedure was set
to be 10-5 a.u. for Fe3O4(001) surface and 5·10-3 a.u. for Fe3O4 NS geometry
optimization calculations. The k points grid generated by the Monkhorst-Pack
scheme was chosen to be 6× 6× 1 for Fe3O4(001) surface calculations. We further
checked that the structure for the adsorption of water molecules is not affected
by the inclusion of the van der Waals correction (DFTB+D3) [311, 312]. Since
the variations are within 0.1 Å, no correction will be presented in the following.
DFTB+U molecular dynamics (DFTB-MD) were performed within the canonical
ensemble (NVT) using an Andersen thermostat to keep the temperature constant
at 300 K. The total simulation time is 50 ps with a time step of 1 fs. The con-
vergence threshold on SCC procedure was set to be 5·10-3 a.u. and the k points
grid generated by the Monkhorst–Pack scheme was chosen to be 4 × 4 × 1 (since
total energy difference was found to be below 1 meV when compared with larger
grids up to 6 × 6 × 1). To well describe the hydrogen bonds, a modified hydrogen

121



bonding damping (HBD) function was introduced with a ζ = 4 parameter [313].
For the Fe3O4(001) surface, the SCV model was used [79]. Here, the same

structure used in previous works by my group [70, 243, 245] was adopted: a
(1×1) 17-layer slab with inversion symmetry. In the z-direction, vacuum for more
than 12 Å was introduced to avoid the spurious interaction between the slabs
periodically replicated. Five layers in the middle of the slab were kept fixed to the
bulk positions, whereas the other layers were fully relaxed. For water adsorption,
molecules were put on both sides of the slab. For the Fe3O4 NS, the model (with
about 1000 atoms) proposed in a previous work by my group [125] was used.

To evaluate the stability of one water molecule adsorbed on the Fe3O4(001)
surface and on the Fe3O4 NS, the adsorption energy (EAds) was calculated as
follows:

EAds = ETotal − (ESurface/NS + EH2O) (6.6)

where ETotal is the total energy of the whole system (surface or NS and adsorbed
water), ESurface/NS the energy of the Fe3O4(001) surface or Fe3O4 NS, and EH2O

the energy of one isolated water molecule.

6.3 Results and discussion

As stated earlier, the original sets of CLASS2-FF parameters adopted in Reference
[245], by merely applying the sixth power combining rules to describe the cross-
interaction between this pair of unlike atoms (see Equations (6.3) and (6.4)), led
to an overestimated Fe−OWater distance. To tackle this issue, a systematic ad hoc
parametrization of both the repulsive (step 1) and attractive (step 2) components
in the Lennard Jones (9-6) potential (from now on LJ, see Equation (6.1)) for
this pair of unlike atoms was carried out. The procedure consisted of an iterative
two-step optimization: (1) tuning the sigma cross-parameter (σ[Fe−OWater]) to
seek for the best agreement between the hybrid DFT (HSE06) and the classical
MM potential energy function (from now on PEF) for the adsorption of a sin-
gle water molecule on the bare Fe3O4(001) surface, and (2) tuning of the epsilon
cross-parameters (ε[Fe−OWater]) in a systematic fashion to find the best match be-
tween classical MM-MD and DFTB-MD predictions for the water-trilayer density
profile. An objective error function (see Equation (6.5)) was built to measure the
agreement between the QM reference data set and the corresponding classical MM
results. Steps 1 and 2 were repeated until a satisfactory agreement between the
classical MM-MD and the DFTB-MD predictions was obtained. The set of opti-
mized CLASS2-FF parameters are reported in Table 6.1. Since the accuracy of the
DFTB+U method was already validated against hybrid DFT calculations [245],
DFTB-MD results were used as the reference data set for the water density profile.
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Table 6.1: Optimized non-bonded LJ-parameters for the Fe−OWater cross-interaction
and partial atomic charges for magnetite atoms.

Parameters Values

σ[Fe−OWater] (Å) 3.508
ε[Fe−OWater] (Kcal/mol) 0.035
q[FeIII] (e) +2.200
q[FeII] (e) +1.920
q[O-II] (e) -1.502

Moreover, such a large number of atoms is unpractical for standard higher-level
calculations (e.g., ab initio DFT-MD simulations). It is also important to men-
tion again that partial atomic charges on the classical atoms are derived based on
the hybrid DFT level of theory and were kept fixed during all this optimization
procedure (see Table 6.1).

6.3.1 Fitting hybrid DFT PEF for single water molecule
adsorption on Fe3O4(001) surface

Figure 6.1 shows the PEFs for the adsorption of a single water molecule on the
bare Fe3O4(001) surface. Starting from the HSE06-optimized structure, the water
molecule was rigidly shifted along the normal to the surface. To fit the target QM
data, a systematic scanning of the σ[Fe−OWater] cross-parameter was carried out
by employing multiplicative factors over the original parameter of the CLASS2-
FF set (brown curve), taken as starting-point in this optimization procedure. The
σ[Fe−OWater] cross-parameter mainly defines inter-atomic equilibrium distances
between pair of atoms. By reducing the original σ[Fe−OWater] cross-parameter
at about 90% of its original value improves the match between the hybrid DFT
reference data and the classical PEF profiles (see Figure 6.1). The optimized
σ[Fe−OWater] cross-parameter is reported in Table 6.1. However, even with en-
hanced compromise between the hybrid DFT and classical PEF profiles, only tun-
ing the repulsive component in the MM model (i.e., the sigma cross-parameter)
was not enough to reproduce via MM-MD the water molecules behavior under
more realistic conditions as those in the DFTB-MD simulations.
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Figure 6.1: PEFs for the adsorption of a single water molecule on the bare Fe3O4(001)
surface calculated at the DFT/HSE06 and the MM level of theory. The hybrid DFT
curve is shown in black. All other colors represent each set of CLASS2 parameters and
their respective profiles obtained by scanning up the cross-parameters epsilon and sigma
between the Fe−OWater atoms. The inset shows the side view of the single water molecule
adsorbed on the surface. The green, black, small and large white beads represent Fe, H,
O from water and O from the surface, respectively.
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6.3.2 Comparing MM-MD and DFTB-MD density profile
for a water trilayer on Fe3O4(001) surface

To assess the performance of this prime set of CLASS2-FF parameters obtained
from the fitting of the hybrid DFT adsorption PEF (step 1), classical MM-MD
simulations were performed for the trilayer model system. We observed unsatis-
factory agreement between the classical MM-MD predictions and the DFTB-MD
target data for the water-trilayer density profile along the Fe3O4(001) surface nor-
mal, i.e., the first solvation shell still splits up in two prominent peaks as previously
observed for the original model (blue curve in Figure 6.2). Although it showed a
definite improvement over that obtained by the original CLASS2-FF parameters
in the previous publication by my group [245], it was necessary to carry out a fur-
ther step of refinement to enhance the agreement between the classical MM-MD
results and the DFTB-MD reference data set. In this second-step parametriza-
tion, a fine-tuning of the ε[Fe−OWater] cross-parameter, i.e., the parameter which
mainly defines the well depth of the LJ potential, was carried out.

First, a rough screening of ε[Fe−OWater] values in a large range (i.e., 0.90-
0.10×ε[Fe−OWater]) was carried out, varying by successive decreasing of 10% over
the original ε[Fe−OWater] cross-parameter value and maintaining constant the op-
timized σ[Fe−OWater] cross-parameter from the first-step parametrization. An im-
porvement of the agreement with the DFTB-MD reference data was observed
after decreasing the ε[Fe−OWater] cross-parameter at about 20% of its original
value (0.80×ε[Fe−OWater]). Second, a fine scan of with the smaller variation of
5% around 0.80×ε[Fe−OWater] was carried out. To decide the most suitable set of
ε[Fe−OWater] cross-parameter, the maximum peaks position between the classical
MM-MD and DFTB-MD predictions were compared for the water density profiles
through the error function defined in Equation (6.5). The optimized ε[Fe−OWater]
cross-parameter is reported in Table 6.1.

Figure 6.2 shows the water density profiles along the Fe3O4(001) surface nor-
mal. Classical MM-MD predictions using the final optimized set of CLASS2-FF
parameters are shown in cyan (trilayer model) and green (bulk-water model). The
reference data for the water density profile predicted by the DFTB-MD simulations
is shown in black. For the sake of comparison, the water density profile estimated
by the original model (blue) for the trilayer model was also included. The first two
peaks for the MM-MD simulation with the original CLASS2-FF parameters merge
into one single peak just above 10 Å for the simulation with the optimized param-
eters, in agreement with DFTB-MD results, thanks to the improved description of
the Fe−OWater cross-interaction.
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Figure 6.2: Number density profiles of water molecules along the partially hydroxylated
Fe3O4(001) surface normal. DFTB-MD simulation (black), classical MM-MD bulk-water
simulation (green, thick line), classical MM-MD trilayer simulation with the optimized
CLASS2-FF (cyan), and classical MM-MD trilayer simulation with the original CLASS2-
FF (blue). Numbers between the dashed lines stand for different hydration shells. The
inset shows the DFTB-MD water-trilayer model. The green, black, small and large white
beads represent Fe, H, O from water and O from the surface, respectively.
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Table 6.2: Structural parameters (in Å) of one water molecule adsorbed on bare and
partially hydroxylated Fe3O4(001) surface. The inter-atomic distance obtained through
DFT/HSE06 method is taken as the reference for calculating the error.

Inter-atomic DFTB+U DFT/HSE06 MM (original) MM (optimized)
distance (Å)

Fe−OH2 2.23 2.16 2.84 (+31.5%) 2.01 (-6.9%)
Fe−OH 1.89 1.93 1.89a 1.89a

Fe−OH2 2.01 2.06 2.69 (+30.6%) 1.95 (-5.3%)
HO−HOH 1.57 1.48 1.62 (+9.5%) 1.54 (+4.1%)
HO−OH2 2.57 2.52 2.60 (+3.2%) 2.53 (+0.4%)

aFixed atoms in the slab.

6.3.3 Assessment of optimized FF parameters on single
water molecule adsorption on Fe3O4(001) surface

The results above indicate that a Fe3O4(001) surface/water interface model could
take advantage of these new CLASS2-FF parameters. To corroborate this last
assumption, structural and energetic parameters for a single water molecule op-
timized adsorption on bare and partially hydroxylated Fe3O4(001) surface were
compared at different levels of theory (see Figures 6.3(a) and 6.3(b), respectively).
Table 6.2 shows that the interatomic distances from the optimized set of MM pa-
rameters are in better agreement with DFTB+U and hybrid DFT results compared
to the original set. In particular, for the bare surface, the Fe−OWater distance was
2.84 Å with the original FF, which is quite too long with respect the DFT/HSE06
reference value of 2.16 Å, as it was pointed out in the previous work of my group
[245], whereas the same distance becomes 2.01 Å with optimized FF set of parame-
ters, which is only 6.9% shorter than the reference value. Table 6.3 shows that the
adsorption energy (EAds) obtained from the optimized set of FF parameters is in
better agreement with DFTB+U and hybrid DFT data compared to the original
FF. For instance, the EAds of -0.66 eV using the original set of FF parameters is off
by 43% compared to the DFT/HSE06 reference data of -1.15 eV, while the EAds

predicted by the optimized FF matches exactly the DFT/HSE06 reference value.

6.3.4 Assessment of optimized FF parameters on single
water molecule adsorption on spherical Fe3O4 nanopar-
ticle

In this section, the assessment of the transferability of the newly optimized set
of parameters for the description of water adsorption on a Fe3O4 NS of realistic
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Figure 6.3: Top and side view of a single water molecule adsorbed on (a) bare
Fe3O4(001) surface and on (b) partially hydroxylated Fe3O4(001) surface. The green,
black, small and large white beads represent Fe, H, O from water and O from the sur-
face, respectively. The hydrogen and Fe−OWater bonds are indicated by the solid lines.
The bond length calculated by DFTB+U (outside the round brackets) and DFT/HSE06
(inside the round brackets) are given (in Å) for each configuration. The black squares
represent the (

√
2×

√
2)R45° unit cell used in the calculations.

Table 6.3: Adsorption energy EAds (in eV) of one water molecule on bare and partially
hydroxylated Fe3O4(001) surface. The EAds obtained through DFT/HSE06 method is
taken as the reference for calculating the error.

EAds (eV) DFTB+U DFT/HSE06 MM (original) MM (optimized)

Bare -1.30 -1.15 -0.66 (42.6%) -1.15 (0.0%)
Hydroxylated -1.95 -1.95 -1.28 (34.3%) -1.56 (20.0%)
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Figure 6.4: Partially hydroxylated Fe3O4 NS model. The green, black and white beads
represent Fe, H and O, respectively.

Table 6.4: Fe−OWater inter-atomic distance (in Å) of one water molecule adsorbed
on different sites of a partially hydroxylated Fe3O4 NS at DFTB+U and MM levels
of theory. The distance between the water oxygen atom and the center of the NS is
reported in parenthesis.

Fe−OH2 (Å) Site 1 Site 2 Site 3 Site 4 Site 5

DFTB+U 2.09 (15.06) 1.94 (15.05) 2.02 (13.83) 1.99 (13.41) 2.01 (13.29)
MM (from DFTB+U) 2.08 (15.02) 1.94 (15.01) 2.04 (13.82) 1.99 (13.41) 1.94 (13.31)
MM (from MM-MD) ... ... ... 2.10 (13.05) 2.07 (13.01)

size with about 1000 atoms (shown in Figure 6.4) is presented. To this end, the
adsorption structure and energy of a single water molecule on different sites of
the partially hydroxylated Fe3O4 NS were compared, as obtained at the MM level
of theory with the CLASS2 force field parameters with the results from a QM
method. In particular, DFTB+U results were used as the QM reference data set,
since DFTB+U was previously validated against higher-level hybrid DFT results
[245]. The MM results were obtained both through the direct optimization of
DFTB+U structures (second row of Tables 6.4 and 6.5) and through the final
optimization after 50 ns of MM-MD simulation at 300 K (third row of Tables 6.4
and 6.5). In all the MM calculations, the structure of the partially hydroxylated
Fe3O4 NS was kept fixed at DFTB+U optimized geometry before water adsorption.

When one water molecule is adsorbed on sites 1, 2 and 3 (see Figure 6.5),
MM structural results, both when optimized before and after molecular dynamics,
very much resemble the DFTB+U ones. For the adsorption on sites 4 and 5,
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Figure 6.5: Adsorption of one water molecule on (a) site 1, (b) site 2 and (c) site 3
of the Fe3O4 NS at DFTB+U level. Structures optimized at MM level starting from
DFTB+U ones are found to be nearly identical and they are not reported. The green,
black, white, blue and red beads represent Fe, H, O from the partially hydroxylated NS
and H, O from the water molecule, respectively.
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Figure 6.6: Adsorption of one water molecule on site 4 (a, b) and on site 5 (c, d) of
the Fe3O4 NS at DFTB+U level of theory (a, c) and at MM (geometry optimization
after MM-MD) level of theory (b, d). Structures optimized at MM level starting from
DFTB+U ones are nearly identical and not reported. The green, black, white, blue and
red beads represent Fe, H, O from the partially hydroxylated NS and H, O from the
water molecule, respectively.

classical MM results before the MM-MD are in good agreement to DFTB+U ones
(see Figures 6.6(a) and 6.6(c)), while classical MM results after MD are slightly
different (see Figures 6.6(b) and 6.6(d)). Figures 6.6(a) and 6.6(c) show that
before the MM-MD simulations, the water molecule tends to form one hydrogen
bond, whereas Figures 6.6(b) and 6.6(d) show that after the MM-MD simulations,
the water molecule interacts with two O atoms on the NS forming two H-bonds.
Table 6.3 reports the water EAds values. A good agreement of the adsorption
energies at DFTB+U and MM levels of theory is observed. It can be also observed
that the optimized configuration after the MM-MD simulation (third row) is more
stable than the one optimized before the MM-MD (second row). It should be
noticed that, due to the formation of a second H-bond after MM-MD, the water
molecule undergoes a structural rearrangement. The Fe−OWater distance is not
much affected, whereas the molecule rotates to allow the formation of the new H-
bonds, resulting in a significantly reduced distance between the OWater atom and
the NS centroid (see second and third rows in Table 6.4).

According to this assessment analysis, the transferability of the optimized
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Table 6.5: Adsorption energy EAds (in eV) of one water molecule adsorbed on different
sites of a partially hydroxylated Fe3O4 NS at DFTB+U and MM levels of theory.

EAds (eV) Site 1 Site 2 Site 3 Site 4 Site 5

DFTB+U -1.03 -2.71 -1.35 -1.93 -1.54
MM (from DFTB+U) -1.14 -1.97 -0.80 -2.00 -1.92
MM (from MM-MD) ... ... ... -2.59 -2.78

CLASS2 set of FF parameters turned out to be less accurate as the Fe neigh-
borhood becomes less similar to that of the Fe3O4(001) flat surface for which the
parameters have been optimized. The MM-MD simulations, depending on the site
morphology, tend to maximize the number of H-bonds established by the water
molecule with the NS surface atoms, as discussed above. This phenomenon in
the classical Fe3O4(001) flat surface model was not observed because of the lower
availability of neighboring surface O atoms as H-bond acceptors, as evident by
Figure 6.7(a). In particular, Figure 6.7(a) shows that the adsorption site on the
Fe3O4(001) flat surface is morphologically similar to the adsorption sites 1, 2 and
3 of the spherical nanoparticle in Figure 6.5. On the contrary, the morphology of
site 5 in Figure 6.7(b) and in Figure 6.6(c) and 6.6(d), as in the case of site 4 in
Figure 6.6(a) and 6.6(b), is different to that of the flat surface. Here, several sur-
face O atoms are available as H-bond acceptors and the water molecule can thus
establish strong H-bonds (with an O−H—O angle of ∼170° close to the optimal
one of 180°).

It is necessary to stress that the HBD correction was used for all the DFTB+U
calculations to get the best possible description of the H-bond interactions [313].
Based on the results above, it is possible to conclude that the classical model tends
to overestimate the H-bond interaction between the water molecule and the NS
surface.

To conclude this section, based on the results presented and discussed above,
it is possible to say that the optimized set of CLASS2-FF parameters are suitable
for the description of the water interface with a spherical Fe3O4 nanoparticle,
because they perform very well in the description of the water adsorption on the
surface of NS with respect to the QM reference, especially when the adsorption
site is morphologically similar to that of the flat (001) surface. They still produce
satisfactorily accurate results, even when the adsorption site is more affected by
the curvature, except for a rigid shift of the water O atom towards the center
of the nanoparticle due to a molecular rotation to achieve the highest number of
H-bonds with the surface, keeping the Fe-OWater distance essentially unmodified.
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Figure 6.7: Adsorption of one water molecule on (a) the Fe3O4(001) surface and (b)
the site 5 of the partially hydroxylated Fe3O4 NS at the MM level of theory. Bonds
are indicated by the solid black lines. The green, black, white, blue and red beads
represent Fe, H, O from the partially hydroxylated NS and H, O from the water molecule,
respectively.
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6.4 Conclusions

In the present work, a new set of CLASS2-FF parameters was made available
(see Table 6.1) for describing the molecular interaction between a partially hy-
droxylated Fe3O4(001) surface and the interfacial water molecules. Further de-
velopment towards a combination between both the present CLASS2-FF parame-
ters and the well-established CLASS2-FF parameters for Fe3O4/organic interfaces
[307], open up many possibilities on modeling and simulation of more complex
Fe3O4/organic/water interfaces at realistic time and length scales. Here, their sat-
isfactory transferability to the description of water adsorption on the curved surface
of a spherical Fe3O4 nanoparticle of realistic size (2.5 nm) was proved. This fact
allows the study of the atomistic details of the short range (chemical) and long
range (physical) interfacial effects when a Fe3O4 nanoparticle is immersed in water,
as done by my group in a following study [246]. In Reference [246], the atomistic
structure and properties of the hydration shells around a NS immersed in bulk
water were investigated by a multi-scale approach combining density functional
tight-binding method and classical force field calculations (QM(DFTB+U)/MM).
Parallel MM calculations leaded to very similar results, suggesting that the very
cheap MM approach could be used to obtain reliable information on the dynamical
behavior of Fe3O4 nanoparticles in aqueous media.
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Chapter 7

Summary and Conclusions

Despite the increasing relevance of magnetite (Fe3O4) in the last decades at the
forefront of the scientific research in emerging fields, such as nanomedicine, catal-
ysis, and energy conversion, a small number of theoretical investigations has been
published until few years ago. Theoretical simulations represent an extremely pow-
erful tool to interpret and comprehend at the atomic scale experimental findings
and guide the design of further experiments.

To this aim, however, accurate and solid theoretical framework and methods are
often required, as in the case of magnetite. For example, standard LDA and GGA
DFT approaches failed to reproduce the magnetite charge ordering [42, 43], i.e., the
FeII/FeIII disproportion at octahedral sites, as originally proposed by Vervey [2].
High-level quantum mechanical techniques, beyond standard DFT, are required
to catch the proper electronic and magnetic properties of even the most simple
bulk and flat surface magnetite systems. The lack of a theoretical framework
in literature until few years ago is mainly due to the fact that the just-mentioned
high-level methods became operative, available and affordable only in recent years.

Since the turn of the century, the FeII/FeIII charge ordering has been observed
experimentally below the Vervey transition temperature (TV) [32, 47–49], when
the crystal structure of magnetite assumes a monoclinic symmetry. Thanks to the
implementation of the Hubbard correction (U) and hybrid exchange-correlation
functionals in various software, Hubbard corrected LDA and GGA (LDA+U and
GGA+U, respectively) [50–52] and hybrid functional [53] calculations reproduced
the FeII/FeIII disproportion at octahedral sites for bulk magnetite in the monoclinic
phase.

More recently, in 2014, X-ray experiments provided evidence that the charge
ordering is present in bulk magnetite even above TV, when magnetite crystallizes
in the cubic phase, up to room temperature [55]. This finding contradicted the
state-of-the-art GGA+U [44, 46] and hybrid functional [45] investigations, which
converged in the description of an average valence state of +2.5 at octahedral
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sites for bulk magnetite in the cubic phase, in line with the prior hypothesis of a
room-temperature symmetrical charge distribution over those iron ions.

In 2017, Liu and Di Valentin [33] put an end the debate on the electronic
and magnetic properties of bulk magnetite in the cubic phase. HSE06 hybrid
functional calculations were performed releasing the symmetry constraint on the
electron density but not on the atomic positions. In this way, the authors were
able to reproduce the FeII/FeIII disproportion at octahedral sites, as confirmed by
recent experiments [55]. With this computational set up, they also discussed other
properties, such as the electronic band gap and iron ions magnetic moments, as
already detailed in Section 1.1.1.

The foundations of this PhD thesis rely on the work done by all the groups cited
above. Indeed, the electronic and magnetic properties of magnetite are a key factor
in the investigation of magnetite-based nanostructures for various applications
(see below) and they can be well-reproduced only within the proper theoretical
framework. In particular, my research work inherited the theoretical framework
adopted by Liu and Di Valentin [33] based on breaking the symmetry and HSE06
hybrid functional calculations.

In Chapter 3, we studied the effect of surface functionalization on the magneti-
zation of Fe3O4 nanoparticles (NPs). We explored the effects of the adsorption of
various ligands (containing hydroxyl, carboxylic, phosphonic, catechol, and silan-
etriol groups), commonly used to anchor surfactants during synthesis or other
species during chemical reactions, onto the spin and structural disorder, which are
phenomena contributing to the lowering of the NP magnetization. We simulated
the spin disorder through a spin-flip process at octahedral Fe ions and correlated
with the energy separation between O-II 2p and FeIIIOct 3d states. Only through
an accurate description, control, and manipulation of magnetite electronic and
magnetic properties, it was possible to carry out this analysis, which involved
the charge/spin ordering and magnetic moments of Fe ions at selected octahedral
sites. We found that only multidentate bridging ligands hamper the spin cant-
ing process by establishing additional electronic channels between octahedral Fe
ions for an enhanced ferromagnetic superexchange interaction. We also observed
that the presence of anchoring organic acids interferes with structural disorder, by
disfavoring surface reconstruction, whose description required, again, an accurate
manipulation of Fe ions magnetic moments. In summary, the results of this chap-
ter provide a first-principles description, at the electronic and atomistic level, of
the mechanisms how surface functionalization alters the spin and structural disor-
der (spin canting and atomic reconstruction) in magnetite NPs and, consequently,
affects their saturation magnetization.

In Chapter 4, we investigated the interaction between the pertechnetate ion
(TcVIIO−

4 ), a radioactive waste whose major issue is the high mobility in the
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environment, and the Fe3O4(001) surface, starting from its adsorption and pro-
ceeding with possible products of the full reduction to TcIV species and their
retention. Since the reduction of TcVIIO−

4 is at the expenses of magnetite FeII

ions, the accurate description of the FeII/FeIII disproportion at octahedral sites
is a key factor, especially when comparing the reducing power of surface models
with different FeII/FeIII ratio. Indeed, we found that the formation of a reduced
TcVI species through an electron transfer is favored by magnetite surfaces with
a higher FeII ions content. Furthermore, we explored various model structures
for the hypothetical final products of the full reduction from TcVII to TcIV: TcIV

incorporation or adsorption in the form of TcIVO2·2H2O chains. Regarding the
adsorption of TcO2·2H2O chains on magnetite, we have found that the periodicity
of the Fe3O4(001) surface matches that of the TcO2·2H2O chains and we have pro-
posed three model structures characterized by different symmetries. In summary,
we have demonstrated that the Fe3O4(001) surface can adsorb and reduce TcVII

complexes and retain TcIV species.

In Chapter 5, we studied the Fe3O4(001) surface as support material for SACs
for the oxygen evolution reaction (OER), which is the bottleneck of the electro-
chemical production of hydrogen. Inexpensive and abundant metal atoms, such
as Ti, Co, Ni, and Cu, were trapped in various configuration either loaded as
adatoms on the Fe3O4(001) surface or incorporated within the topmost layers.
Once again, the possibility to accurately describe and control the electronic and
magnetic properties of magnetite has been fundamental to catch the effects of the
dopants. These effects are then reflected in the Gibbs free energy profiles. In-
deed, different results in terms of energetic with respect those observed for the
clean surface were found when dopants were directly involved in the formation
of the intermediates. The presence of Ti with the magnetite lattice leaded to an
increased overpotential, whereas that of Cu and Ni did not produce any significant
change. On the contrary, Co atoms were found to significantly improve the OER
performance of magnetite via both the reaction pathways proposed. In summary,
Co-doped systems, independent of whether the Co is incorporated in or deposited
on the surface, have been found to be the most promising model electrocatalysts
among those investigated in these study, getting closer to the generally recognized
high efficiency of mixed Co/Fe oxides as OER catalysts.

In Chapter 6, we discussed the protocol we followed to make available a new set
of CLASS2 force field parameters for describing the molecular interaction between
a partially hydroxylated Fe3O4(001) surface and the interfacial water molecules.
We used hybrid DFT (HSE06) and Hubbard-corrected density functional tight-
binding (DFTB+U) calculations as a reference, in line with the methodological
discussion above. We assessed the performance and transferability of the new
parameters for the water adsorption on the curved surface of a spherical Fe3O4
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NP of realistic size (2.5 nm).
In summary, the scientific community is now facing a new era in the study of

magnetite. The theoretical framework to describe such a material in an accurate
and affordable manner has been made available over the years by the research
groups cited at the beginning of this chapter. Consequently, the focus of the com-
putational scientific research is currently moving to the investigation of magnetite
nanosystems for biomedical applications and surfaces for catalysis. In this context,
the present PhD thesis exploits the state-of-the-art theoretical methodology and
tools to unravel the mechanisms underlying various process involving magnetite
nanostructures and surfaces for applications in emerging fields. We demonstrate
that capturing the electronic and magnetic properties of magnetite with the proper
accuracy is a key factor for investigating, describing, and elucidating such mecha-
nisms.

To conclude, the methodological protocols — as well as the chemical and phys-
ical concepts — developed here for model systems can be applied also to the study
of more complex interfaces between magnetite (or even other magnetic transition
metal oxides) and organic/inorganic species. Therefore, this work provides a solid
and exhaustive guide for future theoretical investigations on magnetic oxides and
for the experimental design of optimized nanostructures to be used in specific
applications.
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