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General Introduction

Single cell biology 1 has revolutionized the way we understand

biological processes and a new era is started.

Before 2013 very few biological assays were informative on

single cell biology (e.g. Flow Cytometry) and required

disaggregation to single cells or homogenates for molecular

studies. Typical of that era was the substantial progress in

tumor biology obtained with cDNA microarrays technology. The

entry of single cell RNA sequencing changed the paradigm.

In short, this technology can be explained as the detection of

the same traits in every single cell in a sample, not just as the

mean value of the bulk. This revolution has added a new level

of resolution to what we can “see” and makes us better

understand the complexity of a sample made of different

entities: cells.

In medicine, in particular, the single cell approach is revealing

still unknown mechanisms in health and pathologic tissues to

improve, in the end, healthcare. Characterization of single cells

has increased our understanding of cell phenotypes, the

dynamics and trajectory of their development, and their

communication network.

All of this has been possible thanks to the fast development of a

large group of technologies: “single-cell multi omic

technologies”.

Each of them provide a very specific kind of information for

every cell analyzed based on genomic, transcriptomic,
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proteomic, metabolomic signals, not to mention spatial

approaches that associate to cell identity its x and y

localization within the tissue. This, together with information

related to neighboring cells, 2 is crucial because cell identity and

role are determined by the context.

Integration of the data in the “single-cell multimodal omics”3 4 5

is the subs step to deeply characterize cells and cell types.

The whole story can be recapitulated by citing the last “Nature

Methods of the year” headlines: 2013 Single cell sequencing 6,

2019 Single cell multimodal-omics3 , 2020 Spatially resolved

transcriptomics 7, 2022 “among others to watch: Tracing cell

relationship8”.

All of this is impacting the way of doing research and new

bioinformatic tools are indispensable to explore single cell data.

Single cell analysis was born as the discipline which has to

deal these types of big data sets, with thousands of variables,

to be managed with unsupervised/supervised approaches,

clustering, integration, and which requires different expertises:

biology, informatics and statistics and, eventually, astrophysics9.

While these technologies are flourishing, many global research

efforts have been promoted to collect and share an enormous

amount of “single cell data” and to make them publicly available

in order “To create comprehensive reference maps of all human

cells—the fundamental units of life as a basis for both

understanding human health and diagnosing, monitoring, and

treating disease “ (Human Cell Atlas, [HCA] Mission)
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Some large consortia have been created and represent now the

standard and the repository to which refers to. Among them the

most important are the Human Cell Atlas (HCA)10 , the BRAIN

Initiative Cell Census Network (BICCN)11 and the Human

Biomolecular Atlas (HubMAP)12 .

Among all of these novelties, high-plex spatial proteomic

represents a small but crucial niche for many reasons: it has a

single cell resolution associated with spatial localization, it

evaluates the presence of protein and not RNA signal

(bypassing post transcriptional modification), it analyses whole

cells without losing any types of them13 as often happens in

tissue disaggregation 14 or other single cell technologies, it

allows retrospective study on FFPE sample collections, it is

easily integrable  with other -omic technologies.

Thanks to these global initiatives and to the commercializations

of these technologies, we have witnessed the need to approach

these big data from a bioinformatic point of view, in order to

standardize analysis and make them available.

In the last few years more than 1000 bioinformatic tools have

been developed, mainly in the two world-wide used interpreted

languages, R and Python 15. As already said, computational

method approach16 is absolutely relevant.

My PhD thesis develops within this scenario. Briefly it concerns

the analysis of human or mouse, healthy or pathologic tissues

at single cell level in order to classify cell populations, quantify

and localize them in situ and recognize their specific interaction

and characteristics.
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-The MILAN technology

In 2017 we developed a method called Multiple Iterative
Labeling by Antibody Neodeposition (MILAN technology) 17

“which implies multiple stainings of a tissues section with

multiple antibodies on controlled antigen retrieval conditions

(once, at the beginning), antigen retention over the staining

cycles, six-color immunofluorescent staining, bringing the total

amount of stainings into the dozens. It employs unconjugated

primary antibodies, commercial secondary antibodies and IF

microscopes and scanners.”

Since its publication many efforts have been made to improve

the technology and it has been applied in other labs (Leuven

KUL University with Prof. Bosisio, Technical University of

Athens with Prof. Alexopoulos,National, University of Parma,

Veterinary Department, with prof. Ravanetti).

Individual labs created dedicated pipelines of high-dimensional

analysis,  applied to different types of tissue.

At the moment the state of the art of the MILAN technology in

Milan Bicocca University stands as follows:

-standard protocol, published, now version 5

(https://doi.org/10.21203/rs.2.1646/v5)18

-list of antibodies (https://doi.org/10.21203/rs.2.1646/v5)18

-scanner (Hamamatsu S60 with these filter dataset) see suppl

material in: 19
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-two high performance workstations for the data analysis and

backup:

- HP Z8 G4 90 workstation, Intel Xeon 6130 2.1 2.6GHz 16

core x2, with memory 192 GB RAM (12x16 GB) NVIDIA Quadro

P6000 24 GB RAM,

-HP Z640 Workstation, Intel Xeon E5-2667v3 3.2 2133 8C

1stCPU 64GB DDR4-2133 (4x16GB) 1CPU Registered RAM

NVIDIA Quadro K620 2GB DL-DVI(I)+DP,

-three NAS Synology, two units, 4 disks 4 Tb each and one unit

with up to 8 disks 14Tb each. Cloud storage is provided for data

backup.

-softwares used (Imagej, Cell profiler, Cell pose, Matlab, R,

Python)

This dissertation is organized as a selected collection of papers

based on MILAN technology and its subsequent analysis

implementation : Chapters 2-3 are 2 different papers which use

MILAN to analyze 2 different type of tissue (human uterus,

mouse lung) to evaluated respectively the immune-infiltrate

components and the single cell classification of a mouse lung-

fibrosis model, including the analysis of a drug transporter.

Chapter 4 is a review of similar technologies with our major

collaborator group. Chapter 5 is a proposed algorithm of

analysis, Bayesian Reduction for Amplified Quantization in

Umap Embedding (BRAQUE), tailored for high-plex spatial

proteomic data from images. Chapter 6 is a preliminary

classification of cell types in human lymph nodes. While

chapters 2 and 3 belong to completed projects, and chapter 4 is
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a review, the last part (chapters 5-6) is still ongoing and needs

to be contextualized. After having analyzed with the MILAN

technology different kinds of human and mouse tissue (lung,

kidney, colon, uterus,) we focused the attention on lymphoid

tissue for its key role in immune response. The goal was to

classify phenotypically each cluster/cell population within the

tissue and to localize it in lymph node architecture.

Lymph Node  project

Lymph nodes have an intrinsic density (1mm3 of lymph node

tissue approximately 1 to 2 × 106 cells)20 and consent an easy

disaggregation for single cell RNA sequencing for recirculating

cells but not for sessile elements (stromal cells, some

macrophages, dendritic cells etc.), making difficult the complete

analysis of all cell types. For this reason they aren’t the best

candidate for classical single cell RNA sequencing. Differently,

spatial technologies are suitable for them.

For the project more than 100 samples of lymph nodes were

collected and digitally organized in a database

(http://www.tiny.cc/LNproject) . They represent a broad

spectrum of variability that can be found in humans, including

viral, granulomatous and immune reactions, excluding cancer

(Fig1). The majority of cases were non random sampled and

organized in 2 cores of 2 mm of diameter (~40-50000 cells per

core) in a TMA, 7 samples were analyzed on a full section (~1

millions cells each).
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https://www.zotero.org/google-docs/?Nk8RJl
http://www.tiny.cc/LNproject


Fig. 1
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The major effort of this work was put on the standardization and

optimization of image analysis strategies, thanks to the

collaboration with other research groups, in particular for

images management Dr. Mario Faretta (IEO institute, Milan),

Prof. Simone Borghesi (University of Milan Bicocca) for the

segmentation part , the group of prof. Gastone Castellani group

(University of Bologna) for the bioinformatic tools of analysis.

In the end of the thesis there will be some considerations about

single cell classification and future perspective of this research.

Scope of the thesis

Chapter 1

Title: General introduction

Chapter 2

Title: The Adaptive and Innate Immune Cell Landscape of

Uterine Leiomyosarcomas

Paper published whose focus is the phenotypic classification at

single cell level of innate and adaptive inflammatory infiltrates in

uterine leiomyosarcoma. 21

Chapter 3

Title: The normal and fibrotic mouse lung classified by
spatial proteomic analysis
Paper published whose focus is the analysis of in situ spatial

proteomics by multiplex antibody staining to routinely
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processed mouse lung, healthy and during a fibrosis model. It

shows intrinsic cell types in the progress of lung fibrosis over a

4 weeks course, the changing landscape and the cell-specific

quantitative variation of a multidrug transporter. 22

Chapter 4

Title: Next-Generation Pathology Using Multiplexed

Immunohistochemistry: Mapping Tissue Architecture at
Single-Cell Level
Review published concerning multiplex IHC staining

methodologies aimed at single cell-spatial analysis and role of

high dimensional multiplex in the next generation pathology.23

Chapter 5

Title: BRAQUE: Bayesian Reduction for Amplified

Quantization in Umap Embedding
Manuscript in preparation. It describes a new and tailored

approach of bioinformatic analysis to explore lymphoid tissue

populations as single cells.

Chapter 6

Title: Spatial single cell high-plex fluorescence imaging

classifies normal lymphoid tissue
Manuscript in preparation. It provides single cell analysis of a

large database of human “normal” lymph nodes with an

expanded catalog of more than 80 antibodies. It contains a

granular classification of cell population, with new cell types,

15
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their spatial distribution and a new segmentation algorithm

tailored to lymphoid tissue.

Chapter 7

Summary
Conclusion and Future perspectives
Publications
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Reactivation of the anti-tumor response has shown substantial

progress in aggressive tumors such as melanoma and lung

cancer. Data on less common histotypes are scanty. Immune

checkpoint inhibitor therapy has been applied to few cases of

uterine leiomyosarcomas, of which the immune cell composition

20
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was not examined in detail. We analyzed the inflammatory

infiltrate of 21 such cases in high-dimensional, single cell

phenotyping on routinely processed tissue. T-lymphoid cells

displayed a composite phenotype common to all tumors,

suggestive of antigen-exposure, acute and chronic exhaustion.

To the contrary, myelomonocytic cells had case-specific

individual combinations of phenotypes and subsets. We

identified five distinct monocyte-macrophage cell types, some

not described before, bearing immunosuppressive molecules

(TIM3, B7H3, VISTA, PD1, PDL1). Detailed in situ analysis of

routinely processed tissue yields comprehensive information

about the immune status of sarcomas. The method employed

provides equivalent information to extractive single-cell

technology, with spatial contexture and a modest investment.

The adaptive immune system has evolved into a very refined

and complex coordination of multiple actors (T, B, dendritic, NK

cells etc.) devoted to the control of exogenous attackers, while

avoiding the collateral damage of the self1. The onset of cancer

affects both the adaptive and the innate immune system via

multiple mechanisms: by increasing the cell turnover and mass,

by creating new vascularized tissue, by presenting new

antigens in a previously tolerant scenario and by recruiting

heterotopic inflammatory cells2. How the adaptive immune

system deals with cancer has recently gained attention because

of the promising clinical results with personalized medicine

targeting the T-cell response against tumors3,4. The immune
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reaction against the tumor is placed in check by the combined

action of tumor escape and naturally occurring mechanisms

which dampen the immune response3–8. These mechanism

may co-exist and function independently9 and the result is a

cancer immunogram in which each tumor has a combination of

the various components 4,7. Inhibition of blocking immune

checkpoints via therapeutic antibodies restores a pre-existing

anti-tumor T-cell response and results in prolonged remission or

cure of otherwise lethal cancers 10–12. Not all cancer patients

respond to a checkpoint inhibitor therapy. The tumor mutational

burden, i.e. the ability to present neoantigens to the adaptive

immune system, has been identified as one major biomarker

predictive of response 10,12. Hypermutated tumors are good

candidates for this therapy13. An altered DNA copy number or

ongoing DNA damage repair mechanisms 14,15 may also

recruit intratumoral lymphocytes (TILs). Distinctive modules of

inflammation shared by diverse cancer histotypes have been

revealed by pan-cancer analysis of deposited gene-expression

databases 16,17: these studies have shown that tumor

mutation burden and CD8 TIL infiltration have an impact on the

prognosis, but a macrophage signature may also affect the

outcome17. Some studies have identified a macrophage

signature independent of tumor type18, yet the awareness of

the complex regulation of macrophage biology may suggest

otherwise19.

Leiomyosarcomas originating from myometrium (ULMs), have

not been intensively investigated because of their low incidence

22



and because they are perceived as a minor target for immune

intervention, given the few tumor TILs on H&E sections and the

low mutational burden20. As few as two dozens ULMs have

been treated with checkpoint inhibitors, with dismal results

21–23. However, with the exception of one responsive case22,

in none of them the TILs or the macrophages have been

thoroughly studied. Here we present a comprehensive

high-dimensional analysis of the inflammatory infiltrate in 21

sarcoma cases with a panel of 40 markers including lineage

specific leukocyte proteins, activation markers and component

of the immunological synapse, by using a novel robust method,

effective on routinely processed materials, but capable of highly

detailed single cell analysis.

Materials and Methods
Patients and case selection.

21 cases of leiomyosarcoma were selected out of 77, based on

both full clinical history and tissue block availability. The female

patients were aged 51.2 ± 11.8 years (34–69), 52%

post-menopausal, 11 FIGO stage IB, 1 stage IIB, 5 stage IIIB/C,

3 IVB, one unknown. 13 were classified TNM pT1, 1 pT2, 6

pT3. The biological parameters are reported in Table 1. The

study has been approved by the Institutional Review Board

Comitato Etico Brianza (https://www.

asst-monza.it/comitato-etico), N. 3204, “High-dimensional single

cell classification of pathology (HDSSCP)”, October 2019.

Patients consent was obtained or waived according to article 89

23



of the EU general data protection regulation 2016/679 (GDPR)

and decree N. 515, 12/19/2018 of the Italian Privacy Authority.

Two random 2 mm cores of non-necrotic, non-sclerotic, full

tumor tissue for a total of 6.28 mm2 per case (equivalent to 40

HPF) were placed in a Tissue Microarray block (TMA model

CK4500, Integrates Systems Engineering srl, Milan, Italy).

Multiple iterative labeling by antibody neodeposition
(MILAN). Dewaxed, antigen retrieved 3 μm sections were

processed for indirect IHC or multiple labeling as previously

described in detail24,25 and Supplementary Data. Briefly, the

sections were incubated overnight with optimally diluted primary

antibodies in combination of four, washed and counterstained

with four distinct fluorochrome-tagged secondary antibodies25.

The slides, counterstained with DAPI and mounted, were

scanned on an S60 Hamamatsu scanner (Nikon, Italia) at 20x

magnification, after which the stains were removed with a

beta-mercaptoethanol and sodium dodecyl sulphate mix,

extensively washed and re-staind for the subsequent

markers25. Re-staining a sample of antigens after about 30

cycles showed no consistent antigen loss and occasional

increased antigenicity (Supplementary Fig. 1). The list of

primary and secondary antibodies is available in the

Supplementary Materials.

Preparation of immunofluorescent images for image
analysis. Single.ndpi images for each case were registered via

alignment of DAPI nuclear stained images with Fiji, saved as.tiff

files and autofluorescence was subtracted 25. Two single cell
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masks were produced for each case with Cell Profiler (2.2.0)26

by segmentation of thresholded images: a DAPI mask

encompassing all the nuclei and a mask obtained by the

combined CD43, CD45, CD68 and CD163, henceforth named

“targeted mask”. Regions of interest composed of small portions

of dendritic-shaped cytoplasm were excluded digitally (see

Supplementary Methods). Comparison of the total cell yield and

detailed high-dimensional phenotypic content obtained with the

DAPI vs the targeted masks showed variable but constantly

inferior cell number representation with the former (36%, 65%,

95%of the targeted mask-derived cells) and loss of minor

phenotypic subsets by tSNE and Phenograph clustering (not

shown). This because macrophages have reduced chromatin

DAPI staining and do not provide enough contrast to be

detected by threshold algorithms.

High-dimensional analysis.

Individual masks and .tiff files from all cases were loaded in

HistoCAT27, data obtained from the image analysis were

processed by dimensional reduction and unsupervised

clusterization algorithms, t-SNE and Phenograph plots were

generated. Image analysis data were subsequently exported as

.csv files. In order to analyze the infiltrate composition of

individual cases, we developed an R script (Supplementary

Methods) to systematically process all cells of all cases

identified by image analysis. Phenoclusters were plotted as

heatmaps (Supplementary Fig. 2) with a custom R script, to

allow the identification of cell composition. Each heatmap was
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inspected for specific lineage- or function-associated markers,

with the requirement that each defining marker needed to be

expressed at high levels (clearly visualizable by a blue-red

divergent color palette) in a third or more of the cells. A nine

cell-type classification of inflammatory infiltrate was obtained by

the inspection of all generated heatmaps and was based on

criteria listed in Supplementary Table 1. The cell content of

each phenogroup was used as the numerator to quantify the

percentage of a given marker or phenotype.

Neighborhood analysis. An unbiased quantitative analysis of

cell-cell interactions was performed using an adaptation of the

algorithm described in27 for neighborhood analysis to

systematically identify social networks of cells and to better

understand the tissue microenvironment (Supplementary

Methods).

PTEN status by FISH. In situ hybridization for PTEN was

performed with the ZytoLight SPEC PTEN/ CEN 10 dual color

probe (ZytoVision GmbH, Germany) for the centromeric and the

gene-specific regions of chromosome 10.

Results
The clinicopathologic data of the 21 sarcomas are reported in

Table 1.

The inflammatory infiltrate. High-dimensional analysis of all

21 cases showed a majority of independent, non-overlapping

clusters of myeloid phenotype, one or two per case, and smaller

overlapping clusters, comprising T-cells and endothelial cells
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(Fig. 1). Only in four instances (cases N. 17,18, 20, 21) myeloid

phenoclusters from separate cases did overlap (Fig. 1). Thus,

the majority of the infiltrating inflammatory cells in each case is

composed of macrophages whose phenotype reflects the

unique biology of each tumor (Fig. 2), and a minor population of

T-cells. In order to understand the composition of the

inflammatory infiltrate, each sarcoma case was analyzed

separately in high-dimension (Supplementary Figs. 2 and 3).

Lymphoid cells
TILs, almost exclusively T-cells and NK-cells, represents

3%-29% of the inflammatory infiltrate (0.3%-15.3% of the total

sample cellularity), the rest being myelomonocytic cells (Fig. 2,

Supplementary Table 2 and Supplementary Data). A few B cells

in one case and no plasma cells were identified. TILS were

composed of 30% ± 22% CD4+, 62% ± 23% CD8+ and 9% ±

8% NK-cells. CD4+ T-cells were 68% ± 36% FOXP3+, largely

negative for activation markers (OX40, CD69,CD32). (Fig. 2,

Supplementary Table 2 and Supplementary Data). CD8+ T-cells

were identified as distinct phenoclusters in about half of the

cases, whenever a sufficient number of TILS was present. In

those cases, often multiple phenotypically distinct

phenoclusters were detected per case, displaying evidence of

activation (CD69) and exhaustion (PD1, TIM3, VISTA, CD39).

VISTA+ T-cells were observed in 8 cases, largely CD8+ TCF7−.

TCF7, a transcription factor linked to resident memory

phenotype and reactivation, was contained in 42% ± 18% of

CD8+ cells, in an inverse relationship with PD1 (Figs. 3 and 4).
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Lymphocytes expressing GranzymeB and Granulysin, partly

CD8+, were identified as a separate phenocluster in some

cases or as part of a single cluster of cells in samples with

fewer TILs. NK cells, defined as CD45+ CD3− and expressing

GranzymeB and Granulysin, were a minority of lymphoid cells in

abundant infiltrates only.

Myelomonocytic cells
Myelomonocytic cells represents 64% ± 13% of the infiltrate

(Fig. 2, Supplementary Table 2 and Supplementary Data) and

contained the most diversified cell type, often represented by

multiple distinct phenogroups within each case (Fig. 5). The

most distinctive group, named Tumor Associated Macrophages

(TAM; 38% ± 13%) expressed CD16 and restricted lineage

markers (CD68, CD163) and was consistently present in all

tumor cases, but only occasionally in the non-neoplastic

samples (Case #8 and 3 normal myometria, not shown). TIM3

expression among myelomonocytic cells was restricted to this

cell type and to the inflammatory monocytes (see below). The

sarcomas contained CD16-negative histiocytes (20% ± 17%)

and phagocytes (CD68+ CD163−; 5% ± 10%), these latter in

7/21 cases. Phagocytes and Undefined Monocyte-Macrophagic

cells (9% ± 12%) were characterized by the absence or spotty

presence of several monocytic lineage markers (CD14, CD64,

lysozyme/LYZ, CD163), PD1, PDL1, VISTA, CD83, B7H3. All

cases but five contained a small but very distinct population of

small monocytic cells, often intravascular and proliferating, with

a distinctive LYZ+ VISTA+ phenotype, which we defined
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“inflammatory” because of the association with the inflammatory

infiltrate. These cells were often CD14+, CD16low or negative,

sometimes TIM3+, but devoid of other myelomonocytic

markers.

Spatial relationships between lymphoid and
myelomonocytic cells. A neighborhood analysis between all

phenotypic subsets revealed a substantial mutual avoidance

across the phenotypes and clustering together of similar cell

types, both at submicroscopic (<100 μm range) and at

microscopic range (>100 μm range) (Supplementary Fig. 4).

TILs avoid close contact with checkpoint-bearing macrophages

(Supplementary Fig. 4 and Methods).

Tumor cells. Tumor cells had histocompatibility antigens

staining patterns which could be defined as constitutive and

induced; in the first case tumor cells were all positive or

negative throughout the sections (Supplementary Fig. 5). In the

second case, tumor cells admixed with the inflammatory

infiltrate showed increased staining, compared to non-inflamed

portions (Supplementary Fig. 5). No HLA-DR was observed on

tumor cells. Tumor cells did not expressed most of the markers

tested, including PDL1, with the notable exception of MCM5,

IDO, B7H3 and Axl (see Table 1 and Supplementary Fig. 5).

Occasional PD1+ tumor cells were observed in some cases

(Fig. 5B and Supplementary Data). CD34+ endothelial cells

stained for VISTA and B7H3 in about half of the cases, often in

a subset28 (Supplementary Fig. 5). The vast majority of the

cases tested were either diploid or had loss of one copy of the
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PTEN gene in 3.1%22.1% of the cells (Table 1), with only one

case (case #7) carrying homozygous PTEN deletion in 13.2% of

the cells.

Discussion

Data about the inflammatory infiltrate in untreated primary

sarcomas are scarce. We detail here the composition of the

innate and adaptive arm of the response of the host to a soft

tissue tumor. We found a variety of individual phenotypic

profiles, not unlike other reports29,30. In 11/21 cases we found

a T-cell phenotype consistent with antigen exposure and acute

or chronic stimulation, leading to exhaustion, mostly in tumors

HLA Class I+. The remaining 10 cases that we classified as

“deserted” had usually less than 60 lymphocytes per mm2 and

0.3%-4.2% of total cellularity, with a phenotype suggestive of

passer-by. These tumors were all negative or weakly

expressing HLA-A,B,C, with two exceptions. Each of the cases

hosting antigen-experienced T-cell phenotypes displayed an

unique combination of cell markers, which could be summarized

as acutely exhausted CD8+ T cells, chronically exhausted

CD8+ and FOXP3+ CD4+ T cells. These phenotypes were

reminiscent of T-cells acutely exposed to a persistent antigen

such as a virus or a neoantigen, bearing PD1, CD69,

CD3931,32 and TIM333, and induced to anergy (exhaustion)3.

Others expressed TIM3, lower levels of PD1 and TCF7 to a

variable amount (17–73%), resembling exhausted CD8+ T-cells

chronically exposed to an antigen, but in a resident memory
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state, susceptible of reactivation upon re-stimulation or

therapeutic checkpoint inhibition reversal33,34. A mixture of

these two cell types was sometimes present. It has been

reported that up to a third of the cases displaying a CD8+

TCF7+ phenotype may benefit from a checkpoint blockade

therapy33. CD4+ T-cells had a FOXP3+ regulatory phenotype,

occasionally as the minor population, as shown in other cancer

models35. The variability of T-cell phenotypes found between

and within cases is suggestive of an ongoing editing of the

adaptive immune response36, on a case-by-case basis. The

tumors we have examined are full blown malignant tumors of

low mutation rate, yet, as shown in a single successful

immunotherapy case22, this may induce an anti-tumor T-cell

response. ULMs are also conspicuously devoid of HLA-DR+

CD14− dendritic cells and tertiary lymphoid structures, thus an

adaptive response may occur in tumor-draining lymph nodes.

The failure of single-agent checkpoint inhibitor therapy in

several published cases21–23 is at odd with our findings. One

hypothesis is that the antigen to which the adaptive immune

system responds is not a tumor antigen37. In the single ULM

case studied22, T-cells were tumor antigen-specific and

responded. None of our cases except one (Table 1) had

homozygous deletion of PTEN, associated with an

immunosuppressive tumor phenotype22.

Alternatively, failure to elicit an anti-tumor response may be

caused by an independent immunosuppressive effect brought

by the inflammatory infiltrate, chiefly the infiltrating
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macrophages. Macrophages, and in particular tumor-associated

macrophages (TAMs) have been shown to mediate the

suppression of an anti tumor response38,39. A dichotomic view

of alternatively polarized macrophages has let to a more

nuanced picture40, where there is a dynamic equilibrium

between various defined stages of macrophage polarization. As

published by others16,41, we found a range of leukocytes

(CD45+, CD43+) with myelomonocytic differentiation. Differently

from lymphocytes, whose aggregate phenotype was conserved

across all cases, myelomonocytic cells had unique,

case-specific populations. A tissue-restricted secretome

influencing macrophages has been described19; a similar effect

may occur via monoclonal sarcoma cells, yielding a highly

diversified, stimulus-driven differentiation reflecting individual

tumor-specific microenvironment30,42,43. As shown by

others30,38,44, the tumor harbors multiple subsets, often not

found in the normal counterpart neither described before.

Furthermore, our neighborhood analysis of the macrophage

subsets show both a submicroscopic and a microscopic local

differentiation, producing a checkered pattern, which has to be

kept in mind in order to sample the tissue adequately, as we did

with larger (2 mm), multiple TMA cores. Despite the large

variety of individual phenotypes, by analyzing single cases with

multiple markers we could identify five rather consistent groups

present in all cases: histiocytes, phagocytes, TAM, inflammatory

monocytes and Monocytes/Macrophages, undefined. With the

exception of TIM3, largely restricted to CD16+ TAMs, all the
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immuno-modulating markers were expressed in a minority of

cells and were distributed across the five subsets. We observed

PD1, previously reported in circulating monocytes in HIV and in

M2-type TAMs45 expressed on macrophages in 18/21 cases,

occasionally with activation markers such as HLA-DR, OX40

and/or CD83. Interestingly, non-lymphoid PD1 expression in

FFPE material could only be detected with UMAB197; this

antibody has a broader reactivity than other PD1 antibodies and

detects the molecule on B cells, monocytes and tumor cells, as

reported by others45,46. Subtle subcellular variations in

membrane staining by each antibody we tested (Supplementary

Fig. 6) may has to do with the recognition of

glycosylation-dependent, thus cell type restricted epitopes on

PD1. Consistent with the mouse data45, PD1 was expressed

on 27 phenogroups, only two of them HLA-DR+ and CD83+.

Markers of activation (HLA-DR, CD83, OX40) were found on

macrophages in almost all cases in all subsets, except on the

inflammatory monocytes. Often activation was matched with

proliferation (MCM5+). More complex to understand was the

expression of members of the immunological synapsis (PD1,

PDL1, B7H3, VISTA), which, with the exception of TIM3,

restricted to TAMs, were displayed by several subsets. PDL1,

expressed by myelomonocytic cells in 15/21 cases, is a ligand

for PD1 and CD80 on cognate T-lymphocytes6,7 and a

constitutively negative signaling molecules on macrophages47.

Engagement of PDL1 induces proliferation, survival and

upregulation of MHC Class-II, CD86 and cytokine secretion,
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promoting a proinflammatory phenotype47. In our

PDL1-negative sarcoma cases, there is little relationship

between activation and PDL1 expression in macrophages; of

the 24 PDL1+ phenogroups, only seven express HLA-DR and

eight CD83. These data hint at a lack of engagement of this

molecule on macrophages. VISTA-expressing macrophages

have been described in prostate cancer48, particularly after

chemotherapy; we do see this phenotype largely restricted to

endocapillary LYZ+ VISTA+ monocytes, occasionally

proliferating, which could be the seeding population from the

bloodstream. Human macrophages found in tumors may be

able to present antigens to T-cells41, where the co-inhibitory

molecules act to protect the macrophage from cytotoxicity

during the encounter. We failed to demonstrate a statistically

significative close interaction between T-cell subsets and

checkpoint molecules-bearing macrophages, except for the

suggestive images provided by tissue snapshots (Fig. 4). This

may has to do with the highly motile properties of T-cells,

whereby during an asynchronous activation of multiple immune

synapsis, the challenged T-cells may distance themselves from

the interactor by the time the phenotype has changed to reflect

the effect of the challenge49. In summary, we have described a

variety of innate and adaptive immune cell phenotypes in

ULMs, suggestive of antigen experience, and exploitable for a

targeted immune intervention, despite the variability in

phenotypes, particularly on the macrophage side.
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Table 1. Clinicopathologic and phenotypic data. NOTE:

Abbreviations: FIGO: International Federation of Gynecology

and Obstetrics staging system; TMN: standard for classifying

the extent of spread of cancer; HPF: high power fields; het:

heterogeneous; Total cells/sq mm: total number of cells in the

core, based on DAPI staining; Tex: T cell exhausted. The

predominant T cell phenotype was defined based on PD1 vs

TCF7 expression: High PD1 – low/absent TCF7: acute

exhaustion. Low PD1 – TCF7 present: chronic exhaustion. (See

supplementary data).

Figure 1. The lymphocyte and endothelial phenotypes are

shared among the sarcoma cases but each one has an

individual macrophage population. (A) tSNE plot of all 21 cases.

Each case is color-coded and marked by the case number. On

the right are enlarged portions highlighted on the plot. Note

admixture of the cases in the boxed areas and in cases 17, 18,

20 and 21. Case 15, containing very few cells, is not marked.

(B) Phenograph groups are plotted on the tSNE plot shown in

A. Note the lymphocytes and the endothelial phenogroups,

corresponding to the areas of case admixture shown in A.

Macrophage populations for each case is represented by one to

three phenogroups. (C) tSNE plots are highlighted with
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lymphoid (CD3; enlarged in the inset), endothelial (CD34;

enlarged in the inset) and myelomonocytic markers.

Figure 2. Composite phenotype of the myelomonocytic and

lymphoid infiltrate. (A) Absolute numbers of the inflammatory

cells in each case per 6.28 mm2. Note the selective absence of

CD16+TAMs in case 8, non neoplastic myometrium. Legend is

shown in the bottom right of the graph. (B) Distribution of

checkpoint protein and activation markers on myelomonocytic

cells. Case 8, non neoplastic myometrium, has a small

percentage of inflammatory cells with a coordinated activated

phenotype; in all other cases, the expression of markers is

uncoordinated. Legend is shown in the bottom right of the

graph. (C) Distribution of relevant markers on lymphoid subsets.

Note that only cases with enough lymphocytes are represented.

CD39, CD69, PD1 and TIM3 are expressed as percentage of all

CD3+ lymphocytes. FOXP3 percentages refer to the CD4+

subset. TCF7 refers to the CD8+ subset. Legend is shown at

the bottom of the graph.

Figure 3. Relationship between PD1+ and TCF7+ CD8+ T cells

subsets. The coexistence of PD1+ TCF7− and of TCF7+ PD1−

CD8+ T cells in each case is plotted as percentage of all CD8+

cells. Note that some samples show skewed expression by

either population, others have a mixture of both. For complete

data see Supplemental Data.
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Figure 4. T lymphocyte, macrophage and dendritic cell

interactions in sarcomas. Inverted grayscale images of

immunostained section detail from Case 14. PDL1+

macrophages expressing HLA-DR, CD16, CD64, CD68, CD163

and TIM3 are highlighted by a dashed line and are surrounded

by PD1+ T cells, both CD8 and CD4. In the center, an

HLA-DR+, S100AB+ CD14- dendritic cell is highlighted by a

solid line. The empty arrowhead shows a CD8+, VISTA +,

TCF7+ lymphocyte. The black arrowheads point to CD4+,

FOXP3+, TCF7−, CD32±, OX40 ± regulatory T cells. The empty

triangle points to a CD3+, CD8+, TCF7+, CD69+, VISTA+

lymphocyte. Note that TCF7 and FOXP3 are mutually exclusive.

Negative markers are not represented. Image size 60 × 56 μm.

Figure 5. Heterogeneity of macrophages in sarcomas. Inverted

grayscale images of immunostained section detail from Case

13. (A) CD68+, CD14−, CD16−, CD64− CD163 phagocytes are

highlighted by a dashed line. The arrowhead points to an

endovascular VISTA+, LYZ+, CD14+ inflammatory monocyte.

Negative markers are not represented. Image size 105 × 145

μm. (B) A solid line highlights an activated CD83+ PDL1+ TAM

(CD14+, CD16+, CD32+, CD64+, CD68+, CD163+, TIM3+).

The arrows point to PD1+ Monocytes/ Macrophages undefined

(CD14+, CD64±, CD68±, CD163±), one of which co-express

PD1 and PDL1. The dashed outlines indicate PD1+, CD68+,

TIM3± Phagocytes. Note a PD1+ isolated tumor cell (asterisk).

Negative markers are not represented. Image size 76 × 67 μm.

38



Table 1

39



Fig.1

40



Fig.2

Fig.3

41



Fig.4

42



Fig.5

References

1. Gregersen, P. & Behrens, T. Genetics of autoimmune

diseases–disorders of immune homeostasis. Nat. Rev. Genet.

7, 917–928, https://doi.org/10.1038/nrg1944 (2006).

2. Hanahan, D. Rethinking the war on cancer. Lancet 383,

558–563, https://doi.org/10.1016/S0140-6736(13)62226-6

(2014).

43



3. Chen, D. S. & Mellman, I. Elements of cancer immunity and

the cancer-immune set point. Nature 541, 321–330, https://doi.

org/10.1038/nature21349 (2017).

4. Palucka, A. K. & Coussens, L. M. The Basis of

Oncoimmunology. Cell. 164, 1233–1247,

https://doi.org/10.1016/j.cell.2016.01.049 (2016).

5. Wolchok, J. D. & Chan, T. A. Cancer: Antitumour immunity

gets a boost. Nature 515, 496–498,

https://doi.org/10.1038/515496a (2014).

6. Topalian, S. L., Drake, C. G. & Pardoll, D. M. Immune

Checkpoint Blockade: A Common Denominator Approach to

Cancer Therapy. Cancer Cell. 27, 450–461,

https://doi.org/10.1016/j.ccell.2015.03.001 (2015).

7. Blank, C. U., Haanen, J. B., Ribas, A. & Schumacher, T. N.

CANCER IMMUNOLOGY. The “cancer immunogram”. Science

352, 658–660, https://doi.org/10.1126/science.aaf2834 (2016).

8. Joyce, J. A. & Fearon, D. T. T cell exclusion, immune

privilege, and the tumor microenvironment. Science 348,

74–80, https://doi. org/10.1126/science.aaa6204 (2015).

9. Kowanetz, M. et al . Differential regulation of PD-L1

expression by immune and tumor cells in NSCLC and the

response to treatment with atezolizumab (anti-PD-L1). Proc.

Natl. Acad. Sci. USA 115, E10119–E10126,

https://doi.org/10.1073/pnas.1802166115 (2018).

10.Schumacher, T. N. & Schreiber, R. D. Neoantigens in cancer

immunotherapy. Science 348, 69–74,

https://doi.org/10.1126/science. aaa4971 (2015).

44



11.Ribas, A. Tumor immunotherapy directed at PD-1. N. Engl. J.

Med. 366, 2517–2519, https://doi.org/10.1056/NEJMe1205943

(2012).

12.Rizvi, N. A. et al . Cancer immunology. Mutational landscape

determines sensitivity to PD-1 blockade in non-small cell lung

cancer. Science 348, 124–128,

https://doi.org/10.1126/science.aaa1348 (2015).

13. Le, D. T. et al. Mismatch repair deficiency predicts response

of solid tumors to PD-1 blockade. Science 357, 409–413,

https://doi. org/10.1126/science.aan6733 (2017).

14. McGrail, D. J. et al. Multi-omics analysis reveals

neoantigen-independent immune cell infiltration in copy-number

driven cancers. Nat. Commun. 9, 1317,

https://doi.org/10.1038/s41467-018-03730-x (2018).

15.Ock, C.-Y. et al. Genomic landscape associated with

potential response to anti-CTLA-4 treatment in cancers. Nature.

Communications 8, 1050,

https://doi.org/10.1038/s41467-017-01018-0 (2017).

16. Thorsson, V. et al. The Immune Landscape of Cancer.

Immunity 48, 812–830 e814,

https://doi.org/10.1016/j.immuni.2018.03.023 (2018).

17.Varn, F. S., Wang, Y., Mullins, D. W., Fiering, S. & Cheng, C.

Systematic Pan-Cancer Analysis Reveals Immune Cell

Interactions in the Tumor Microenvironment. Cancer Res. 77,

1271–1282, https://doi.org/10.1158/0008-5472.CAN-16-2490

(2017).

45



18.Doig, T. N. et al . Coexpression analysis of large cancer

datasets provides insight into the cellular phenotypes of the

tumour microenvironment. BMC Genomics 14, 469,

https://doi.org/10.1186/1471-2164-14-469 (2013).

19.Lavin, Y., Mortha, A., Rahman, A. & Merad, M. Regulation of

macrophage development and function in peripheral tissues.

Nat. Rev. Immunology 15, 731–744,

https://doi.org/10.1038/nri3920 (2015).

20.Cancer Genome Atlas Research Network. Electronic

address, e. d. s. c. & Cancer Genome Atlas Research, N.

Comprehensive and Integrated Genomic Characterization of

Adult Soft Tissue Sarcomas. Cell., 171, 950–965 e928,

https://doi.org/10.1016/j. cell.2017.10.014 (2017).

21.Ben-Ami, E. et al. Immunotherapy with single agent

nivolumab for advanced leiomyosarcoma of the uterus: Results

of a phase 2 study. Cancer 123, 3285–3290,

https://doi.org/10.1002/cncr.30738 (2017).

22. George, S. et al. Loss of PTEN Is Associated with

Resistance to Anti-PD-1 Checkpoint Blockade Therapy in

Metastatic Uterine Leiomyosarcoma. Immunity 46, 197–204,

https://doi.org/10.1016/j.immuni.2017.02.001 (2017).

23. Toulmonde, M. et al. Use of PD-1 Targeting, Macrophage

Infiltration, and IDO Pathway Activation in Sarcomas: A Phase 2

Clinical Trial. JAMA Oncol. 4, 93–97,

https://doi.org/10.1001/jamaoncol.2017.1617 (2018).

24. Cattoretti, G., Bosisio, F. M., Marcelis, L. & Bolognesi, M. M.

Multiple Iteractive Labeling by Antibody Neodeposition (MILAN)

46



Protocol Exchange, https://doi.org/10.1038/protex.2018.106

(2018).

25.Bolognesi, M. M. et al . Multiplex Staining by Sequential

Immunostaining and Antibody Removal on Routine Tissue

Sections. J. Histochemistry & Cytochemistry 65, 431–444,

https://doi.org/10.1369/0022155417719419 (2017).

26.Carpenter, A. E. et al . CellProfiler: image analysis software

for identifying and quantifying cell phenotypes. Genome Biol. 7,

R100, https://doi.org/10.1186/gb-2006-7-10-r100 (2006).

27. Schapiro, D. et al. histoCAT: analysis of cell phenotypes and

interactions in multiplex image cytometry data. Nat. methods

14, 873–876, https://doi.org/10.1038/nmeth.4391 (2017). 28.

Seeber, A. et al. High IDO-1 expression in tumor endothelial

cells is associated with response to immunotherapy in

metastatic renal cell carcinoma. Cancer Sci. 109, 1583–1591,

https://doi.org/10.1111/cas.13560 (2018).

29. Egelston, C. A. et al. Human breast tumor-infiltrating CD8+

T cells retain polyfunctionality despite PD-1 expression. Nat.

Commun. 9, 4297, https://doi.org/10.1038/s41467-018-06653-9

(2018).

30.Azizi, E. et al. Single-Cell Map of Diverse Immune

Phenotypes in the Breast Tumor Microenvironment. Cell. 174,

1293–1308.e1236, https://doi.org/10.1016/j.cell.2018.05.060

(2018).

31. Duhen, T. et al. Co-expression of CD39 and CD103

identifies tumor-reactive CD8 T cells in human solid tumors.

47



Nat. Commun. 9, 2724,

https://doi.org/10.1038/s41467-018-05072-0 (2018).

32. Simoni, Y. et al. Bystander CD8+ T cells are abundant and

phenotypically distinct in human tumour infiltrates. Nat. Publ.

Group. 557, 575–579,

https://doi.org/10.1038/s41586-018-0130-2 (2018). 33.

Sade-Feldman, M. et al. Defining T Cell States Associated with

Response to Checkpoint Immunotherapy in Melanoma. Cell.

175, 998–1013.e1020,

https://doi.org/10.1016/j.cell.2018.10.038 (2018).

34.Thommen, D. S. & Schumacher, T. N. T Cell Dysfunction in

Cancer. Cancer Cell . 33, 547–562, https://doi.org/10.1016/j.

ccell.2018.03.012 (2018).

35. Saito, T. et al. Two FOXP3(+)CD4(+) T cell subpopulations

distinctly control the prognosis of colorectal cancers. Nat. Med.

22, 679–684, https://doi.org/10.1038/nm.4086 (2016).

36. Jiménez-Sánchez, A. et al. Heterogeneous Tumor-Immune

Microenvironments among Differentially Growing Metastases in

an Ovarian Cancer Patient. Cell. 170, 927–938.e920,

https://doi.org/10.1016/j.cell.2017.07.025 (2017).

37.Scheper, W. et al. Low and variable tumor reactivity of the

intratumoral TCR repertoire in human cancers. Nat. Med. 25,

89–94, https://doi.org/10.1038/s41591-018-0266-5 (2019).

38.Franklin, R. A. et al . The cellular and molecular origin of

tumor-associated macrophages. Science 344, 921–925,

https://doi. org/10.1126/science.1252510 (2014).

48



39. Biswas, S. K., Allavena, P. & Mantovani, A.

Tumor-associated macrophages: functional diversity, clinical

significance, and open questions. Semin. immunopathology 35,

585–600, https://doi.org/10.1007/s00281-013-0367-7 (2013).

40.Lawrence, T. & Natoli, G. Transcriptional regulation of

macrophage polarization: enabling diversity with identity. Nat.

Rev. Immunology 11, 750–761, https://doi.org/10.1038/nri3088

(2011).

41.Singhal, S. et al. Human tumor-associated

monocytes/macrophages and their regulation of T cell

responses in early-stage lung cancer. Sci. Transl. Med. 11,

eaat1500, https://doi.org/10.1126/scitranslmed.aat1500 (2019).

42. Mosser, D. M. & Edwards, J. P. Exploring the full spectrum

of macrophage activation. Nat. Rev. Immunology 8, 958–969,

https://doi. org/10.1038/nri2448 (2008).

43. Xue, J. et al. Transcriptome-based network analysis reveals

a spectrum model of human macrophage activation. Immunity

40, 274–288, https://doi.org/10.1016/j.immuni.2014.01.006

(2014).

44.Sconocchia, G. et al. Tumor infiltration by FcγRIII (CD16)+

myeloid cells is associated with improved survival in patients

with colorectal carcinoma. Int. J. cancer J. Int. du. cancer 128,

2663–2672, https://doi.org/10.1002/ijc.25609 (2011).

45.Gordon, S. R. et al . PD-1 expression by tumour-associated

macrophages inhibits phagocytosis and tumour immunity.

Nature 545, 495–499, https://doi.org/10.1038/nature22396

(2017).

49



46.Thibult, M.-L. et al. PD-1 is a novel regulator of human B-cell

activation. Int. immunology 25, 129–137,

https://doi.org/10.1093/ intimm/dxs098 (2013).

47. Hartley, G. P., Chow, L., Ammons, D. T., Wheat, W. H. &

Dow, S. W. Programmed Cell Death Ligand 1 (PD-L1) Signaling

Regulates Macrophage Proliferation and Activation. Cancer

immunology Res. 6, 1260–1273,

https://doi.org/10.1158/2326-6066.CIR-17-0537 (2018).

48. Gao, J. et al. VISTA is an inhibitory immune checkpoint that

is increased after ipilimumab therapy in patients with prostate

cancer. Nat. Med. 23, 551–555,

https://doi.org/10.1038/nm.4308 (2017).

49.Miller, M. J., Hejazi, A. S., Wei, S. H., Cahalan, M. D. &

Parker, I. T cell repertoire scanning is promoted by dynamic

dendritic cell behavior and random T cell motility in the lymph

node. Proc. Natl. Acad. Sci. USA 101, 998–1003,

https://doi.org/10.1073/ pnas.0306407101 (2004).

50



Chapter 3

51



The normal and fibrotic mouse lung classified by spatial
proteomic analysis

Roberta Ciccimarra 1,4, Maddalena M. Bolognesi 2,4, Matteo

Zoboli 1, Giorgio Cattoretti 2, Franco F. Stellari 3* & Francesca

Ravanetti 1

1 Department of Veterinary Science, Università di Parma,

Parma, Italy. 2Department of Medicine and Surgery, Università

di Milano-Bicocca, Monza, Italy. 3 Corporate Preclinical R&D,

Chiesi Farmaceutici S.P.A., Largo Belloli 11/A, 43122 Parma,

Italy. 4 These authors contributed equally: Roberta Ciccimarra

and Maddalena M. Bolognesi. *email: FB.stellari@chiesi.com

Scientific Reports(2022) 12:8742

https://doi.org/10.1038/s41598-022-12738-9

Single cell classification is elucidating homeostasis and

pathology in tissues and whole organs. We applied in situ

spatial proteomics by multiplex antibody staining to routinely

processed mouse lung, healthy and during a fibrosis model.

With a limited validated antibody panel (24) we classify the

normal constituents (alveolar type I and II, bronchial epithelia,

endothelial, muscular, stromal and hematopoietic cells) and by

quantitative measurements, we show the progress of lung

fibrosis over a 4 weeks course, the changing landscape and the

cell-specific quantitative variation of a multidrug transporter. An
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early decline in AT2 alveolar cells and a progressive increase in

stromal cells seems at the core of the fibrotic process.

Single cell biology, brought to fruition by advances in gene

sequencing and computational progress, has revolutionized

how we understand biological processes in health and in

pathology1. Applying these techniques to the analysis of

individual cells in-situ, i.e. within the tissue microenvironment,

has added the information of the tissue sociology of the

specimen, answering to the growing need to investigate it, due

to various cellular functions, the spatial organization of

molecular targets, the relationship among multiple cell types

and morphology. While in situ single cell sequencing can

provide information on the RNA species in the thousands, in

situ multiplex staining has a limit of around 100 antibodies, in

general 30–60 for the time being2. To distinguish the

techniques which can add antibodies in the dozens from the

other which provide a much limited number (5–6), we will refer

to the former as “high-plex” multiplexing techniques.

Single cell biology via high-plex in situ staining can be

accomplished both in fresh frozen tissue sections and in

sections from routinely processed tissue (formalin fixed, paraffin

embedded; FFPE), depending on the technology used. FFPE

material has several advantages, including the capability to

create high density arrays containing several different samples,

the tissue microarray technology (TMA)3. Being the high-plex

technology complex and time-consuming by itself, the
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combination with the TMA technology allows an enormous,

detailed analytical power in the basic and applied science field.

Murine models are an extremely helpful, standard companion to

the research on human subjects in all fields of medicine. All

kinds of diagnostic and therapeutic approaches used on

humans have been miniaturized and applied to mice4, including

histopathologic and phenotypic examination. The problem of

using antibody-based high-plex methods on mouse tissue when

using primary antibodies raised in mice is the cross reactivity

with endogenous immunoglobulins: we have overcome this

problem by using anti-isotype secondary Abs5 on FFPE mouse

tissue, therefore we have broadened the antibody portfolio

which can be used on mouse histopathology. Mouse specimens

have been extensively used for single cell biology studies in all

fields, largely via single cell RNA sequencing, rarely for in situ

spatial proteomics and high-plex staining. We have applied the

MILAN high-plex technique6 to a murine model of

Bleomycin-induced (BLM) lung fibrosis. Although, this animal

model is the most used in preclinical study and the best

characterized either to investigate lung fibrotic mechanisms or

to screen drugs, and the American Thoracic Society (ATS) has

suggested recommendations for preclinical assessment of

antifibrotic compounds, a deep molecular profiling

characterization is still lacking 7–9. Bleomycin elicits a

time-dependent lung fibrotic process10, which has several

similarities with the human counterpart11. The BLM delivered

through the airways determines bronchiolocentric accentuated
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fibrotic changes through a multistep injury starting with epithelial

cell damage (in mice, days 1–3) followed by acute interstitial

and intra-alveolar inflammation (days 3–10) and ultimately to

fibroblasts activation and remodeling of extracellular matrix

leading to fibrosis, extracellular matrix deposition (days 10–21

with a peak around day 14)12. In mice, the alterations induced

by Bleomycin are heterogeneous, time-limited and

self-resolving, with the drawback of a narrow time window for

preclinical testing. In fact, histological analysis revealed fibrosis

pattern started from day 7, mainly as single fibrotic masses, and

evolved at days 14 as confluent conglomerates of substitutive

collagen, which last till day 21 with a tendency to resolve

already at 28 day13. To better understand lung fibrosis

development, highplex technology has been used to detect

target of interest, applying it to routinely processed tissue

samples. In this study we consider the recent observation that

BLM administration induces an ABC (ATP Binding Cassette)

carrier upregulation in lung, with an increasing expression of

P-glycoprotein (P-gp) and transporters in C57BL/6 male mice

(Park et al. 2020)14. The ABC carriers actively transport

multiple xenobiotics across the membrane reducing the

intracellular concentration of drugs and leading to a potential

decrease in anti-fibrotic activity. We present here the validation

of the method and results of the single cell composition of the

healthy and pathologic mouse lung, including the changes in

expression of a P-gP multidrug transporter in each of the cell

types identified by high-dimensional analysis.
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Results
TMA validation.
The use of tissue cores, instead of whole sections, entails

higher throughput at the expense of representativeness. To

address this latter aspect we used single cell analysis to

validate the use of the TMA. The image segmentation strategy,

centered on the identification of nuclear DAPI + containing

regions of interest (ROI), approximate single-cell identification in

tissue, with some limits (see supplementary methods and

discussions). 23 markers + DAPI (Table 1) were used to classify

all the ROI (see M&M and supplementary material). Single cell

analysis included an average of 2396 cells for 1 mm core,

10,337 for 2 mm core and 40,904 for the whole section (Fig. 1).

Clusters comprising sparse cells, such as Macrophages (Fig. 1)

and T cells (not shown) were equally represented in the 2 mm

cores and in the whole section (Fig. 1), but ill-identified on 1 mm

cores. The 2 mm TMA cores were used for the study.

Single cell analysis of the normal and fibrotic mouse lung
tSNE plots from four control animals showed a superimposition

of all cells from all animals as expected (Fig. 2A). Cells from

Bleomycin-treated mice were allocated in the same

phenoclusters (Fig. 2C) of the controls, but with a slightly

different spatial distribution for mice 7, 14 and 21 post BLM

treatment (Fig. 2C). Mice at day 28th were very similar to

controls (Fig. 2D). The phenoclusters contained cells from every
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case (Fig. 2B) demonstrating the absence of batch effect in the

data. Phenograph clusters containing all mice from all

experimental points were plotted on tSNE and a provisional cell

classification was assigned to each phenogroup, according to

the defining proteins, as shown in a heatmap (Supplementary

Fig. S5). Subsequently, each mouse was analyzed individually

(Fig. 3 and Supplementary Fig. S8). After the removal of

clusters resulting from artifacts or uninterpretable clusters (see

supplementary material), a total of 80,506 cells were analyzed

in the 13 cores considered, with an average distribution of 6029

cells/core. The normal mouse lung contained a majority of

Alveolar Epithelial cells (67.9% ± 11.9), divided into AT1 (22% ±

5.8), AT2 (14%± 9.7) and a population with co-expression of

AT1 and AT2 markers, named transitional AT (32% ± 11.8).

Each of the remaining constituents of the normal lung remained

below the 10% value. Bronchial epithelial cells and goblet cells

averaged 7% ± 7.7, endothelial cells were 3%± 1.4,

myofibroblasts/smooth muscle cells 2% ± 1.9, other stromal

cells 0.7%± 0.4. Resident hematopoietic cells were T

lymphocytes (7%± 1.5), B lymphocytes (3% ± 1.9),

macrophages and dendritic cells (4%± 1.9) and neutrophils

(1%± 1.2) (Fig. 3 and Supplementary Fig. S8). By plotting the

cell types identified on the tissue coordinates, cell types

composing the scaffold of the normal lung were organized in

morphologically recognizable structures, while lung epithelial

cells and other diffusely present cell types were evenly

distributed across the tissue (Fig. 4 and supplementary Fig. S7),

57



mimicking the image obtained by multicolor

immunofluorescence (Fig. 4 and supplementary Fig. S4). Single

cells from mice treated with Bleomycin and examined at day 7,

14, 21 and 28 partially overlap with the control mice (Fig. 2),

highlighting qualitative and quantitative changes in the lung

population. By applying the same classification criteria used to

classify the normal lung, one could observe a transient

reduction in AT1 and a progressive decrease of AT2

pneumocytes (Fig. 3), largely due to changes in an AT2

subpopulation (transitional AT2, see supplementary Fig. S7 and

S8). Stromal cells increased progressively, accompanied by a

late increase of myofibroblasts/smooth muscle cells, mimicking

the histopathologic accumulation of stroma (see supplementary

Fig. S1). The remaining lung cells remained stable except for a

late decrease of macrophages, neutrophils and B lymphocytes.

Plasma cell markers were not included in the panel, thus we

could not assess whether the decrease in B cells was due to

absence or maturation. The spatial distribution of the cell types

revealed a crowded parenchyma and focally increased stromal

foci, B cell and macrophage aggregations (Fig. 4). A drug

transmembrane transporter, P-gP, constitutively expressed in

many cell types, was measured in lung cells identified by high

dimensional analysis. Increasing intensity signal was registered

in all populations after Bleomycin treatment, except in bronchial

cells (Fig. 5 and supplementary Fig. S9). The onset of the

time-dependent increase was delayed in the stromal cell type

(Fig. 5)
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Discussion
We have obtained an in situ spatial representation of the normal

and of the fibrotic mouse lung by single cell classification via

multiple antibody staining. Analogous to a single cell

classification of murine (and human) lung cell component by

single cell RNA sequencing 15–18, here we show that the

content of a normal or diseased organ such as the lung can be

finely dissected at the single cell level, with two additional

properties: spatial cell disposition is represented and proteins,

instead of RNA, are assessed by a robust, cheap and versatile

method. With a rather limited number of validated antibodies,

we can identify in situ the main cell types which are relevant for

lung homeostasis and for the initiation and establishment of the

Bleomycin-induced fibrosis: AT1, AT2, transitional AT1-AT2

pneumocytes, bronchial lining cells, vasculature, stromal cells,

T and B lymphocytes, macrophages. In addition, we measured

at the single cell level continuously expressed proteins such as

a transcellular drug transporter, P-gP. We measured with the

same detail the changes occurring upon Bleomycin treatment

over time, documenting a change in the AT1/AT2 ratio, the

progressive accumulation of stromal cells and the

asynchronous increase of P-gP expression.

Lastly, we included in the assay a high throughput method, the

tissue microarray technology, after careful validation of the

representativeness of tissue core size. We suggest the use of a

2 mm TMA core as a minimum tissue area for the evaluation of
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tissue cell composition on mouse lung. We came to this

conclusion by performing high-dimensional analysis as a

validating tool, applicable to TMAs from tissues of various origin

and composition and by taking into account the highest total cell

number compatible with TMA sampling of the lung. The most

abundant population we found in normal tissue and also in

BLM-treated mice is represented by epithelial cells. Data which

has been obtained by tissue dissociation and single cell

sequencing of normal mouse lungs19,20 do not agree among

themselves about the representation of the cell types, probably

because of different pre-analytical dissociation methods and

inherent selective loss of epithelial cells or enrichment of other

cells. The drawbacks of the tissue dissociation methods are

known21. By in-situ cell classification we can provide an

unbiased estimate of the various lung cell components. In

addition, by measuring the end product of the transcription and

translation machinery, we complement the data provided by

RNA sequencing.

Analogously to scRNA sequencing data, the alveolar epithelial

cell populations do aggregate in closed contact in the

bi-dimensional tSNE space, reflecting a continuum of

phenotypes, interpretable as a transition from AT2 to AT1 cells.

We tentatively identified a reproducible subset of AT2 cells

bearing AT1 markers, which we dubbed “transitional AT” cells,

analogously to a similar subset identified in Bleomycin-treated

animals 15,17. Whether the subset we identified by in-situ

proteomics and the ones described in scRNAseq experiments

60



are identical requires additional experiments with parallel

analytical tools. We cannot completely exclude that two distinct

AT1 and AT2 cells, closely spaced, are segmented as a cell

with hybrid phenotype. Collagen deposing stromal cells are the

main actor in the fibrotic process produced in this experimental

model. We could demonstrate an increase in stromal cells

which parallels the histomorphologic changes. According to our

data, these cells represent a minority of the lung population, to

the point that are inconsistently demonstrated in the normal

lung, at variance with data obtained by dissociation and RNA

sequencing. Besides the differences in methods, as outlined

before, stromal cells are underrepresented in our markers

panel; in addition,a nuclear-based cell segmentation is not ideal

to identify elongated cells, thus we may underestimate this cell

subset, despite showing a treatment-dependent increase.

Histochemical stains do not discriminate the cell of origin for

collagen deposition, nor if the collagen is deposited by

pre-existing cells. On the other hand, we assess stromal cells

individually and by intracellular markers, documenting a net

increase in nucleated stromal cells upon treatment: it is thus not

unexpected that the two represent non-identical assays, as

demonstrated by the data. The progressive decrease of the AT2

and particular of the transitional AT over time and the increase

of stromal cells we have shown may highlight the key drivers of

lung fibrosis in this mouse model: a progressive reduction of the

alveolar lining repair by depleting local alveolar progenitors and

surfactant producing cells, AT2, coupled with newly produced,
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collagen depositing fibroblasts. These results are novel and

should be consolidated by independent experiments and

increased sample numerosity. The time-course expression of

P-gP has been previously published for the same

Bleomycin-induced mouse lung model14, with notable

differences: the experiments were performed on male mice and

the RNAs for the multidrug transporters were measured, both

as whole tissue extracts and by in-situ hybridization. We have

reproduced the data on male mice (see Supplementary data),

and shown that female mice differ in the kinetic of the pathology

but not in the type of histopathologic lung changes. In addition,

by measuring the multidrug transporter protein at the single cell

level on each and every cell type in the specimen, we have

detailed a cell-type specific kinetics of P-gP expression, with

some notable difference with the RNA data of Park et al.14.

Limitations of the study: We employed a limited number of

antibodies, compared to the potentiality of the MILAN technique

(over 100); this because there is a variety of reagents to choose

from which is more limited than what is available for human

FFPE tissue, particularly in terms of species origins of the

antibodies. Being the MILAN technique based on multiple (3 or

4) unconjugated antibodies per round, we partially overcome

these limitations by using mouse antibodies on mouse tissue,

background free5. It has been shown previously however, that

the discriminating power of the dimensionality reduction

algorithms is so high, that even with a reduced number of

diagnostic parameters, the cell types of interests can still be
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identified22 and this is the case for the present work. An

additional limitation of this study is the use of a rather

unsophisticated image segmentation technique and manual cell

type assignment for the phenogroups. Cell segmentation is one

of the most challenging tasks for in situ transcriptomics and

proteomics23 and efforts are ongoing to improve it for the

mouse lung fibrosis model. In this model, elongated cells such

as fibroblasts and stromal cells in general poorly fit cell

identification via nuclear DAPI identification. This may be the

reason why in normal lungs we occasionally found minimal or

no fibroblast cell clusters, together with the small total amount,

in common with cell suspension based studies 15–18. Along

the same lines, we found clusters containing markers of two

distinct cells (e.g. epithelial and macrophages, epithelial and

stroma) which we were forced to discard, because of the

juxtaposition of elongated cells was not solvable with the cell

segmentation strategy used, despite being clearly identifiable

by the tissue spatial distribution (see supplementary

data/discussion). Lastly, despite the nucleus-centered

segmentation strategy, which limits the sampling of nearby

cells, signals of diffusible and/or extracellular proteins may leak

into another “pseudo-cell”, providing a hybrid signature, but also

important biologic information about closely adjacent cells. In

summary, we have shown proof of principle that mouse tissue,

being a normal organ, a pathology model or a developing

tissue, can be dissected on routinely processed material by

in-situ high-dimensional proteomics and single cell bioinformatic
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analysis. This represents a powerful tool for pre-clinical studies

such as drug discovery and novel treatments and can be

integrated with other “omics” tools such as scRNA sequencing,

in situ transcriptomics etc.24.

Materials and methods

Experimental animals and histology.
A mouse model of Bleomycin-induced lung fibrosis, currently in

use in our institution, has been previously published25 and has

been approved by the internal AWB (Animal Welfare Body) of

Chiesi Farmaceutici under protocol number: 841/2019-PR and

comply with the European Directive 2010/63 UE, Italian D.Lgs

26/2014 and the revised “Guide for the Care and Use of

Laboratory Animals” and the Animal Research: Reporting of In

Vivo Experiments (ARRIVE) guidelines

(www.arriveguidelines.org). In brief it consists of the

oropharyngeal BLM administration to 7–8 weeks old C57Bl/6

female mice of 15 μg/mouse at each day of treatment

respectively. Animals were sacrificed at 7, 14, 21 and 28 days

after the administration. After the sacrifice, lungs were removed,

formalin fixed and paraffin embedded (FFPE). Three serial

sections, 5 μm thick were obtained for the stainings:

Hematoxylin and Eosin, Masson’s trichrome (TM) and a

multiplex immunostaining. Whole-slide images were acquired

by a NanoZoomer S-60 Digital slide scanner (NanoZoomer

S60, Hamamatsu, Japan) at 20× magnification. Fibrotic lung
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injury was assessed histologically through the Ashcroft scoring

system 26,27 on whole parenchyma by two independent

researchers (blinded to the experimental design). Detailed

description and histomorphometric characterization are

included in the Supplementary methods and in Supplementary

Figure S1. The most relevant areas on the slide were marked

for subsequent tissue microarray construction (see below).

Tissue microarray design and construction.
For the TMA preparation, we used FFPE tissue blocks of lungs

from BLM-treated female mice. 13 cases of treated and control

lungs were selected; cores were extracted, selecting specific

regions representing normal lung tissue with alveolar

parenchyma, bronchioles and vessel for saline samples and

fibroproliferative foci with its alterations for Bleomycin ones from

the C57BL/6 female miceFFPE lungs of BLM and saline treated

mice across four time points (7, 14, 21 and 28 days, see

Supplementary Table S1). The TMA was constructed with a

Tissue Microarrayer Galileo CK4500 (Tissue Microarrayer

Model TMA Galileo CK4500; Integrated Systems Engineering

srl, Milano, Italy) using Galileo Software to match the annotated

tissue on histological slide with their corresponding areas on the

surface of the paraffin donor blocks. After the core transfer in

the recipient block, to allow the samples to be properly

embedded into the block, the TMA was incubated for 24 h at +

38 °C. Finally, 5 μm thick serial sections were cut from the TMA

with a rotary microtome (Slee Cut 6062, Slee Medical, Mainz,
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Germany) and placed on Polysine adhesion glass slides

(Thermo Fisher Scientific). Routine histology was performed as

described previously25. In order to select the appropriate

Tissue Microarray (TMA) core dimension, after applying a

high-plex MILAN staining method6 on the whole slide of a

mouse lung, we selected 4 virtual cores (with ImageJ) of 1 mm

and 4 of 2 mm in diameter. Thus we run single cell analysis as

previously described on 8 cores and on a whole slide and we

compare the results. The level of adequacy of tissue portion

was set when all main cell populations found in whole tissue by

clustering analysis (Rphenograph package) were rediscovered

in cores. Moreover, the 2 mm core better includes the patchy

distribution of fibroproliferative foci within the parenchyma.

Highplex immunofluorescence
Lung samples were processed as per the Milan (Multiple

Iterative Labeling by Antibody Neodeposition) protocol6

modified for mouse FFPE tissue staining. The protocol consists

in the cyclic application of primary antibodies (Table 1) raised in

multiple species, including mouse5, applied on the same

section, nuclear staining with DAPI, autofluorescence

subtraction28. For each round, the stained slides were scanned

and saved as digital images using a multichannel fluorescence

acquisition instrument (NanoZoomer S60, Hamamatsu, Japan).

The antibody stripping preceded a subsequent staining round.

A multichannel fluorescence acquisition was performed after

each stripping, in order to check the complete antibody
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removal. In order to generate an antibody panel which would

produce single cell lung classification, we mined existing single

cell RNA sequencing (scRNAseq) studies19,20 for highly

expressed, lineage-restricted messages which would

correspond to proteins against which antibodies would be

available. The staining sequence design and antibodies

validation and specifications were provided in Table 1. The

methods used for the antibody selection and validation are

reported in Supplementary methods. Sections were incubated

overnight with primary antibodies, which were then revealed by

secondary fluorochrome-tagged antibodies; both isotype control

and omission of primary have been performed as negative

control. Sequential stripping was obtained with a

beta-mercaptoethanol and sodium dodecyl sulphate mix28.

Mouse tissue preservation after each of multiple staining and

stripping rounds showed no or negligible cell loss

(Supplementary Figs. S2 and S3), as measured by DAPI

nuclear stain and quantification on four other tissues (kidney,

liver, lung and heart).

Single cell analysis
After the stainings were acquired, digital slide images (.ndpi)

were imported as .tiff and registered with the AMICO

software29, based on Fiji. All DAPI images from different

staining rounds were registered together and their coordinates

of rotation and translation were used to align the individual

marker images of each round. Once all images were aligned,
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autofluorescence was subtracted from FITC and TRITC

channels. DAPI stainings were used for cell segmentation with

Fiji (Threshold Default -Watershed_Analize particles and Count

mask creation), where each nucleus and surrounding cytoplasm

is identified by a single Region of Interest (ROI). Cell

segmentation based on DAPI or other markers is a

bioinformatic approximation to physical single cell isolation,

while maintaining in situ cell position and microenvironment

location. The term “single cell” will be used throughout for this

approximation. Mean intensity value of all markers within each

segmented cell and spatial coordinates of centroids of nuclei

were recorded together in a .csv file. Then .csv files were

uploaded to the R Studio software (version 1.4) for a more

detailed analysis. Rtsne 30, umap 31 and Rphenograph 32 (n =

30) algorithms (R packages) were used respectively for

dimensionality reduction and clustering of data. UMAP plots

were decorated with single individual relevant marker intensity

to evaluate the distribution among phenogroups. A single tSNE

plot from homogeneous groups of animals was used to

compare treatments versus control (Fig. 2), exclude an

experimental batch effect (Fig. 2) and explore the cell type of

the clusters identified by Phenograph with a comprehensive

heatmap (Supplementary Fig. S5). Subsequently, the samples

were analyzed individually. Clusters obtained were further

explored via: (i) individual cell immunoprofiling through

dedicated hierarchical clustering heatmaps as published 33

(Supplementary Fig. S6), (ii) visualization of the spatial
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distribution on tissue (Figs. 4 and S7). Clusters which satisfy

both criteria were manually classified according to the

expressions of key markers (Table 1). Major cell types were

created by merging clusters with a similar phenotype, after

removing artifacts. Main types were organized as follows: (1)

Alveolar Epithelial cells subdivided in AT1, AT2 or transitional

AT1-AT2 subpopulations, (2) Bronchial and Goblet Epithelial

cells, (3) Macrophage cells, (4) B cell, (5) T cells, (6)

Vasculature and (7) Stromal cells, Neutrophils (8). For graphic

spatial representation, all epithelial cells were grouped in a

single entity (Alveolar Epithelial Cells). Phenoclusters for which

no coherent phenotype was identifiable were excluded from the

analysis (see supplementary material for further information).

The transporter expression was analyzed by measuring the

mean of the intensity of the signal (on 8-bit grayscale images,

values 0–255) within each main type.

Ethics approval and consent to participate. All the animal

experiments were performed according to the ARRIVE

guidelines (www.arriveguidelines.org) and European Directive

2010/63 UE, Italian D.Lgs 26/2014, and associated guidelines.
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Figure 1 Core dimension validation for TMA construction.

Representative DAPI-stained normal lung whole slide image (A)

in which 1 (blue) and 2 (red) mm diameter representative cores

are drawn. (B–D) tSNE plots derived from the 1 mm (B), 2 mm

(C) cores and the whole section (D), from which the

phenogroups have been extracted and plotted onto the tSNE

plot. A detail of the plot is magnified at the bottom left of each.

Note the lack of discrimination of the macrophage population

from the adjacent phenogroups in the 1 mm core example,

highlighted by a single color rendering. The distribution of

CD206, a macrophage marker, is shown in red on the tSNE plot

of the whole section (E). The table compares core size, cells

contained, number of clusters and whether a macrophage

cluster was identifiable or not.
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Figure 2 Distribution of control and treated lung cells in

dimensionality-reduced 2-dimensional space (tSNE). (A) Four

saline cases from different time points (7, 14, 21 and 28 days)

are plotted according to the tSNE bidimensional coordinates,

each in an unique color. Each dot represents a cell. (B) tSNE

plot of all cases, each with an unique color. (C) tSNE plot of all

saline samples (blue) and Bleomycin-treated samples at days 7,

14 and 21 (red). (D) tSNE plot of all saline samples (blue) and

Bleomycin-treated samples at day 28 (red).

Figure 3 Classification and frequency of cell types in controls

and treated mice. The cell types identified in the lungs are

shown as mean ± SD for individual mice for each treatment. AT2

represents AT2 and transitional AT1/AT2 alveolar cells (see

supplementary data); bronchial/goblet = bronchial cells and

MUC5B cells merged; all stromal = phenoclusters with

mesenchymal markers merged. For details see supplementary

Table 1.

Figure 4 Spatial distribution of cell types. UMAP plots, spatial

distribution of phenogroups and immunofluorescence images

for representative untreated (A–C) and day 21 lungs (D–F).

UMAP plots (A,D) are colored with the cell classification color

(bottom legend). The same color-coded groups are plotted on

the respective TMA core spatial coordinates (B,E). A detail is

shown in the insets. Note in E a fibroblastic focus next to a

bronchial lining population (red) and vessels. On the right five

representative markers (color legend at the bottom) are shown

72

https://www.nature.com/articles/s41598-022-12738-9#MOESM1
https://www.nature.com/articles/s41598-022-12738-9#MOESM1
https://www.nature.com/articles/s41598-022-12738-9#MOESM1


in the whole core or in a high-magnification field (inset) (C,F).

Scale bar 100 µm.

Figure 5 Multidrug transporter (P-gP) levels during Bleomycin

treatment in selected cell types. The linear fluorescence levels

(0–255), rescaled 0–1 of the multidrug transporter from all

experimental animals are plotted as boxplots and outliers for

each treatment group and for the selected cell types. AT = all

alveolar epithelial cells; Bronch Gobl = bronchial cells and

MUC5B + cells merged.

Table 1 Design and antibodies specifications

Figure 1

Figure 2
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Figure 3

Figure 4
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Figure 5

75



76



Table 1 Design and antibodies specifications

https://www.nature.com/articles/s41598-022-12738-9/tables/1
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Abstract

Single-cell omics aim at charting the different types and

properties of all cells in the human body in health and disease.
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Over the past years, myriads of cellular phenotypes have been

defined by methods that mostly required cells to be dissociated

and removed from their original microenvironment, thus

destroying valuable information about their location and

interactions. Growing insights, however, are showing that such

information is crucial to understand complex disease states. For

decades, pathologists have interpreted cells in the context of

their tissue using low-plex antibody- and morphology-based

methods. Novel technologies for multiplexed

immunohistochemistry are now rendering it possible to perform

extended single-cell expression profiling using dozens of

protein markers in the spatial context of a single tissue section.

The combination of these novel technologies with extended

data analysis tools allows us now to study cell-cell interactions,

define cellular sociology, and describe detailed aberrations in

tissue architecture, as such gaining much deeper insights in

disease states. In this review, we provide a comprehensive

overview of the available technologies for multiplexed

immunohistochemistry, their advantages and challenges. We

also provide the principles on how to interpret high-dimensional

data in a spatial context. Similar to the fact that no one can just

"read" a genome, pathological assessments are in dire need of

extended digital data repositories to bring diagnostics and

tissue interpretation to the next level.

Keywords: methods for spatial profiling; multiplexed

immunofluorescencence and immunohistochemistry; single-cell

‘omics; spatial profiling; tissue architecture analysis.
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Introduction

For centuries, medical sciences have tried to achieve a deep

understanding of the human body, both in health and disease.

Twenty years ago, a major hurdle was crossed with the

mapping of the human genome (1). However, it is now

becoming clear that one cannot just “read” a genome and

subsequently understand or predict the principles that underlie

human biology or disease. The sole true interpreters of the

genome are cells, and understanding how the genome

functions within cells, how cells form tissues and dynamically

remodel their activities when they progress towards disease, is

among the greatest scientific and technological challenges of

our era. The goal is no longer to find differences in “bulk”

genomic readouts but rather to see explicit changes in a

specific set of cells and to predict their behavior. In this light,

multiple human cell atlas initiatives are working towards

describing every cell of the human body, as a reference map to

accelerate progress in biomedical science (2–5). These

ambitious projects – similar in scale to the human genome

project – aim to chart the different types and molecular

properties of all human cells in health and disease, for which a

multitude of organ-oriented working groups are mapping the

single-cell composition and their spatial architectures.

Technological advances in the field of single-cell ‘omics’ such

as single cell genomics, epigenomics, transcriptomics, and

proteomics, and even their combinations in a multi-omic setting

(6, 7) are now rendering it possible to map physiological

86

https://www.frontiersin.org/articles/10.3389/fonc.2022.918900/full#B1
https://www.frontiersin.org/articles/10.3389/fonc.2022.918900/full#B2
https://www.frontiersin.org/articles/10.3389/fonc.2022.918900/full#B5
https://www.frontiersin.org/articles/10.3389/fonc.2022.918900/full#B6
https://www.frontiersin.org/articles/10.3389/fonc.2022.918900/full#B7


features of each individual cell in an organ as a functional unit.

However, current methods still mostly require that cells are

dissociated and removed from their original microenvironment,

thus destroying valuable information about their location and

interactions – information that is crucial to understand many

disease patho-physiologies. The next, ongoing step is aimed at

describing single-cell features in their natural microenvironment

(8).At the moment, understanding cellular functions at

single-cell level within the context of a tissue is primarily done

by expression profiling, using either transcriptional (9) or

protein-based multiplex methods in pathological tissue sections

(10), even though the realm of spatial omics keeps on growing

fast (11, 12). While methods for enhanced spatial omics are

only now starting to become available, pathologists have been

evaluating cells in tissue sections using classical antibody- and

morphology-based (i.e. H&E staining) methods for decades

(13). Daily clinical practice is mostly performed using classical

(chromogenic) immunohistochemical (IHC) methods that allow

the simultaneous assessment of one or two proteins in a single

tissue slide, which are mostly evaluated in a visual,

semi-quantitative way by a pathologist (14). Novel technologies

and methods, that will be discussed in this review, are now

making it possible to perform quantitative spatial,

antibody-based expression profiling of dozens of protein

markers in a single tissue section. This will, when carefully

selected, provide deeper insights in disease states while

offering the ability to study cell-cell interactions, precisely define
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disease-related niches, all within the original context of the

tissue (see below).Such technology also comes along with

multiple challenges as well. First, a careful selection of the right

technology to answer the biological question is crucial: as we

will discuss below, this is defined by the type and size of a

tissue, the number of samples that need to be processed, and

the number of markers that need to be interrogated. Second,

besides the technical hurdles that need to be overcome to

collect high quality, pathology-grade images in which each

marker is carefully monitored, storing and processing the large

volumes of image data also pose a significant logistic and

infrastructural challenge. Finally, the plethora of information that

is obtained from these analyses is also becoming of such

magnitude and complexity that mere eyeballing of a tissue by a

pathologist or researcher is no longer sufficient to properly

extract information and interpret expression patterns. Similar to

the fact that mutations in a genome need to be interpreted for

biological and clinical relevance, pathological assessments also

need the installation of suitable analysis algorithms and

extended digital data repositories to bring diagnostics and

tissue interpretation to the next level.

In this review, we provide a comprehensive overview of the

available technologies for multiplexed immunohistochemistry,

their advantages and challenges, and provide the basic

principles on how to interpret high-dimensional data in a spatial

context.
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Methods for multiplexed immunohistochemistry

Lately, the armamentarium of technologies for antibody-based

multiplexed IHC is rapidly growing. While several technologies

have been described in literature performing manual IHC

protocols, there is a clear trend of seemingly ‘plug-and-play’

instruments entering the market that automated the same

principles to some extent. Importantly, however, since all these

technologies depend on an antibody-based detection of

proteins in a large variety of tissue types, the selection,

validation and performance of the used antibodies have to be

done with sufficient care. Adequate minimal validation

guidelines need to be set, including the use of appropriate

positive and negative controls (e.g. based on classical

chromogenic stains (15)), to guarantee sensitivity, specificity

and warrant the collection of biologically relevant data. Indeed,

the performance of an antibody can vary enormously depending

on the tissue type, the experimental conditions in which the

antibody is applied, and whether formalin-fixed paraffin

embedded (FFPE) or frozen materials are used (16–18). As

such, the development and optimization of suitable antibody

panels for multiplexed IHC still requires a significant amount of

time, although externally validated reagents to detect commonly

used markers are becoming more routinely available, for

instance thanks to large scale initiatives such as the Protein

Atlas consortium (19) or NIH initiatives (20).
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The first step, even before exploring different multiplex staining

methods, is figuring out if and/or how spatial analysis can help

in answering your biological question. Spatial analysis can

provide additional information on proximity-based cell-cell

interactions, such as the infiltration of immune cells in a tissue,

their proximity to tumor cells (see below). Subsequently, once it

has been decided that spatial analysis will be needed to answer

a particular biological question, the selection of the method

becomes key (Figure 1, Table 1). As indicated above, the

selection of the most appropriate method is largely defined by

several parameters. First, the type (i.e. frozen vs FFPE) and

size (i.e. needle biopsy vs tissue microarray (TMA) vs whole

tissue slide) of a tissue, in addition to the number of samples

that need to be analyzed (from 1 sample at the time to cohorts

of hundreds of patients), will already define the first selection.

As we will describe below, not all methods are compatible with

FFPE/Frozen or large tissue samples, or can be easily scaled

up to analyse hundreds of slides in a practical timeframe and

with minimal variance induced by batch-effects. A second

important parameter is linked to the number of markers that

needs to be interrogated, a feature that is commonly highly

project specific (e.g. 5 vs 50 markers). Finally, understanding

how the currently available methods for multiplexed IHC work

will be crucial to select the most appropriate one. (Figure 1,

Table 1)

Overall, technologies for multiplexed IHC can be classified by

the way the antibodies are administered and detected. Indeed,
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depending on the technology, large mixtures of antibodies (+20)

can be administered simultaneously to a slide, following which a

dedicated instrument is able to image, resolve and unmix the

location of each antibody in the tissue. Alternatively, various

methods also use cyclic procedures through which smaller

amounts of antibodies (2–4) are used for staining and imaging,

following which the detected signal is removed. By repeating

this cycle multiple times, large numbers of markers can be

detected in the same tissue section. Finally, several hybrid

methods are available that combine both approaches or even

use other technologies (e.g. NGS analysis) to resolve the

complex mixtures of markers. In the first part of the review, we

provide an extended overview of several of the currently

available technologies for multiplexed IHC analysis on tissue

sections, including their compatibility with materials, antibodies,

throughput, plex level, timing, and compatibility with standard or

dedicated instrumentation. Methods are grouped by the type of

modification that is used to detect the various antibodies.

Fluorescence-Based Detection of Antibody Mixtures

The largest group of methods for multiplexed IHC depends on

the detection of mixtures of antibodies using fluorescent

signals. Indeed, because fluorophores harbor specific excitation

and emission spectra, they can be resolved using commonly

used or more advanced microscopy tools, depending on how

many fluorophores require resolving and their spectral overlap.

In addition, most imaging instruments achieve a resolution
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below 0.6µm and are therefore perfectly compatible with single

cell measurements [the average human nucleus is

approximately 10 micrometers in diameter (45)]. A common

issue with these methods is however the presence of

autofluorescence in tissue: upon excitation with specific

wavelengths, naturally occurring substances in tissue [for

example extracellular matrix components, lipo-pigments,

aromatic amino acids and flavins (46)] will emit light which

overlaps with the fluorescence of the measured fluorophore,

and needs to be considered and dealt with while processing

images. Some chemical treatments (e.g. using bleach, sudan

black or borohydrate) have been suggested to remove

autofluorescence, but need to be used carefully and typically

only solve the problem partially, while computational methods

often offer better solutions, although in that case sufficient

control images that capture autofluorescence need to be

collected.

Cyclic Methods Using Fluorescent Antibody Detection

These methods make use of a cyclic procedure in which several

steps (Figure 1A), including (i) the staining of small numbers of

antibodies (2 to 4; typically defined by the microscope settings),

(ii) the imaging of the sample and (iii) the removal of the stain,

are repeated multiple times until all markers are detected. While

cyclic methods are in general more time consuming, this

approach allows to perform interim evaluations (allowing the

researcher to validate every individual step and if needed

repeat them), refine the composition of the panel during the
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procedure and adapt to unforeseen problems/results since

cyclic methods conserve the tissue during analysis.

In these procedures, either directly labelled primary antibodies

or labelled secondary antibodies are used to detect the

markers. The former approach is used in the

multi-epitope-ligand cartography (MELC) (37), multiplexed

immunofluorescence (MxIF) (35), cyclic immunofluorescence

(CyCIF) (24), Cyclic Multiplexed-Immunofluorescence (cmIF)

(36), MACSima Imaging Cyclic staining (MICS) (25) and

Iterative Bleaching Extends multi-pleXity (IBEX) (38)

procedures. Indeed, MELC, MxIF, CmIF, IBEX and CyCIF make

use of directly labelled antibodies which are usually combined

in a triple/quadruple staining using 3/4 distinct fluorophores with

non-overlapping spectra. Following staining and imaging, the

fluorescent signal is removed using a photo-induced or

chemical bleaching step before probing for the next markers

(24, 35–38). This is different for the MICS technology, which

makes use of recombinant antibodies from which the

fluorescent label can be removed using a proprietary enzymatic

cleavage reaction (25). In either case, antibodies [or the Fab

fragments which are left after cleavage (20)] remain in the

tissue when the next round of markers are added to the tissue

slide. The latter is different in the MILAN approach (21–23),

which makes use of fluorescently labelled secondary antibodies

that bind to the specific primary antibodies. This has the

advantage that signals can be amplified making it easier to

detect weakly expressed markers, which might be an issue
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when using directly labeled antibodies without amplification.

Another difference is that in the MILAN procedure, antibodies

are entirely removed using an SDS/ßMercaptoethanol washing

step to denature, inactivate, and remove the antibodies from the

tissue (15), avoiding potential issues with antibody crowding or

steric hindrance which could theoretically arise in methods that

do not remove the antibodies (even though there is no formal

evidence for such issues at the moment). The downside,

however, is that the usage of secondary antibodies in MILAN

forces users to make combinations of primary antibodies that

were raised in different hosts or harbor different isotypes to

avoid cross-reactivity during primary antibody detection (e.g.

combinations of Mouse IgG1, Mouse IgG2, rat, goat and/or

rabbit need to be made). On the other hand, directly labelled

procedures depend on the direct labelling of antibodies, which

requires careful selection of color combinations and carrier-free

formulations of the primary antibody solutions (which may

require custom made formulations), but, once available and

validated, can be combined independent of the species where

the antibody was raised.

In either of these methods, antibodies are commonly

administered to the tissue in small batches (2 to 4) after which

the tissue is imaged. Importantly, this setting allows the usage

of regular microscopy and imaging tools using common

fluorescent channels that are typically available in laboratories

across the world. Moreover, automation of these procedures is

gradually increasing, including the use of autostainers and
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automated slide scanners with regular fluorescent settings, and

novel technologies using microfluidics (such as incorporated in

the LABSAT and COMET system from Lunaphore, the CODEX

system from Akoya (see below), or the MACSima instrument for

MICS) are rendering it possible to further speed up the

acquisition for small numbers of slides (26). The MICS method,

on the other hand, has been optimized on a proprietary

instrument, which allows unassisted, automatic processing of a

small number of tissue sections (25). Similarly, chipcytometry

(27) makes use of highly specialized equipment in which

microchambers containing attached cells or (frozen) tissue can

be mounted, and subsequently subjected to large multiplex

analysis, which is primarily done in a cyclic way, one antibody at

the time.

Finally, these methods are primarily compatible with FFPE

tissue sections, while the MELC and MICS method have also

been described to be compatible with frozen materials (15, 25,

47, 48). Overall, using these technologies, large numbers of

markers can be analyzed (50+ have been reported (see Table

1), and the number of analytes keeps on rising constantly. Here,

we added a new example of a melanoma tissue sample that

was stained for 82 markers using the MILAN method (23) over

the course of 50 rounds (Supplement Figure 1), while the

MACSima technology was used to stain 327 markers in tonsil

tissue over 160+ rounds (25). Overall, the primary limitation of

the number of markers mainly comes from the compatibility of

the tissue with the antibody removal procedure: methods
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involving chemical bleaching steps (such as in CyCIF and MxIF)

eventually lead to tissue destruction, loss of antigenicity and/or

tissue loss, and are therefore limited in the number of cycles

that can be performed (47, 49). Also, cover slips that have to be

added/removed repeatedly between the staining/imaging

cycles, may cause tissue damage. Finally, the tissue type and

how it was preserved prior to the start of the mIHC largely

determines the plex level that can be achieved and needs to be

defined experimentally.

Next to tissue damage, also the scalability of methods needs

attention: while some methods (e.g. MELC, CyCIF and MILAN)

allow the simultaneous processing of multiple slides, others

(e.g. MICS, COMET) are limited to 2-4 slides at the time,

although robotic systems that allow automated slide loading are

in development. Also, the area that can be imaged/scanned can

differ greatly among systems (from a few mm (2) to whole

slide). Scaling can be further enhanced by compiling tissue

microarrays (TMA), in which carefully selected tissue

subsamples (also referred to as ‘cores’) from large tissue blocks

are assembled on a single slide (typically 60 cores of 2mm

diameter can be put on the same slide). Considering there is

more heterogeneity observed across the dimensions of a single

section than between different sections in tumors (50), one

should deliberately design the TMA to capture this potential

heterogeneity, by taking a smaller number of cores from small

and homogeneous samples and a larger number in big and

heterogeneous specimens. The role of the pathologist in
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selecting the different regions of interest and design of the TMA

remains key. In this manner, it has been shown that different

tumor biomarkers are accurately reported through the

assessment of TMAs (51–53). As such, cohorts of 50-150

patients can be analyzed within the timeframe of a couple of

weeks. This workflow is highly compatible within the research

context, for instance in performing retrospective analyses

simultaneously on big patient groups avoiding batch effects.

However, within the daily clinical routine, implementation of

TMAs in the workflow is less obvious, even though there may

be a role for them when scan areas of more automated (faster)

mIHC systems are too small to cover the entire tissue section

as a whole and the analysis of multiple regions of interest is still

needed.

Batch Methods Using Fluorescent Antibody Detection

In addition to cyclic procedures, novel methods are appearing

that allow more extended, single-step multiplexing (Figure 1B).

This is currently achieved by labelling antibodies with specific

fluorophores which can subsequently be resolved using

spectral unmixing methods, such as used in the RareCyte Orion

system (39). The advantage of this approach is that a maximum

of currently 21 antibodies are applied simultaneously in a single

staining procedure, as such offering a fast staining of the

sample. However, the generation of antibody panels containing

20+ different fluorescent dyes can be challenging, and requires

dedicated instrumentation for spectral unmixing. Moreover, a
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significant amount of time (i.e. multiple hours) is required to

collect high-resolution images from a small number of whole

slides for each included channel. Finally, the simultaneous

addition of all markers limits the flexibility to modify the panel

after it has been validated, and the generation of the labelled

antibodies remains cumbersome and requires a careful

selection and validation of the multicolor panel. On the other

hand, for routine purposes where the same panel has to be

applied repeatedly, this method may offer excellent options,

although this has not been investigated yet. Another recent

approach enabling higher level multiplexing involves the

UltraPlex, hapten-based technology, which adds labels to

primary antibodies, which are subsequently detected by

anti-hapten antibodies coupled to various fluorophores. While

so far only lower plex panels (4-8-plex) were tested, it bears the

potential to scale to routine assays of 12 or more markers (54).

Hybrid Approaches Using Fluorescent Marker Detection

In addition to cyclic and batch procedures, other methods use a

hybrid approach to achieve extended multiplexing (Figure 1C).

This is currently achieved by labelling antibodies with unique

nucleotide barcodes which are subsequently detected using

either direct hybridization of fluorescently labelled

complementary nucleotide probes (as in the CODEX system

(30–32)), or by using an in-situ amplification system (as used in

the immunoSABER system (40) or the InSituPlex system

(Ultivue) (41)). The hybrid nature of these approaches comes

from the batch application of all antibodies simultaneously in a
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first step, while their subsequent detection using the detector

probes is subsequently done in a cyclic fashion where

hybridization/denaturation steps are alternated with imaging,

with the latter needing to be repeated for each cycle (as such

leading to a time scale comparable to the cyclic methods). An

alternative approach was recently described in the SeqStain

procedure (55), where antibodies labelled with

fluorescently-labelled DNA (either primary or secondary) are

used to detect protein markers, following which the DNA is

removed by an enzymatic reaction using a nuclease. By

repeating these cycles, multiple markers could be visualized.

These approaches require that antibodies are labelled with

nucleotide probes, which reduces flexibility and speed to design

novel panels. Moreover, the nucleotide sequence composition

of the probes still requires significant optimization to avoid

nonspecific binding. On the other hand, unlimited numbers of

antibodies could theoretically be labelled with unique barcodes,

and as such be combined in large quantities. It remains to be

seen, however, how feasible such extended approach will be,

whether and when steric hindrance/overcrowding will become

an issue, and how destructive multiple rounds of

hybridization/denaturation will be for the tissue structure, a step

that will probably define the plex level. The cyclic application of

the probes also requires specific instrumentation containing

microfluidic devices and temperature control or repeated

manual work, currently complicating the scalability of this

approach to large batches of slides. Finally, while the CODEX
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was initially optimized for frozen materials, both methods are

now compatible with either FFPE or frozen tissue sections (32,

40).

Detection Using Fluorescent Precipitates

Finally, while all the above-mentioned technologies allow the

measurements of large numbers of protein markers, in many

cases, researchers don’t need such complicated systems.

Alternatively, a limited number of markers can be detected by

using fluorescent precipitates (Figure 1D), for example by using

tyramide signal amplifications (TSA) reagents, an

enzyme-mediated detection method (34). The detection of

antibodies in this system is based on a cyclic procedure, where

each primary antibody is stained separately, probed with a

Horse Radish peroxidase (HRP) secondary antibody, and then

a specific fluorescent precipitate of the TSA reagent is

generated. At the end of each cycle, the primary and secondary

antibodies are removed while leaving the fluorescent precipitate

before probing with the next antibody. Because all precipitates

harbor a different fluorescent spectrum, imaging is only done

once at the end, after which antibodies are spectrally unmixed.

This concept is used in for example the OPAL system (34),

allowing to perform 6-plex staining of FFPE tissue in an

automated fashion using commonly available autostainers

(typically present in pathology labs) and a dedicated spectral

scanner. This technology is compatible with FFPE materials,

and tens of slides can be stained simultaneously depending on

100

https://www.frontiersin.org/articles/10.3389/fonc.2022.918900/full#B32
https://www.frontiersin.org/articles/10.3389/fonc.2022.918900/full#B40
https://www.frontiersin.org/articles/10.3389/fonc.2022.918900/full#B40
https://www.frontiersin.org/articles/10.3389/fonc.2022.918900/full#f1
https://www.frontiersin.org/articles/10.3389/fonc.2022.918900/full#B34
https://www.frontiersin.org/articles/10.3389/fonc.2022.918900/full#B34


the autostainer instruments used. In addition, it has to be said

that some fluorescence-based detection systems are using

directly linked primary antibodies. Therefore, it could be

suggested that sensitivity is lower compared to the generally

used chromogenic staining, which is often used with an

amplification (frequently a polymer with several HRP enzymes)

of the signal (56). Currently, there is a lack of good comparative

studies which investigate this question. Some studies even

suggest a comparable sensitivity (57, 58). A proper evaluation

of the advantages and disadvantages of each technology

regarding specific research/clinical question should be done.

2. Chromogenic Detection of Antibody Mixtures

Next to fluorescent detection methods, the use of more classical

chromogens has been employed to develop methods for

multiplexed IHC (Figure 1E). The Sequential immunoperoxidase

labeling and erasing (SIMPLE (42)) or the multiplexed

immunohistochemical consecutive staining on single slide

(MICSSS (43, 44)), are methods that use the alcohol-soluble

peroxidase substrate 3-amino-9-ethylcarbazole, a reagent that

in the presence of the commonly used HRP and H2O2,

generates a chromogenic, red precipitate that can be imaged

using regular white light, brightfield microscopy. Once the image

is collected, the red precipitate is washed out using ethanol

following which the antibody is eluted using acidified

permanganate. As such, 5 to 10-plex stains have been

described (42, 43). While this method is largely compatible with
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standard equipment and procedures in pathology laboratories, it

remains to be seen whether the tissue can withstand increased

rounds of the low pH antibody washout buffer. Another recent

approach using chromogenic multiplexing involves the

UltraPlex, hapten-based technology, allowing to generate

low-plex analyses (54). So far mainly FFPE tissues were

processed, while frozen samples were not analyzed yet. Finally,

while easy to assess whether markers are highly expressed or

completely absent, the quantification of chromogens is far less

quantitative than fluorescent dyes.

3. Mass-Cytometry Based Detection of Antibody Mixtures

As an alternative for chromophore/fluorescence-based imaging,

imaging mass cytometry (IMC) makes use of metal-labelled

antibodies, which are resolved using mass-spectrometry, an

approach that is currently used in the Hyperion (28) or the

multiplexed ion beam imaging (MIBI/IONPath) (29) systems

(Figure 1F). At the moment, 42 purified metal isotopes, mostly

from the lanthanide series, are commercially available for

labelling purposes, although the theoretical amount could be

135 based on the possible isotopes, a number that is mostly

limited by the excavation of these metal isotopes in sufficient

amounts and purity. The analysis of tissues using IMC involves

the staining of the tissue with the mixture of all pre-titrated

antibodies together, following which laser-assisted ionization

allows the analysis of the generated cloud containing the metal

ions in a connected mass cytometer. The batch application of
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antibodies also makes it compatible with both frozen and FFPE

materials. The resolution is currently 0.3-1µm, dependent on

the system and settings, but imaging is rather slow at a rate of

2h/mm (2), which puts some constraints on the analysis of

whole tissue slides or large cohorts of patients. Finally, similar

to several other methods, labelling of antibodies is required,

although commercial kits are available that are sufficiently easy

to use (59).

4. Sequencing-Based Detection of Antibody Mixtures

A final approach to perform high-dimensional multiplexed IHC

involves the combination of nucleotide-labelled antibodies and

next-generation sequencing (NGS) (Figure 1G). Indeed, the

Digital Spatial Profiling platform (DSP) makes use of

photo-cleavable probes to label primary antibodies (33). By

staining tissues with these antibodies, precise illumination of

specific regions of interest in the tissue using a dedicated

platform allows the isolation of the cleaved nucleotides which

are subsequently quantified using NGS. As such, multiplexing

of up to 40 proteins (or 5,000 mRNA probes) has been

described (33), but this technology allows up to 800- of 80-plex

profiling of either mRNA or protein, respectively, using an

optical barcode readout and has the potential for even greater

multiplexing using an NGS readout. This method is also

compatible with both FFPE and frozen materials. However a

minimum of (non-adjacent) cells (10-20 cells for protein, 50-200

cells for RNA (60)) is required to obtain sufficient probes to
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achieve high quality NGS data. As such, this technology does

not yet achieve true single cell analysis, although specific cell

populations could be profiled in depth. The selection of the cells

to study, a critical step in this technology, can still be done by

performing a lowplex IHC staining prior to probe isolation, but

the isolation of specific, more complex, rare phenotypes could

be hampered by this low-plex staining procedure.

Data analysis tools for pathological interpretation

As described above, a multitude of technologies are currently

available to measure dozens of protein markers using

multiplexed IHC at single-cell level in a tissue slide. Most

technologies make use of automated slide scanners, which are

able to image a wide range of tissue areas, from pre-selected

(small) regions of interest (ROIs) to entire slides/tissue samples.

Such output is subsequently subject to a detailed analysis

process. Indeed, while the ‘wet lab’ procedures may still be

adopted relatively quickly and easily by laboratories, the

subsequent image analysis and interpretation of the resulting

high-dimensional data still faces enormous challenges. In the

second part, we therefore describe a general workflow of

methods to perform data-analysis and extract the most relevant

information (Figure 2). Also, while methods for imaging-based

cellular analysis are well described (61) (e.g. as used in high

content screening approaches of in vitro cultured cells),

analysing images from tissue samples typically comes along

with various additional challenges. Overall, analysing images
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from multiplexed IHC consists of 2 major steps, including (i)

image-analysis and (ii) high-dimensional, spatially resolved data

analysis. Image analysis refers to the extraction of quantitative

and meaningful information from the image by means of digital

processing techniques and can be further divided in two

fractions: low-level and high-level processing. In low-level

image processing, a digital image is used as input and another

digital image is obtained as output (e.g., a corrected image for

improved visualization/analysis), while high-level processing

involves functions whose outcome is a description of the

content of the input image such as cell edges or tissue regions.

The reader should note that upstream steps such as

image-acquisition fall outside the scope of this review and are

not covered here.

Low-Level Image Analysis

During low-level image analysis, all collected images are

prepared for data extraction. While the procedures can be

different between the various technology platforms, it generally

shares a common strategy. Considering that the majority of

technologies make use of fluorescent detection, we will

primarily focus on these procedures.

When dealing with immunofluorescent images of tissue

sections, these are often affected by aberrations which are

critical to the quality of the results (62). Examples of these

aberrations include out-of-focus regions (blurriness), vignetting

effects, saturation debris, and artifacts due to e.g. air bubbles
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and tissue folds. Various methods have been described to

tackle some of these aberrations. Examples include ConvFocus

(63) from Google AI or FQPath (64) for blurriness detection

(focus), CIDRE (65) that uses an energy minimization model

and a flat-field correction method developed by Kask and

colleagues which uses an additive and a multiplicative

component to correct for field-of-view artifacts (vignetting) (66),

a protocol implemented in CellProfiler (67) which uses

supervised machine learning for automatic quality control of

image-based measurements, and HistoQC (62) which

implements an automated, quantifiable, quality control process

for identifying artifacts and measuring slide quality.

On top of undesired impurities, IF images are also subject to

other sources of fluorescent signals such as background and

tissue autofluorescence that need to be tackled before

quantifying true signals. Examples of methods addressing this

issue include dark pixel intensity identification (68) which

estimates background signals by acquiring images at a different

set of exposure times, and an autofluorescence removal

method that uses non-negative matrix factorization that

separates the signal into true signal and autofluorescence

components (69). Moreover, high-throughput experiments can

be subject to batch effects, that is, part of the acquired signal is

described by undesired technical variation (for example, sample

manipulation) rather than biological sources (61). An example

of a method to tackle this issue is RESTORE (70) which

identifies negative control cells for each marker and uses their
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expression levels to normalize and remove sample-to-sample

variation. Local/grid-based normalization tools (71) have also

been developed, although their general implementation still

requires a broader implementation.

In cyclic methods where images are acquired in consecutive

rounds, the next step consists of the exact super-positioning of

images acquired from consecutive imaging rounds (commonly

referred to as ‘image registration (54)). Registration of medical

images is a need that has been around for a while and thus a

large number of methods are available. These methods can be

broadly classified as rigid (image transformation is limited to

translation, rotation, and scaling) (72, 73) and plastic (the

moving image can be elastically deformed to best match the

fixed image) (74). Historically, image registration was meeting a

macroscopic need (for example, overlapping of MRI and Xray

images). For multiplexing however, microscopic precision is

required as a shift of a few pixels can overlap completely

different cells. Therefore, recently, new registration methods

have been published in the literature which aim to reach the

required precision for exact-cell overlapping (75–78). While

usually not required in “batch” methods (see above), this

seemingly trivial step can be extremely computationally

‘expensive’ for large images (>100 million pixels) when applying

plastic methods. Therefore, the latest algorithms come with

GPU implementation. Also, depending on how images are

acquired in the imager (e.g. some imagers scan all fluorescent

channels at each step, while others scan the entire sample for
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each channel separately), additional registration of the acquired

fluorescent channels may be required.

Image pre-processing requires a very systematic approach and

should be robust and identical across all samples/images of the

same project to avoid the loss of biological information and a

potentially biased interpretation of the results. While

computational tools exist tackling the individual issues, their

implementation for non-expert users is challenging and requires

some level of computational knowledge. Moreover, linking the

inputs and outputs of consecutive steps is far from trivial and

integrated workflows are still missing. All of this together makes

that to date, image pre-processing is mainly done by

manual/visual inspection in the routine setting, thus largely

limiting the throughput of these techniques.

High-Level Image Analysis

During high-level image analysis, the output of the different

functions is a description of the content of the input image(s)

such as cell edges, cell features or tissue regions. Once a set of

images is properly aligned and ‘cleaned’, cells need to be

precisely delineated (commonly described as ‘cell

segmentation’). The quality of this step is very important for

proper cell identification (see below). In tissue sections, this

step is commonly done using nuclear segmentation. Historically

nuclear segmentation has been tackled mechanistically

(watershed algorithm and variations (79, 80). However, the

introduction of deep learning algorithms (specifically
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convolutional neural networks (CNNs) like uNets) have

outperformed all the mechanistic algorithms and now represent

the state-of-the-art (81, 82). The main drawback of

deep-learning based algorithms is the need for large training

datasets. However, current efforts are ongoing to implement

machine learning approaches (83), which are gradually

becoming more efficient at recognizing and splitting cells

requiring minimal hands-on image training (84, 85). While a few

algorithms have explored the possibility of segmenting full cells

(including cytoplasm and membrane) (86, 87) cell nuclei are far

less heterogeneous making nuclear segmentation more robust.

Regarding the clinical implementation of cell segmentation

approaches, deep-learning based methods will require to

fine-tune existing algorithms to optimize the accuracy of the

predictions and adjust it to the specific acquisition instrument

and sample material. To the best of our knowledge, such an

ambitious comparison in immunofluorescent images and in a

multi-center setting with a variety of acquisition instruments is

not available in the literature. However, a similar study has been

carried out for Ki-67 expression, a prognostic marker in breast

cancer, which has shown excellent accuracy and reproducibility

in different analysis platforms performed by multiple operators

(88). Accuracy and reproducibility are well known issues in

state-of-the-art histopathology where the sample readouts are

extracted by the subjective eye-rolling of an expert pathologist

which causes intra- and inter-observer variability (89, 90). In

fact, the main limitation for the automation (human or
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computational) of pathological evaluations is the lack of

standardization (91). However, we believe that with the right

standardized roadmaps to histopathological analysis integrated

computational pipelines will become state-of-the-art and that

the future of pathology is mainly digital (92).

Finally, the acquired signals, such as fluorescence intensity,

amount of metal isotopes, read-counts, etc., are quantified in

every cell together with morphological features of the nucleus

(nuclear size, shape, etc.) and topological features (X/Y

coordinates) in a step called ‘feature extraction’, and collected

in a structured data matrix.

Overall image pre-processing is highly dependent on the

technology that was used to acquire the images – each of them

will still require significant tweaks and adaptations to translate

the procedures of one technology to another. While most

vendors of the above described instruments provide

accompanying software, these commonly don’t extend beyond

mere viewing of images, a step that is crucial for quality

assessments of the stains, but don’t allow quantitative and

extended analysis. More dedicated (commercial) image

analysis platforms are also gradually becoming available (e.g.

Halo (Indica labs) or Visiopharm software packages for digital

pathology, and the open source tools such as QuPath (93),

CellProfiler (94), or HistoCat (95), are continuously updated, but

considering the enormous amounts of biological questions that

still require downstream analysis of the spatially resolved cell

types, such packages typically remain constricted to initial
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groundwork, or highly dedicated to one particular type of

analysis. Some more integrative pipelines are also gradually

being released, such as MCMIRCO (96) or SIMPLI (97),

although these still require a high level of bioinformatics skills.

High-Dimensional, Spatially Resolved Data Analysis

Next, the obtained data matrix containing the high-dimensional

data still requires further analysis and interpretation. A first step

in this process involves the identification of the various cellular

(pheno)types (i.e. epithelial cells, particular T cell subtypes,

tumor cells, blood vessels, etc), a step that is usually done

using clustering analysis and manual interpretation according to

methods that resemble many other single cell methodologies.

More automated algorithms that can be trained to assign labels

to each cell (e.g. using convolutional neural networks (43)), and

pretrained templates (98) do exist, but still require significant

training, as cellular phenotypes can vary extensively between

organs and/or disease conditions. In addition, this step is

commonly further complicated by imperfect cell segmentation,

as markers of adjacent cells can “pollute” neighboring cells,

making interpretation difficult. This can require an interactive

iteration of the settings for cell segmentation, next to a

step-wise approach in clustering, where in a first step the major

cell types are defined, after which the different subtypes of

these cells can be defined. The latter is mainly used to avoid

that large populations outcompete small/rare populations.
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Regarding clustering, there are several methods publicly

available without any single method proving to perform better

than the others. While many studies have used one or another

clustering algorithm (49, 99–101), our group implemented a

consensus clustering procedure (31, 35) following a “Wisdom of

the crowds” type of approach, where three independent

algorithms (to choose between Phenograph, K-means,

FlowSom, ClusterX, Clara, Hierarchical clustering, among

various others) were used to cluster the identified cells. Each of

the identified clusters is then annotated manually by an expert

pathologist/immunologist, and only cells that remain in the

same annotated cell type across minimal 2 methods are

retained for further analysis. Since multiplexing datasets can

identify millions of cells, clustering is done in a subset of these

cells. There are different sampling strategies available,

including random sampling, stratified random sampling,

stratified proportional random sampling, etc. The annotated

subset is then projected on the entire dataset using

cell-type-specific fingerprints. The above-described

methodology, however, still requires significant manual work

from expert pathologists/immunologists, a step that could still

largely benefit from properly curated databases, which will allow

for machine learning tools to automatically recognize and

annotate cell types.

Once this information has been gathered, data is subsequently

projected against the spatial context of the tissue. Indeed, each

cell is composed of a precise subset of pixels with specific
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coordinates that span a specific surface in the image. This

information therefore allows the analysis the spatial distribution

of the cells that can be used to model cell-cell interactions (32)

(typically referred to as ‘neighborhood analysis’) and any other

spatial measurement (e.g. distance measurements to structures

of interest, nearest-neighbor analysis, etc), but also the

definition of larger cell communities and tissue architectures

(102). For any of these analysis subtypes, in spite of the

presence of several methods implemented in papers published

in literature (102–106), there are currently very few software

packages available, mostly requiring specific and specialized

bioinformatics skills. However, from a biological point of view,

this step is the most crucial as it will allow researchers to

explore complex biological systems in a quantitative way, so

sufficient efforts will still be required in the coming years to

develop standardized methods. Moreover, the high complexity

of these analyses, together with the relatively small scanned

areas or amount of slides/patients (which cannot capture the full

heterogeneity of a tissue or disease group), typically results in

large patient-to-patient variation, which will require that

significantly large cohorts are interrogated to come to

statistically robust conclusions. Whether sufficiently large

cohorts can be analyzed will in great part be defined by the

used platform (see above). Also, diagnostic tools using mIHC/IF

have shown their benefits for the treatment of the patient.

Standardized methods to perform image analysis will have to
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be developed and properly validated before their clinical

implementation can even be considered.

Finally, each described method will eventually generate

terabytes of images containing expression profiles of each

included marker. The size of such data sets poses an additional

challenge to store, label, transfer, computationally process and

interpret the data in a reasonable amount of time. Current

methods for big data processing, however, should be easy to

adopt, but are only now becoming available in most institutes.

In line with this, over the coming years, this “next-generation”

pathology field will also need extended digital data repositories

and standardized analysis methods to bring diagnostics and

tissue interpretation to the next level. Implementing the required

safety measures in line with the current General Data Protection

Regulation (GDPR) regulations will also be of primary

importance (107).

Making the difference with spatial IHC profiling

In the last part of this review, we provide an overview on how

multiplexed IHC has been used and implemented in research

over the past years. Considering the growing number of papers

(all to which we can unfortunately not refer), we chose to focus

on the most important concepts and provide examples of how

researchers have used (some) of the above described methods

together with dedicated bioinformatics analysis pipelines to gain

additional insights in complex biological processes.
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The General use of Multiplexed IHC Across Research

First, to get a top-level view on how multiplexed IHC has been

used over the past years, we have performed an in-depth

literature search, for which keywords and co-occurring terms

were extracted from ~1000 papers from PUBMED using a

query related to “multiplexed immunohistochemistry” (see

Methods), and generated scientific networks. Based on the

most occurring terms in the titles and abstracts of these papers,

we can draw two main conclusions (Figure 3):

First, considering the topics of research, we identified 3 main

topics: (i) technology/methodology development for multiplexed

IHC using antibodies in tissue sections with the majority of

methods focused on the usage of immunofluorescence; (ii) a

strong focus on cancer research, with the aim to better predict

prognosis, outcome and survival of patients based on the

analysis of tissue sections; (iii) the vast majority of research

papers used multiplexed IHC for the analysis of immune

infiltrates, with a primary focus on T cell biology, checkpoint

inhibition, macrophages and B cells. In addition, a more

detailed density map also shows several prominent biological

markers (e.g. CD3, CD4, CD8, CD68, CD163, CD20,

PD1/PDL1, CTLA4, etc) that are generally used for T cell

profiling, checkpoint analysis, and the investigation of

macrophages and B-cells.

Second, when overlaying the generated network with the dates

of when the papers containing the indicated terms were

published, we identify a trend where research was initially
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focused on technology development (before 2016), while

gradually moving to its implementation in the research

community to study immune infiltrates related to cancer

development and its treatment using immunotherapy

(2016-2020).

Using multiplexed IHC to answer complex biological
questions

Considering the rise in available technologies for multiplexed

IHC over the past few years and their gradual implementation,

only the tip of the iceberg has been uncovered. Indeed, next to

the revolution in single cell profiling, for which single-cell RNA

(scRNA) sequencing is still the primary method for cellular

phenotype exploration (108), the implementation of spatial

technologies is becoming increasingly important to precisely

locate the identified cell types and phenotypes in the context of

a tissue and across a patient cohort. In this way, accurate

atlases of healthy and disease-specific microenvironments can

be compiled, both for human and mouse tissues (109, 110). For

instance, the myeloid compartment of glioblastoma brain tumors

was recently described using the combination of scRNAseq,

CITEseq and multiplexed IHC through which the various

ontologies of the infiltrating macrophages and resident

microglial cells could be identified, while their distributions were

spatially separated over various niches, which, moreover,

evolved from the newly diagnosed to the recurrent setting (111).

The distribution of the various cells across a tissue section was
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determined by computationally breaking up the tissue in smaller

“tiles” in which the relative distributions of the identified cell

types were determined. The same approach is directly

applicable to define tumoral, peritumoral, perivascular and

non-tumoral areas (112), and, while these insights are key to

define the macrostructure of a tissue, such analysis still remains

on the level of one cell type at the time. Once macro-level areas

are defined, it becomes key to understand local cellular

distributions, an analysis type that is done by performing

neighborhood or nearest neighbor analyses. In this analysis,

the local neighborhood from each individual cell is defined by

assessing which other cell types are present within a certain

radius or distance. We and others have used this approach to

define local cell-cell interactions between all identified immune

cell populations in melanoma samples (23, 96). As such, it was

found that exhausted cytotoxic CD8+ T cells were typically

residing in close vicinity to TIM3- or PDL1-positive

macrophages (23, 113, 114). Similarly, it was found that the

CD8+/TCF7+ double positive T cells that were residing in the

tumor could be reactivated and showed a positive correlation to

responsiveness to checkpoint blockers in melanoma (115).

Such inference could only be achieved by performing multiplex

analysis in tissue sections, allowing researchers to

simultaneously define the phenotypic and functional status of

each identified cell type but also define the spatial distribution of

each cell and how they relate to each other. A similar cellular

sociology was identified in breast tumors using IMC through
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which communities and local niches could be determined which

typically consisted of a dominant tumor clone in combination

with a variety of immune cells (102). Cellular neighborhoods

could also be identified in colorectal tumors (116). Moreover, by

measuring such neighborhoods, the presence of particular

CD4+ T cells in cellular neighborhoods that were also enriched

for granulocytes was identified as a positive markers for survival

in CRC, while the presence of macrophages in breast tumor

communities rather correlated with poor prognosis (102, 116).

Also in lung, ovarian, liver, kidney and various other cancer

types, the presence of specific immune cell infiltrates were

shown to correlate with good or poor outcomes (117–119) or

with response to immunotherapy (120). The number of research

papers using this type of analysis keeps on rising steeply (and

we apologize to all the authors of papers we have not

mentioned here), even though the scale at which such projects

can be performed should become even larger to achieve the

next clinical revolution.

Multiplexed IHC vs. spatial transcriptomics: a
complementary duo

In this review, we have mainly focused on methods for

multiplexed IHC. The main advantage of these methods resides

in their prompt translatability to the clinical setting: indeed,

pathology labs have been performing antibody-based

assessments for decades and adding mIHC should be more

easily adoptable in such setting, even though a transition
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towards digital pathology will be required. Recently, methods for

spatial transcriptomics are being developed at rapid pace: the

main advantage of the latter methods (for which a plethora of

technical approaches is currently available (121)) is their more

universal character, whereby complementary detection probes

can be developed in a more generic and species independent

way, while mIHC largely depends on the availability of specific,

high quality antibodies, which are not always available and

often not cross-reactive over species (e.g. mouse vs human).

While such approach enables researchers to uncover unknown

pathways and patterns, RNA-based methods also harbor some

pitfalls as well. Indeed, for the majority of (archival) samples,

the currently available standard quality of materials (as they are

mostly available as FFPE materials in biobanks across the

world, and less often in the form of fresh frozen tissue blocks) is

typically directly amenable for antibody-based approaches

leading to robust insights. The quality of samples for RNA

based analyses will, on the other hand, require very close

monitoring of sample/RNA quality, as the stability and longevity

of RNA molecules is much less compared to proteins. The

translational character of RNA-based methods will therefore still

require proper benchmarking to ensure robust pathology grade

readouts. The coming months and years will have to show how

this exciting field keeps on evolving.

Finally, both protein and RNA-based methods are gaining more

and more traction to unravel complex cellular networks and

architectures. However, the main setting currently still relies on
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the “discrete” utilization of one method at the time. Indeed,

while each method can already provide highly valuable insights

at single-cell resolution, each approach also harbors various

downsides as well. For instance, while transcriptome analysis is

excellent at unravelling transcription factor networks or identify

the source of cytokine expression in complex tissues (122),

signal-transduction events, protein-protein interactions or

particular immune cell states can be measured more reliably at

the protein level (123). As such, combining multiple

methodologies in an orchestrated fashion can produce highly

synergistic insights that cannot be achieved by either method

alone. This evolution towards multi-omics approaches is a very

active domain, where various challenges will have to be

overcome as well. Not only will methods have to be adapted in

such way that capturing RNA and protein based features will

remain possible, also data integration will require further

evolution, even though steps are being put in that direction

(121, 122).

Conclusion

A large variety of technologies for multiplexed

immunohistochemistry has been developed over the past years,

each with their own advantages and downsides, and it is

expected that these will keep on improving over the coming

years. Moreover, combinations with other spatial omics, such

spatial transcriptomics, genomics, chromatin accessibility,

lipidomics or metabolomics, are underway which bring yet
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another level of technological and computational challenges.

Regardless of the approach, each technology has the goal to

interrogate increasing numbers of analytes in pathological

tissue samples at single-cell and spatial resolution. This

revolution allows us now to investigate complex patho-biological

processes at unseen resolution- insights that bear the potential

of becoming the next generation of higher order biomarkers.

This can, however, only be achieved if appropriate

computational tools and infrastructure – the hallmark of a true

shift towards digital pathology – are implemented that can deal

with this approach and complexity. Moreover, considering the

number of parameters that will be measured, it will be

paramount to investigate sufficiently large populations of

patients so that we can evolve from anecdotical case reports to

more fundamental, robust and clinically useful insights. The

latter will require the combination of highly standardized

methodological processes and concurrent validated analysis

pipelines. Finally, such next-generation pathology will also

require standardized digital data repositories to set appropriate

standards and benchmarks to bring the field to the next level.

Methods

Digital Literature Analysis
The VOSViewer tool and algorithms (Visualizing scientific

landscapes; https://www.vosviewer.com (124);) were used to

analyse extracted publication data from a PubMed search using

the following search criteria:

121

https://www.vosviewer.com
https://www.frontiersin.org/articles/10.3389/fonc.2022.918900/full#B124


multiplex immunohistochemistry[Title/Abstract]) OR

(multiplexed immunohistochemistry[Title/Abstract]) OR

(multiplexed immunofluorescence[Title/Abstract]) OR

(multiplexed immunophenotyping[Title/Abstract]) OR

(multiplex immunofluorescence[Title/Abstract]) OR

(multiplex immunophenotyping[Title/Abstract])

Multiplexed Analysis using MILAN
A 3µm thick tissue section of a melanoma tissue microarray

was subjected to multiplexed immunohistochemistry according

to the MILAN protocol as previously described (21). Overall 83

antibodies were succesfully used as have been described here

(23, 125).
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Supplementary Figure 1 | GIF representation covering an

82-plex of a melanoma tissue sample stained with 52

consecutive rounds of MILAN staining.

Figure 1 Schematic overview of the currently available methods

for multiplexed immunohistochemistry (IHC). (A) Currently, the

most common approach for multiplexed IHC makes use of

fluorescently labelled probes, which are either directly coupled

to the primary antibody or indirectly provided by a secondary

antibody, that are detected in a cyclic fashion consisting of a

staining protocol, followed by tissue imaging and signal

removal. (B) In contrast to cyclic methods, single-step spectral

methods detect all dyes in the tissue simultaneously: these can

either be provided by directly labelled antibodies that are all

simultaneously present in the tissue section or by the cyclic

generation of TSA precipitates which are subsequently

spectrally unmixed in a single imaging step. (C) Antibodies can
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also be detected by covalently linked nucleotide labels to which

fluorescently labelled probes are hybridized in a cyclic fashion

for which each cycle gets imaged. (D) Non-fluorescent mIHC

methods involve the cyclic generation of chromogenic

substrates that are washed away following an imaging step in

between each cycle. (E) For imaging mass cytometry (IMC),

antibodies are labelled with metal isotopes which are detected

by the local vaporization of the metal ions by a UV laser,

following which the present isotopes are resolved using atomic

spectrometry. (F) Finally, nucleotide labelled antibodies can be

detected by removing the nucleotide labels from the antibodies

using a laser beam, following which the nucleotides that were

collected from a precise region of interest are sequenced to

quantify the amount of available proteins in that region.

Figure 2 Schematic overview of the required steps for

downstream image analysis using the most commonly used

fluorescent, cyclic methods for multiplexed IHC. Images are

collected across multiple cycles but still need to be cleaned

(QC), corrected (PP), registered/aligned (REG),

autofluorescence removed (AF), segmented (SEG), feature

extracted (FE), phenotypically annotated (PI), and spatially

resolved (SA).

Figure 3 The bibliometric map of multiplexed IHC over the

years. Using VOS Viewer, a software tool for constructing and

visualizing the bibliometric network related to “multiplexed
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immunohistochemistry” on PUBMED (see Methods), we

observed a shift from 2010 where technology development

started (blue circles), to its use to unravel complex cellular

networks in 2020 (yellow areas) with a strong focus on

immuno-oncology and T-cell biology.

Table 1 Technical overview of multiplex IHC staining

methodologies.

Figure 1
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Abstract: Single-cell biology has revolutionized the way we

understand biological processes. In this paper, we provide a

more tailored approach to cluster and analyze spatial single-cell

data coming from immunofluorescence imaging techniques. We

propose Bayesian Reduction for Amplified Quantization in

UMAP Embedding (BRAQUE) as an integrative novel

approach, from data preprocessing to phenotype classification.

BRAQUE starts with an innovative preprocessing, named

Lognormal Shrinkage, able to enhance input fragmentation by

fitting a lognormal mixture model and shrinking each

component towards its median, in order to help further

clustering step in finding more separated and clear clusters.

Then BRAQUE’s pipeline consist of a dimensionality reduction

step performed using UMAP, and a clustering performed using

HDBSCAN on UMAP embedding. In the end, clusters are
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assigned to a cell type by experts, using effects size measures

to rank markers and identifying characterizing markers (Tier 1)

and possibly characterizing markers (Tier 2). The number of

total cell types in one lymph node detectable with these

technologies is unknown and difficult to predict or estimate.

Therefore, with BRAQUE we achieved a higher granularity than

other similar algorithms such as PhenoGraph, following the idea

that merging similar clusters is easier than splitting unclear ones

into clear subclusters.

Keywords:
Multipleximmunostaining;GaussianMixture;Lognormal;Single-cell;Bayesian;UMAP;

DBSCAN; Clustering; Lymphoid tissue; Effect size;

1. Introduction
Single-cell (1) biology has revolutionized the way we understand

biological processes[1]. iPrior to 2013, very few biological

assays were indicative of single-cells (e.g., FlowCytometry); the

introduction of single-cell RNA sequencing changed the

paradigm. In a few words it can be explained as the detection of

the same traits in every single-cell in a sample, not just as the

mean value of the bulk. This revolution has added a new level

of resolution to what we can capture and makes us better

understand the complexity of a sample. In medicine the

single-cell approach is particularly helpful, revealing unknown

mechanisms in healthy and pathological tissues, and improving

healthcare[2] [3]. Characterization of single-cells has increased

our understanding of cell phenotypes, the dynamics and
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trajectory of their development, and their network.

All of this has been possible thanks to the fast development of a

large group of technologies: “single-cell multi-omic

technologies”. Each of them provides a very specific kind of

information for every cell analyzed based on genomics,

transcriptomics, proteomics, and metabolomics signals, not to

mention spatial approaches that associate with cell identity its x

and y localization within the tissue. This, together with

information related to neighboring cells[4], is crucial information

because cell identity and role are determined by the spatial

context. Integration of them into “single-cell multimodalomics”

[5][6][7] is the next step to fully characterize cells and cell types.

This impacted the way of doing research and new

bioinformatics tools became more and more indispensable in

order to explore single-cell data. Moreover, single-cell analysis

was intrinsically born as a discipline that has to face big data

sets, with thousands of entities (i.e., cells), and tens to

thousands of columns. All of this had to be managed with

unsupervised/supervised approaches, and required different

expertise. Therefore, this kind of data is a complex kind of data

to deal with.

While these technologies were flourishing, many global

research efforts have been done to collect and share an

enormous amount of single-cell data and to make them publicly

available. Some large consortia have been created and

represent now the standard and the repository to which refer to.

Among them the most important are Human Cell Atlas
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(HCA)[8], BRAIN Initiative Cell Census Network (BICCN)[9] and

Human Biomolecular Atlas (HuBMAP)[10].

Together with all of these novelties, high-plex spatial proteomic

represents a small but crucial niche for many reasons: it has a

single-cell resolution associated with spatial localization, it

evaluates the presence of protein and not RNA signal

(bypassing post transcriptional modification), it analyses whole

cells without losing any types of them [11] as often happens in

tissue disaggregation [12] or other single-cell technologies, it

allows retrospective study on Formalin-Fixed

Paraffin-Embedded (FFPE) sample collection, which is easily

integrated with other “-omics” technologies.

Thanks to global initiatives and to the commercialization of

these technologies, the need to approach these big data from a

computing point of view, in order to standardize analysis and

make them available, grew exponentially. In the last few years

more than 1000 bioinformatic tools have been developed,

mainly in the two world-wide used interpreted languages, R and

Python [13].

In this project we consider single-cell proteomics data extracted

from the lymphoid tissue, which is a very dense type of tissue

(approximately 1 to 2 · 106 cells per mm3 of tissue [14]).

Among the big repositories of single-cell data, it is not very

often represented. If present it contained only a selected

population of cells, such as stromal cells [15] or an organ, such

as tonsils [16]. Unfortunately, with the exception of the HuBMAP

project [10], there are no other lymph nodes data set from
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“imaging technologies” available and, at the moment, shared

data have not more than 30∼40 Antibodies.

Moreover, In the single-cell field the majority of developed tools

are specifically cre- ated for single-cell RNA sequencing data

analysis [17][18]. One of the few method widely applied outside

the original scRNAseq data is PhenoGraph [19]. The evolution

of technologies [20] [21] has added modules for data

integration, annotation, spatial distribution, and neighborhood

analysis, however a dedicated part to approach data sets

coming from single-cell imaging technologies is still missing or

preliminary [22].

In short, many methods are tuned and perform clustering for

high dimensional complex data, but very few of them are suited

for spatial transcriptomics and the continuous property of its

data. Moreover, the high number of markers included in most

database presented during this analysis (7 out of 8 datasets

have 70+ markers) adds a further level of information that can

and should be analyzed together, and this is the target for which

BRAQUE was developed.
1 Whenever we speak of “single-cell” acquired from imaging techniques, it would be

appropriate to remind ourselves that, in reality, we are talking about computational

approximations of cell-segmentation boundaries and spatial-mappings of features to

DAPI stained nuclei.

2. Materials and Methods
2.1. Datasets and Data Acquisition

The data used for the analysis consisted of 8 different data set

(per number of markers and cells) of normal lymphoid tissue,

153



which were obtained with the Multiple Iterative Labeling by

Antibody Neodeposition (MILAN) technology [23] (seven

samples) and CODEX (one sample). MILAN datasets consist of

3 tonsils and 3 lymph nodes cores (each of 2mm in diameter)

and one whole lymph node, all of them were sections of 5 μm.

The number of cells were ranging from ∼25k to ∼65k for the 6

cores, while the whole lymph node dataset had ∼730k cells.

Each of these dataset counted 70+ markers after a marker

selection step performed by the experts, all of them acquired

with 8-bits channels. Cores belonged to 3 different tissue

microarray (TMA) constructed with a Tissue Microarrayer

Galileo CK4500 (Tissue Microarrayer Model TMA Galileo

CK4500; Integrated Systems Engineering srl, Milan, Italy).

Sections were stained by using MILAN technology [23] which

consists of multiple stainings, imaging and stripping cycles in

Immunofluorescence. Images were acquired with a

NanoZoomer S60 slide scanner (Hamamatsu, Japan) at 20x

magnifica- tion. This method has been shown to preserve tissue

integrity and provide high stainings reproducibility (less than

10% variation) over 30 cycles [24].

Primary antibodies were validated for in-situ use on FFPE

sections [25]. Highly ex- pressed, partially overlapping,

lineage-defining markers were preferred, including nuclear

transcription factors. Multiplex staining and image optimization

was performed according to a published protocol (MILAN [23]).

CODEX dataset was downloaded from the reposi- tory Globus

(of the HubMAP project) and counted of ∼109k cells. This
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dataset counted of only 28 markers acquired in 16-bits

channels, and therefore there was no marker selection step, in

order to not enlarge the already considerable difference with

MILAN datasets in terms of dimensionality.

DAPI-based image segmentation was performed by means of

the algorithm "CyBorgh" developed by S. Borghesi (available

upon request to the same author). It is a Matlab code which can

handle very large images (in excess of 250 megapixels) in a

reasonable time (it took less than 3 hours on an Intel Xeon

6130 2.1 2.6GHz 16 core, 192 GB RAM machine to segment a

1 terapixel 8-bit gray scale image with 2.2 million cells found

and to generate its dataset with 92 filters). CyBorgh operates in

two steps: it initially searches for the boundaries of individual

tissue cells in the DAPI image after having applied to it a series

of filters which must be carefully tuned to specific image

features such as noise, cell size, shape and inner structure

details. Once the segmentation of the DAPI image is produced,

the connected components of its complement (which are

expected to correspond to tissue cells) are sorted out in a

Matlab cell array, each of its objects containing the coordinates

of the pixels of one component. If n is the number of filtered

images of the same portion of tissue, a stack of n accurately

registered images is used to read out the pixel values of each

component in every image. Let k be the number of pixels of a

component. This way the algorithm associates to that

component n sets of k integers between 0 an+-d 255. By fixing

a metric (in our case it was the mean), we can “merge” each of
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the n sets of integers in a rational number, thereby producing a

vector in the n dimensional Euclidean space. The data points

comprise all such vectors, each representing one tissue

cell/component in the DAPI image in such a space. Their

coordinates are the "raw" data. Summing up, CyBorgh takes n

registered images as input, one of which is declared to be

DAPI, and outputs a .csv file with rows corresponding to

coordinates of data points and columns to filter response on

tissue cells.

It was at this point that data continuous nature came in play.

When the pixel is acquired, for every marker, it has a usual 8-bit

discrete value. But after the segmentation step, every identified

cell was made of multiple pixels, and therefore their value

needed to be averaged to extract a single value for a single-cell

for each marker, giving the continuous nature to our data.

Moreover, single-cell data from CODEX dataset have already

been observed to behave as a continuum regarding protein

expression [26], reinforcing the concept that we are not dealing

anymore with discrete data as in single-cell RNA seq.

2.2. Data preprocessing and lognormal shrinkage

In the preprocessing we introduced a new method to improve

the capability of identi- fying clusters in the successive steps of

the pipeline.

The core idea is to look at each marker distribution within a

dataset (e.g., considering only one dataset at a time) and find

possible subpopulations with similar distribution but shifted in

location (therefore having higher or lower marker expression).
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This concept resembles quite well the working principle of

distribution mixture models.

First we have to highlight that one of the main differences

between transcriptomic and fluorescence data resides in the

distribution followed by their values. In both cases, values are

non-negative, but transcriptomic data follow a discrete

distribution, while the data used for this study are continuous.

Therefore, many algorithms and packages built for discrete data

such as Poisson, or Negative-Binomial distribution, are not

suited for continuous data.

Since mixture models are often computationally heavy, to deal

with our data, we had to find a distribution exhibiting the

following properties: continuous, non-negative, and fast to

compute and model. Therefore we chose to use the lognormal

distribution as the basic element for our mixture model. This

also allowed the use of pre-built and optimized gaussian

mixture models, still for computational reasons, instead of a

slower mixture model with customizable distribution.

To perform this task, we used the Bayesian Gaussian Mixture

algorithm from scikit learn python library. The reason behind

such choice is that this algorithm uses the expecta- tion

maximization (EM) technique to infer from the data the correct

number of components to use, where each component is a

gaussian distribution with its own independent mean and

variance. The only precaution to consider is that such algorithm

requires a number of components as input parameter. This

number is not lowered, but the fitting algorithm can send some
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components importance exactly to 0, excluding them from any

kind of contribution. Therefore this parameter acts as an upper

limit for the number of gaussians used to estimate

subpopulations, and this property should be properly taken into

account. On one side, the higher this number and the more

accurate the algorithm estimates. On the other hand, the

smaller the number, the faster the convergence of the

algorithm.

We will further show values for this parameter, but in order to

generalize, we suggest a procedure to properly tune a good

trade-off between accuracy and computation time: if time is not

a concern, choose the smallest number of components for

which every feature (or almost every feature) ends up having at

least 1 discarded component after the EM fit procedure. If

instead time is a concern and the previous suggested value

ends up making the algorithm too slow, we suggest to use the

highest value that meets your time requirements, since the

lower the value, the more subpopulation will risk to be merged

with each other (making it harder for the next steps to split

them). Such recommendation is not strict, using slightly bigger

values for the number of components will simply imply a waste

of time but equally good results, using slightly smaller values

will risk to sacrifice a bit of quantization, but the core of this step

is just to guess possible initial subpopulations, the successive

pipeline is in charge for validating and tuning such guess.

The EM algorithm can be summarized in giving the set of

tunable parameters some random values, and then recursively
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apply two steps until convergence:

1. E-step, compute the probability of the data points to belong

to the various gaussian distributions given by the most

recent set of parameters values (and assign the data points

to the most probable distribution);

2. M-step, use the updated assignments to compute the new

best parameters for the distributions, obtained by

maximizing the likelihood L of the assigned data given at the

previous step;

therefore this method tunes the parameters maximizing the

likelihood of the data, using the information carried in it.

When the EM algorithm converged, all points were assigned to

a gaussian distribution by the algorithm. This procedure was

possible considering for each value the probability of belonging

to the i-th gaussian, computed as:

where gi is the i-th gaussian component, characterized by mean

mi and standard deviation σi. The point x was assigned to the

gaussian with the highest P(x ∈ gi).

Once all points were assigned to a gaussian distribution, every

point was then shrunk towards the mean of the belonging

gaussian using

where γ is a properly tuned contraction factor. This step

dismembers the original distribution, but preserves the order.

Doing so values rankings are maintained, but gaps are created

in correspondence of where we could have a good separation

between two different subpopulations.

A small incompatibility could be that the lognormal distribution is
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strictly positive instead of non-negative, but such a problem was

easily solved by adding a very small constant before fitting the

mixture model. Doing so, one of the gaussian components from

the mixture model was always going to account for the values

at the very small value, basically identifying as a separate

subpopulation all those values that started as a zero in the

original distribution.

A summary of the preprocessing algorithm for each single

marker could be as follows:

1. Robustly scale the marker distribution, dividing it by the

median absolute deviation (MAD). This step is suggested so

all the parameters for the Bayesian gaussian mixture

algorithm are going to be the same for every marker;

2. sum a small positive constant to every value to avoid taking

the logarithm of 0;

3. compute the logarithm of the shifted and robustly scaled

distribution;

4. perform a Bayesian gaussian mixture fit using EM algorithm;

5. once the final gaussians are identified, shrink every value

towards its belonging

gaussian, then back transform the values by exponentiation;

6. subtract the minimum of the distribution and (optionally)

scale robustly, dividing

again by the new MAD of the final distribution.

We named such preprocessing as Lognormal Shrinkage (LS).

Two final considerations regarding the LS method:

· The shrinking factor was tuned based on the quality of
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results, but no big difference in the range from 2 to 10, was

observed, therefore a value of 5 was chosen;

· the base for the logarithm is not affecting the performances,

only scales the log trans- formed distribution; therefore, we

used base 2 logarithm, and in case of different choices the

shrinking factor should be tuned accordingly (e.g. the base

10 logarithm should use a contraction factor of 5/ ln(10) ∼ 2.

An example of the effect of the LS procedure on the distribution

of data is reported in Figure 1.

2.3. Dimensionality reduction step

The dimensionality reduction step has the aim to move data

from a high-dimensional space to a lower-dimensional space,

called embedding, in order to tackle data sparsity and other

problems caused by the course of dimensionality.

For this step Uniform Manifold Approximation and Projection

(UMAP) [27] was chosen due to its huge advantages in terms of

memory and computation time with respect to t-SNE

(t-distributed stochastic neighbor embedding) [28], and its

capability of wrapping more information than older methods

such as Multidimensional scaling (MDS) [29]. Two main

parameters that must be fixed before running UMAP are: the

number of nearest neighbors K and the metric used to compute

the distance. For the first, higher values aim to produce a much

more characterized embedding by the global structure. A value

of 50 (instead of the default 15) was used to have a good

trade-off between global structure and computational efficiency.

Regarding the metric, an angular metric (i.e., correlation) was
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used, where such a distance between vector x and y was

computed as:

where the second equivalence assumes the usage of Pearson’s

correlation, but one could change it to Spearman’s correlation in

order to investigate more general trends. We preferred the first

for computational reasons.

The UMAP algorithm can be summarized into 2 main phases.

First a weighted directed graph is built to represent the data

neighborhood relations in the starting high dimensional space.

A graph is made of nodes (which represents data points) and

edges which connect two nodes, where in our case such

connection represents a proximity relation between the two

connected nodes. The fact that the graph is weighted means

that not all edges are equal, in fact they might be more or less

strong according to an intensity value called weight which

resembles higher or lower proximity among the connected

nodes. Directed simply implies that the weight wij of the link

connecting node i to node j can differ from the weight wij

connecting j to i. In UMAP the weight wij between point i and j is

computed using the equation:

where σi is tuned such that
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Here dij is the distance according to the metric in the

high-dimensional space, σi is called the scaling factor for point i

and it is used to normalize the sum of the outgoing weighted

edges, and finally ρi is the smallest strictly positive distance

between point i and its neighbors j ∈ {1,...,k} (and therefore ρi >

0).

The second phase of the algorithm is the low-dimensional

space (called embedding) optimization. This is needed to

reproduce as correctly as possible the weighted directed graph

structure. Such procedure is achieved by placing the data

points in the embedding space (either with random starting

positions or with coordinates initialized by some criteria, for

example via spectral embedding or, if not possible, with PCA

coordinates), and then alternatively apply to every point i

attractive forces towards its nearest neighbors and repulsive

forces towards its non-nearest neighbors. The intensity of both

attractive and repulsive forces can be tuned among the initial

set of UMAP parameters. The final output of the algorithm is a

low-dimensional space which replicates the proximity observed

in the original high-dimensional space among the data points,

but with a considerable boost for clustering algorithms

performances and with the advantage of possibly visualizing the

new data space.

2.4. Clustering step
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All clustering algorithms have advantages and disadvantages,

but we will try to briefly explain the reason for our suggested

choice. Hierarchical clustering brings the obvious advantage of

producing a hierarchical structure that can be investigated,

allows the plotting of dendrograms, and follows the very simple

intuition of merging the 2 closest elements together iteratively.

One of its possible drawbacks is related to the linkage method,

which affects the shapes of the resulting clusters [30]. In fact it

is well known that single linkage produces for example narrow

line-like clusters, while complete linkage produces more

spherical clusters. And in general, even if more and more

linkage methods can be found, all of them imply some kind of

assumption regarding the resulting clusters’ shape. One

possible solution to this drawback is switching to a

density-based clustering algorithm. The most renown of this

kind is Density-Based Spatial Clustering of Applications with

Noise (DBSCAN) [31], which requires two input parameters: ε

and min_samples. The first defines what is close, the second

defines more or less the number of points needed to start the

formation of a cluster.

Thanks to the usage of a distance parameter and a certain

number of points that must be contained in such distance,

DBSCAN uses density to form its clusters, allowing any

possible shape with no restrictions. The big downside in this

case becomes the fact that now the threshold is imposed on the

density, and therefore identifying clusters of different densities

could become a problem, where the bigger the difference
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between densities and the less the chances to identify both

clusters at the same run.

To briefly explain DBSCAN for further purposes, its procedure

could be summarized in the following way:

· Given the two parameters epsilon and min_samples, a point

x is defined as a “core point” if and only if at least

min_samples points are within ε distance from x.

· Connect all “ε-reachable” points. Where two points are said

to be “ε-reachable” if they are in each other’s neighborhood,

and points are “density-connected” if they are directly or

transitively “ε-reachable”.

· We conclude labeling as a cluster every maximal

“density-connected” subset of the data, while the remaining

unlabeled points are relabeled as noise at the end of the

algorithm.

The HDBSCAN algorithm [32] is the hierarchical improvement

of DBSCAN, and basically provides advantages from both

approaches, while limiting their drawbacks. It allows detecting

clusters with generic shapes and possibly very different

densities, as long as such densities are higher than the

respective neighborhood. Therefore this last algorithm is the

suggested algorithm for the clustering phase. HDBSCAN’s

working principle is similar to running DBSCAN for all ε ∈ [0, +

inf[, then use the different values of ε (or more precisely, a new

distance, called Mutual Reachability Distance and based on the

centroid of the neighborhood) to connect points in a hierarchical

dendrogram fashion. Finally clusters are extracted not by
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cutting the dendrogram at a given depth, but instead

considering cluster stability at varying depth. This last step is

performed using λ = ε − 1, and then identifying for each

candidate clusters their birth (the λ at which cluster forms) and

their death (the λ at which the cluster splits into separate

clusters).

Now for each point in the cluster we can define λp as the value

at which that given point leaves the cluster. Therefore λp

∈]λbirth,λdeath], since each point either leaves the clusters

before death or exactly when the cluster splits into minor

clusters. Now we can calculate the stability of cluster C as

follows:

The cluster extraction is then performed by starting from leaves

clusters, and replacing some of them with their roots cluster

every time that root cluster stability is bigger than the sum of the

leaves cluster stability.

Last but not least, one could choose to select much simpler

methods such as DBSCAN for computational reasons, but turns

out that for big databases the performances of HDB- SCAN are

better in terms of computation time [33], and therefore

HDBSCAN is preferable also under this point of view.

2.5. Cluster characterization step

After the clusters are identified, a method to describe which
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markers are mostly expressed from the clusters is needed. A

first step was to perform a Welch t-test for each marker, using

as null hypothesis H0 = (mC ≤ m), where mC is the mean of the

marker in the cluster and m is the mean of the marker in the

remaining cells from the whole sample.

An important digression should be made regarding the p-values

at this point. It is quite common to find in literature the usage of

a standard threshold of 0.05, but we have to notice how p-value

is always a function of the number of samples used in the test.

In particular, the more the samples, the smaller the p-value (if a

difference between the groups is present). Therefore, samples

with a considerably high number of cells (e.g., 105 ∼ 106)

would end up in emphasizing even very small differences, often

producing p-values < −10-100.

It seems indispensable to understand if a marker is significantly

more expressed in a cluster with respect to the whole sample,

but it is also important to properly quantify the magnitude of

such difference. For this reason, together with a Welch’s t-test

with Bonferroni multiple test correction, a measure of effect size

was used to quantify how much a marker is more expressed in

the considered cluster. Thanks to this measure it was possible

to rank for every cluster the markers from most expressed to

least expressed.

A further advantage of this approach was the capability of

looking for gaps in the ranked effect sizes, and defining markers

probably expressed by the cluster, called tier 1 markers, and

clusters possibly expressed by the cluster, called tier 2. The

167



tiers were identified by first looking for the two biggest gaps in

the positive ranked effect sizes, and then calling tier 1 the

markers whose effect size was higher than the first gap, and tier

2 the markers whose effect size was between the two identified

gaps.

To calculate the effect size, a robust version of the Cohen’s d

was used [34], which is computed as:

where mi, σi and Ni indicate respectively the mean, the

variance, and the number of samples from group i, having

usually that the group 2 was the analyzed cluster, and the group

1 was the whole sample excluding the analyzed cluster. One

last detail to notice is that the formula is symmetric with respect

to the two groups, therefore from this version of d it was not

possible to understand if a marker was more or less expressed

than the whole sample, for such reason the final metric used

the formula:

allowing to have negative values of dsigned when m2 < m1.

2.6. Comparison with other existing algorithms and final

validation

As last step, we compared the outcomes obtained by BRAQUE
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with the ones obtained using PhenoGraph [19] R package,

which was run on RStudio (R version 4.0.2).

Cell type assignment for each BRAQUE cluster was based on a

list of its most significant markers in terms of ranked effect size.

For PhenoGraph, a heatmap of marker expression by cluster

was used to assign a cell type, as performed in previous work

using the same algorithm [24]. Then the evaluation considered:

number of noisy/unclear clusters, rare populations correctly

clustered as separate clusters, and number of redundant

clusters (where this was considered as a minor side effect as

far as the clusters were explainable as a correct cell type).

3. Results
In this section we will show the results that can be achieved

using BRAQUE’s pipeline. For clarity purposes we will not show

every produced plot (since in total we produced at least 3 plots

for each of the 620 clusters), but we will focus on explaining the

key steps and showing the results for: 1 preprocessed marker, 1

whole sample analysis, 1 cell type across different samples,

and a comparison with PhenoGraph algorithm.

For the analysis, a server with Intel(R) Xeon(R) CPU E5-2620

v4 2.10GHz was used, with 32 cores, 252 GB of RAM and

Python version 3.9.12. In terms of memory consumption, the

average memory required for the analysis was around 30 GB

for the biggest database (∼ 730k rows x 80 columns). Moreover

the usage of UMAP’s parameter “low_memory” set equal to

“true” allowed it to never exceed 100 GB of RAM usage,
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required only for the nearest neighbor search phase of the

algorithm (which took approximately 1 hour). In terms of time

required to run the analysis on the biggest database,

approximately 95% of the computation time of the pipeline

resides in the Bayesian Gaussian Mixture fitting procedure,

which took around 2 hours per column, resulting in a week of

computation time for the whole analysis. It is important to

underline that both, memory and time consumption are not

linear with respect to the number of rows in the database,

therefore the smallest databases (the cores with a number of

rows between 20k and 70k) were computed with around 10 GB

of memory, a peak of 30 GB, and with the whole analysis

completed in approximately 3 ∼ 8 hours.

Fine tuning of the parameters was obtained by a continuous

and mutual feedback between bioinformatics and pathologists

regarding computational needs, results clarity and

interpretability. As in every machine learning tool, parameters

should be tuned based on data nature, desired result quality,

and computational efficiency. In Table 1 we briefly report

suggested ranges and values that were tuned during this

analysis.

Some small clarifications about Table 1 reported values:

· regarding BGM covariance_type, UMAP’s init, and

HDBSCAN cluster_selection_method should be fixed to the

suggested value, since any alternative could only imply

worse results in terms of correctness and generalization;

· regarding BGM n_components and tol, the best values

170



would be as high as possible for the first and as low as

possible for the second, but what we observed is that such

exaggeration has strong computational drawbacks, and

therefore a suggestion is to use a relatively low tol and tune

the number of gaussians following the criteria described in

the methods section;

· all the other parameters should be tuned dataset-wise for

better performances, but we can point out that, as long as

values are in the suggested range, contraction_factor,

UMAP’s metric, min_dist and nn will not strongly affect the

results;

· HDBSCAN min_samples could be tuned as a proportion of

the considered dataset, we observed that for whole lymph

node dataset the best performances were obtained using

0.05% of the total number of cells, while for CODEX and the

cores, values between 0.1% and 0.2% were better

performing.

Lastly, if time is again not a concern, we strongly recommend to

fix BGM’s max_iter as high as possible to always reach

convergence criteria, otherwise compute for the maximum

amount of time possible and set this parameter consequently.

3.1. Lognormal Shrinkage on a marker

Now, to show the way BRAQUE preprocessing works, we will

show step-by-step the effect of Lognormal Shrinkage on the

marker vWF, a marker used to identify “Endothelium” kind of

cells, a rare, sparse but well-defined cell type.

As previously mentioned in the methods section, the procedure
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is performed on every marker separately. For each marker, a

robust scaling is performed, dividing by the MAD. This to have

all the markers in similar ranges, and therefore having the fitting

parameters to behave similarly among them. Then, a small

constant is added (to avoid further logarithms of 0) the

logarithm is taken for every value, the Bayesian gaussian

mixture algorithm is fitted using Expectation Maximization

algorithm (Figure 1a). When the fit converges, each cell is

assigned to the component to which it is most likely it belongs

to (Figure 1b), and its marker value is modified by shrinking it

towards the mean of the assigned gaussian distribution (Figure

1c). The same effect can be observed on the back transformed

marker distribution (Figures 2), reminding that every normal

distribution in the log2 space becomes a lognormal distribution

in the back transformed space, with new mean and standard

deviation given by

where the pedix normal indicates the normal distribution in the

log2 space, while the pedix lognormal indicates the lognormal

distribution in the original data space.

3.2. Analysis of a sample

To give a broad view on the analysis, we will now show the

step-by-step pipeline application to a whole sample, in this case

specifically to the dataset L2. First of all, in Figure 3 we show

that the number of gaussians used (i.e., 15), was sufficient,
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given that no marker exceeds the 14 different gaussians with

non-zero weight after the fitting procedure. The main results

are, after the application of the Lognormal shrinkage

preprocessing to every marker, the application of UMAP on the

preprocessed dataset, and the application of HDBSCAN

clustering on the UMAP embedding (Figure 4). For evaluation,

we runned UMAP with the same identical parameters, but on

the raw data (Figure 5) instead of the preprocessed data, and

from the comparison of these two figures it seems clear how the

Lognormal shrinkage procedure added a considerably higher

separation in the UMAP embedding, that is not depending on

UMAP’s parameters.

Once the clusters are identified, it is possible to perform the

validation for both, single clusters and global results. Since the

single cluster step will be the focus of the next subsection, now

we will focus on the global result. This step can be performed

with a scatter plot on the real space, where every cluster has an

assigned explanatory label. Such a label could be the list of the

main expressed markers in terms of size effect (Figure 6).

The spatial reconstruction of the clusters can help clinicians in

the global evaluation. For example, according to the experts

Figure 6 highlights a dense lymphoid tissue, bisected by a

stromal streak and containing four lymphoid follicles,

surrounded by interfollicular spaces. Moreover, it is possible to

observe that three of the follicles are centered by rounded

Germinal Centers (proliferating B cells).

3.3. Clusters analysis
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After the pipeline is performed, it is possible to analyze the

single identified clusters. We will show the results for 4 clusters

that were labeled as “Endothelium” considering 4 different

samples: L2, whole lymph node, T2, and CODEX, in order to

show different organs and different datasets in terms of data

acquisition.

The usual cluster report consists of 3 plots for each cluster,

comprising: the most expressed markers for each cluster(Fig.

7),the expression of some selective diagnostic markers

including transcription factors (Fig 8), and cluster location on

UMAP plot and on the tissue (Fig 9). The last one also

contained a summary of Tier 1 and Tier 2 markers, and was

used by experts for a fast classification, given the fact that

contained both spatial information and phenotype information.

The first two were used to adjust the classification by analyzing

deeply markers expression, either to better visualize the gaps

between Tier 1, Tier 2, and the rest, or to inspect possible

incongruities such as CD4 and CD8 both expressed by the

same cluster. Cell type assignment was based on all of them

and performed by experts.

3.4. Algorithm comparison

After running the complete BRAQUE analysis on the 8

datasets, the experts evaluated every cluster interpretability and

most suited cell type (where possible). Then the Pheno- Graph

algorithm was runned, the clusters analyzed similarly, and the

two algorithms were compared.

Among all the datasets, experts identified a total of 41 cell
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types, 11 of which were considered as infrequent due to their

low total clusters count (≤10, among 620 clusters in total). The

properties considered in the algorithms comparison were:

number of different infrequent populations identified, number of

different common populations identified, percentage of unclear

clusters cells, percentage of T cells that are unseparated

between CD4+ and CD8+ (meaning that within the same cluster

we have CD4 positive T cells mixed with CD8 positive T cells.).

Obviously the first two properties should be as high as possible,

since identifying more cell types after experts validation is

better. Moreover, this properties were considered since

validating and counting cluster-wise cell types is easier to check

than verifying the correct cell type, cell-wise, for more than a

million cells. On the other hand, the last two properties should

be as low as possible, given that clearly separated T cells are

better than merged ones, and identifying a cluster of potentially

interesting cells should ideally always end up being recognized

as a cell type.

On this last point, an important focus should be pointed to the

noise cluster that density-based clustering methods always

have, i.e., the cluster labelled as “-1”. This cluster collects all the

unclear cells, acting as a proper bin.

The noise-cluster of HDBSCAN helps removing cells that would

average cluster properties, making them less clear. As long as

this cluster’s size is relatively not big (e.g., <20% of the sample

cells), this property was preferred by the experts as a tradeoff

for having clearer and faster interpretation. Given that all of the
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important cell types were found during the analysis, the noise

cluster was not considered as a strong negative downside,

while a strong negative property was labelling a cluster as

potentially interesting and then having the experts labelling it as

junk. Therefore the percentage of unclear clusters cells ignores

the “-1” cluster, since it does not steal time for a useless

evaluation by the experts.

Clustering comparison results are reported in Table 2.

4. Discussion
In single-cell analysis many efforts have been made to

standardize the process of data analysis. However, even if the

majority of the tools available shares the same goals, each type

of technique presents its own peculiarities and involves different

approaches.

In this paper we addressed the need to have a more tailored

approach to analyze single-cell data coming from imaging

technologies revealed with immunofluorescence technology.

We proposed BRAQUE, an integrated and novel approach

spreading from data pre-processing to phenotype classification.

We tested it on lymphoid tissue (tonsils and lymph nodes) which

is one of the densest and most challenging tissues [14].

We introduced two innovations that we hope will become

standards in the field of single-cell analysis: to “fragment” data

input distribution in order to help clustering even small

differences in separate clusters, and the usage of effect size

measures to rank markers according to their importance in
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characterizing every cluster. The former could be performed in

different ways. The aim of the method we chose (i.e.,

Lognormal Shrinkage) is not to correctly find all the

subpopulations in each marker, but to guess where most

relevant differences could lie and make them more evident. For

instance, if two subsets are slightly different by just one marker,

they will probably end up in the same cluster anyway. But if

these hypothetical subsets are slightly different on 30+ markers,

then our approach helps increasing such discrepancies, making

more likely to split those subsets into separate clusters.

Therefore, the key point is not finding the perfect subpopulation

split, but rather finding multiple reasonable guesses, that will

end up confirmed or not by UMAP embedding.

Thanks to its preprocessing, BRAQUE detects more clusters

than other established methods such as PhenoGraph. As

comparison between Figure 4 and 5 highlights, feeding UMAP

with our preprocessed data results in a higher number of clearly

isolated data clusters.

Since the number of total cell types in one lymph node

detectable with these tech- nologies is difficult to estimate, we

suggest an over-fragmentation rather than a under-

fragmentation. This following the principle that it is easier to

merge similar clusters than to split unclear clusters into clear

subsets. Therefore, BRAQUE may be the most suited available

tool for the task of cell type clustering, with no contraindications

stopping it from being extended to other types of tissues

acquired with similar techniques. Therefore we also strongly
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suggest to privilege granularity over its opposite, in the

development of new method that will come.

Another key advantage of BRAQUE is that in some cases,

groups who dealt with analogous databases [35] [26] relied on

prior knowledge of markers known to have high or low

expression in specific cell types, discard of non-contributory

markers, neighboring cell definition, hand-gating, etc. BRAQUE

instead proposes a marker-agnostic and spatial- agnostic

approach with top level granularity, which we believe is more

adapted to analyze very dense and complex spatial protein data

with no strong assumption or predefined bias.

An interesting further work could be applying only BRAQUE

preprocessing (i.e., Lognormal Shrinkage) to the input of other

clustering methods and assess the effective gain that could

come from it.

Nowadays we too often see the usage of just p-values without

their respective effect size. This trend should be highly

reconsidered, since p-values are good only for

boolean/threshold-like answers regarding statistical significance

of possible differences. The problem is that in medicine, biology,

and many other fields, after the statistical significance is

achieved the important question becomes “How much is it

different?”, and p-values are not adequate to address such an

issue [36] [37] [38]. For this reason, when it comes to define

which markers mostly characterize a cluster, we strongly

suggest using effect size measures, whether it be of different or

same nature as the one used in BRAQUE’s pipeline.
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Furthermore, the choice to classify each cluster not just by

listing absolute value normalized markers, but by ranking the

most significant ones, has produced a more precise

classification with more cell types and more accurate

phenotypes according to the experts.

Lastly, since most of the computation time comes from the

Bayesian Gaussian Mixture fitting procedure, it is important to

reduce the number of maximum gaussians as much as possible

as previously remarked in the methods section. But, in order to

maintain the correctness of the approach and the quality of the

results, this number should never or almost never “saturate”

(meaning that the final number of fitted gaussians with a weight

different from 0 is equal to the starting number of gaussians,

thus implying that all gaussian components are useful for the

final fit). This could imply that the possible ideal number of

subpopulations in a distribution is higher than the found value,

and the procedure could not be as efficient as it was shown in

our results.

Table 1
1 A value is reported only if it does not vary over different datasets, if that is not the

case a brief explanation of how to tune it is reported in the result section.

2 A range is reported only if different value could be suggested for different datasets.

(a) Bayesian Gaussian Mixture fit.

(b) Assignment step.

(c) Shrinkage step.

Figure 1. This Figure shows the Lognormal Shrinkage effect on

the log2 of the vWF distribution. As we can see, the algorithm

automatically selects the best number of components instead of

179



using all of the available ones. Then a clear separation between

different subpopulation is achieved, in order to help further

UMAP embedding in creating a more fragmented output for an

easier and more precise clusterization.

Figure 2. This Figure shows the Lognormal Shrinkage effect on

the original distribution of the vWF marker in the dataset L2. As

we can see, the algorithm automatically selects the best

number of components instead of using all of the available

ones. Then a clear separation between different subpopulation

is achieved, in order to help further UMAP embedding in

creating a more fragmented output for an easier and more

precise clusterization.

Figure 3. Distribution of the number of components selected for

a single marker after the Bayesian Gaussian Mixture fit on

dataset L2. Please notice how no marker had 15 components,

showing that the upper limit of 15 given as input to the algorithm

was appropriate.

Figure 4. HDBSCAN clusters computed over UMAP’s

embedding of dataset L2 (left) and reported on the real spatial

coordinates of the cells (right).

Figure 5. UMAP’s embedding of raw data in dataset L2. This

figure should be compared with Figure 4 to understand the

higher separation that is clearly achieved at a visual level by
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UMAP’s embedding thanks to the insertion of BRAQUE’s

preprocessing.

Figure 6. Global validation plot for dataset L2, list of most

expressed markers per cluster (according to robust effect size

measure). In this case the validation is not in depth but at a

global level, since the clinicians can look for known biological

structures.

Figure 7. This Figure reports markers expression of 4 clusters

whose cells were identified as Endothelium. The markers are

ranked according to the robust effect size metric d-signed, and

colored according to their Welch t-test p-value. In every plot it is

possible to notice gaps in the descending order of markers,

such gaps were used to suggest important (i.e., “Tier 1”) and

possibly useful (i.e., “Tier 2”) markers for the experts following

classifications.

Figure 8. This Figure reports the comparison between whole

dataset marker distribution (blue) and the cluster’s one (red).

This plot is intended to help the experts in comparisons, to

better show them where the actual difference comes from, and

help them estimating/validating the cellular type of the cluster.

The difference on the x-axis range for CODEX dataset is a

consequence of that data being acquired over 16-bits channels,

while MILAN data were acquired with 8-bits channels, therefore

they can span from to 0 to respectively 216 − 1 and 28 − 1.
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Plots are resized consequently.

Figure 9. This Figure reports spatial positions in UMAP

embedding (left plots) and in real space (right plots). This plots

are enriched by the subtitle, which reports Tier 1 and Tier 2

markers, together with their effect size. This kind of plot was

considered as the main tool for the experts to rapidly assign a

cell type to the cluster, using all of the available information in

one plot.

Table 2. Clustering table summarizing performances for

BRAQUE (BR) and PhenoGraph (PH) on the 8 different

datasets. Where a comparison can clearly be better or worse,

the bold value indicates the best algorithm.
2This publicly available dataset had only usable 20 markers.

3This measure indicates the average of (BRAQUE metric - PhenoGraph metric)

divided by the maximum possible for that specific metric, may it be 11 for Infrequent

populations, 30 for Common populations, or 1 for percentages.

Table 1
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Introduction:

Lymph nodes are the districts where the immunological

response is orchestrated. In the human body they are almost

500-600, distributed in the whole body. In standard condition

they are composed of different cell types compartmentalized in

lobulated and referenced areas (Willard-Mack, 2006).

Differently from any other organ, whose microscopic aspect,

architecture and size are invariant across individuals at any

given adult time, lymph nodes in the homeostatic state are

bathed in a variety of stimuli (e.g. antigens) which cause a
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variability in cell composition and architecture, even without

changing the node size.

The cell types involved can be classified in two complementary

and heterogeneous groups that continually interact and

influence themselves reciprocally (Honan and Chen, 2021): the

stromal part (Krishnamurty and Turley, 2020) (Chang and

Turley, 2015) to which belong the endothelial and mesenchymal

compartment and the hematopoietic one (Efremova et al.,

2020) (Domínguez Conde et al., 2022) to which belong

lymphoid (T cell, B cell, NK cell) and myeloid cells ( Monocytes,

Macrophages and Dendritic cells).

Stromal cells have a structural role and are involved in

recruitment of immune cells and in their maintenance.

During the immune activity, the LN stromal compartment

expands and reorganizes (Krishnamurty and Turley, 2020).

On the hematopoietic side instead (Efremova et al., 2020), cells

are more heterogeneous and present different properties in

order to face homeostasis from one side and to respond to

stimuli in a specific and dynamic way to the other.

Defining “normal condition” of a lymph node and, in general, of

a certain type of tissue, is complex. How many samples should

be collected to encompass “normality”? According to HCA

(Rozenblatt-Rosen et al., 2017) community

(https://www.humancellatlas.org/wp-content/uploads/2021/10/2

5-OCT-2021-The-Commitment-of-the-Human-Cell-Atlas-to-Hum

anity-1.pdf) it is important to catalog biological and cellular

variation, which is one of their goal.
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Some global projects (HuBMAP Consortium et al., 2019)

(Rozenblatt-Rosen et al., 2017) are already facing sample

heterogeneity and their databases are continually expanding

because of the acquisition of new dataset available to the

scientific community.

Lymphoid tissue, is underrepresented in public databases

(except tonsils, (Massoni-Badosa et al., 2022)) and has been

characterized with sample tonsil (Massoni-Badosa et al., 2022)

or few lymph nodes samples (The Tabula Sapiens Consortium

and Quake, 2021) or with relatively few markers ((HuBMAP

Consortium et al., 2019) and a deep and spatial

characterization at single cell level is still missing.

Typically immune cell data come from blood and are not

evaluated within their  tissue context.

Lastly the clinical approach of pathologists exploring lymphoid

tissue is usually focused on detection of abnormalities (e.g.

metastasis in lymph node sentinel) and does not linger on the

normal part.

The advent of single cell biology has conspired to deeply

characterize cell types in many organs, in a precise condition or

in a trajectory (Saelens et al., 2019).

Lymph nodes have an intrinsic density (1mm3 of lymph node

tissue approximately 1 to 2 × 106 cells) (Cupedo et al., 2012)

and consent an easy disaggregation for single cell RNA

sequencing for recirculating cells but not for sessile elements

(stromal cells, some macrophages, dendritic cells etc.), making

difficult the complete analysis of all cell types .

200

https://www.zotero.org/google-docs/?kiSg2T
https://www.zotero.org/google-docs/?7VyEb6
https://www.zotero.org/google-docs/?KsKQPy
https://www.zotero.org/google-docs/?t9HHG5
https://www.zotero.org/google-docs/?MtgEZt
https://www.zotero.org/google-docs/?MtgEZt
https://www.zotero.org/google-docs/?PDBkZk
https://www.zotero.org/google-docs/?PDBkZk
https://www.zotero.org/google-docs/?XyRtko
https://www.zotero.org/google-docs/?OBudiX


For this reason spatial approaches (Moffitt et al., 2022), which

preserves tissue integrity, should be preferred. Most importantly,

localizing cells within their environment adds a new level of

comprehension of cell localization and cell-cell interaction.

In this study we classify at single cell level 38 human normal

(i.e. non pathologic) lymph nodes and 3 tonsils. Samples were

processed with immunofluorescence-based MILAN (Bolognesi

et al., 2017) technology with more than 80 markers and

analyzed with bioinformatic tools available in the public domain.

Populations have been annotated by evaluating expression of

marker intensity within each cluster and their spatial distribution

within the sample.

A subset of samples was analyzed using the BRAQUE

algorithm (Manuscript submitted) to deeply characterized cell

populations and distribution. The final goal is to create an

annotated reference datasets to improve the phenotypic cell

classification and, in the end, integrate population with other,

where available, omics data.

As a result of this comprehensive approach new marker

positivities were associated with novel cell subsets/clusters.

Limitations of study are due to the scarcity of specific markers

for the detection of stromal cell varieties and other rare

populations such as B cell precursor and innate lymphoid cell

subsets.

Results:
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Results of individual antibody staining (Table 1 and

Supplemental Table1) of a representative lymph node can be

visualized as correlation matrix versus all the other antibodies.

Fig1 also contains information about the channel of acquisition

of the image and relative number of the round.

The matrix (Fig.1) helps understanding co-expression or

avoidance of markers used. Notably, T cell and B cell markers

clusterize separately in the table. Another cluster, which

contains among the others CD7, CD23 and GZMB, shows

previously unknown correlations which we will be explored in

detail in the single cell analysis.

More than 1,2 million cells have been globally analyzed. Lymph

Nodes cells  were analyzed separately from tonsils cells.

Mean cell number analyzed per core is 55,048 (n. =37 ; ±

12,835 SD) (Supplemental Table 2) A whole lymph node

contains 727,549 cells.

Common known population and relative % were classified with

Seurat in tonsil and lymph nodes. (Fig 2-3). Seurat is the

package of choice to integrate multiple samples: 37 lymph

nodes produced 53 clusters (Fig. 2), 3 tonsils 32 (Fig. 3),

identifying the vast majority of lymphoid tissue constituents.

Lymph Nodes:

T cells and Dendritic cells were identified on average by one

single cluster per cell type, however B cell,

Monocytes-macrophages and Stromal cell subsets were

represented by more than one, suggesting the presence of

further final subdivision not easily evident  by Seurat clustering.
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Notably some novel cell populations were found: a MYC

positive B cell subset , macrophages expressing CD7 and

CD23 and 2 subsets of stromal cells expressing SOX9 and

TCF4.

Some clusters were unclassified and some minute ones were

not contributory (not shown).

Similar findings were found in tonsils. Differences, shown by

abundance of B cell populations, reflect the usual B cell

activation of this tissue.

Since Seurat pipeline of analysis is not a tailored algorithm for

highly multiplexed imaging of fluorescent-based data sets, we

applied BRAQUE (Bayesian Reduction for Amplified

Quantization in Umap Embedding; manuscript in preparation),

which is native to spatial analysis, to a subset of samples (3

cores of lymph nodes, 3 of tonsils and 1 whole lymph node).

This allowed us to improve the clustering and have more

granular data based on spatial visualization and highlighting

markers uniquely and statistically significantly expressed in

each cluster (mean 68 cluster/cores ± 11SD, (Fig. 4) [see

previous chapter BRAQUE]. Afterwards, multiple clusters with a

similar phenotype were merged into a single cell type with the

purpose of cell classification.

Across all samples 41 cell types have been identified

(Supplemental Fig 1). 8 subsets of T cells, 11 subsets of B cells

(including plasma cell), 9 subsets with myelo/mono signature, 5

subsets of Dendritic cells and 7 subsets of
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Stromal/Endothelium populations. Many of these have been

published extensively (Szabo et al., 2019a) (Crotty, 2014a).

In the end BRAQUE has allowed to find new populations, which

will be described in more detail (see Table 2 ):

T Cells: In Lymph nodes we found CD8+ activated T cell

bearing activation markers and evidence of immune checkpoint

engagement ( EOMES, TIM3, IDO) such as when responding to

a viral insult. Activated T cells may associate with a novel

macrophage subtype (see below). They were scattered

throughout the lymph node and focally in correspondence of an

area with blast, high endothelial venules and hemorrhagic

effusion. (Fig 4D ans Supplemental Fig 3A).

CD4+, T reg, CD8+ (both S100+ and negative), extrafollicular

and follicular T Helper cells were localized in tissue as

published(Szabo et al., 2019b) (Crotty, 2014b).

B cells:  The following populations were found:

virgin IgD+ Mantle Zone B cells,

A proliferating population characterized by ID2 and occasionally

Pax5 is diffusely present interstitially and with focal colonization

of Germinal Centers (Figure 4 F). This may be the earliest

antigen activated B cell type colonizing the germinal center.

With a similar location but restricted to the outer cortex we

found a scattered cell type bearing a phenotype of

Centroblasts (Stoler-Barak et al., 2019) which also aggregates
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in the germinal center. They show variable combinations for

Ki-67, CD30, AID, BCL6, MYC  as markers for early activation.

As expected we found centrocytes within the germinal center.

A small portion was distributed in medullary coords.

Post-Germinal Center “products” found, outside the follicle, are

Plasma cells at different stages of terminal differentiation in the

medullary cords and marginal zone B cells closer to the follicle.

The former (Plasma cells) show different levels of positivities

for PRDM1 and IRF4 and a decrease of PAX5 and PU1 signals.

We could identify 3 types of post Germinal center antibodies

secreting cells: 1) Plasmablast (IRF4+, PRDM1+, light chain

negative) interstitial, 2) Plasma Cells precursors (Light chain +

but with an intermediate/low level of Bcell Marker PAX 5 and

PU1 and Plasma Cell markers IRF4 and PRDM1) and 3)

Plasma Cells. They are located in the medullary cords as

expected. However a portion of plasmablast localized in T cell

areas in the outer cortex (Supplemental Figure 2).

Spatial allocation of Mantle Zone and Marginal Zone subsets

show the expected distribution of Marginal cells outside of the

Mantle Zone but at the same time a frequent admixture in the

follicle of the two (Figure 4E and Supplemental Figure 3).

Mono/Macrophages: 9 subsets were found (Supplemental

Figure1). Conventional CD16lowCD14highLYZ+ monocytes and

alternative CD16highCD14low  were found  largely colocalizing.

TissueMacrophages/histiocytes were classified for the presence

of mature markers (CD64, CD68, CD163) and can be further
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subdivided according to the presence of, LYVE 1 and CD68 as

unique marker (phagocytes). A new population CD23+ CD7+

with TIM3 e IDO (partially independent from CD16 ) ,was found

associated with activated CD8 T Cells. In the marginal and

medullary sinuses there are some cell populations

characterized by close contact between endothelial cells and

medullary sinus macrophages with an unclear phenotype.

DC: classical DC1 and DC2 and pDC (Supplemental Figure 2)

were identified by the canonical markers.

cDC1 were divided in two subsets and distributed in 2 distinct

areas partially overlapping, one more peripheral and the other

more central. This probably reflects the different intensities of

the panel components (Figure 4A).

A poorly defined population, non T and non B cells,

characterized by PU1 and with a variable combination of other

dendritic cell markers at low level, IRF4, IRF8, ID2 and Ki-67±

could be assigned to the early dendritic lineage. We confirmed

this hipotesis because this population is distributed in areas

closer to classical dendritic cells (Figure 4 B).

AXL, putatively expressed on DC precursors, was significantly

observed only in macrophages subsets.

cDC2 are distributed in part with cDC1 but they are in touch

with histiocytes but not  phagocytes (Figure 4C).

Endothelial cells are divided in Vascular (vW+) and lymphatic

(LYVE1 +) clusters (Figure 4G and Supplemental Figure 2).
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Stromal cells (SOX9+, TCF4+, PDPN), divided in 2 subsets by

the expression of MYC or NMYC, are localized in all lymph

nodes and in particular closer to large and medium size

vessels.

Epithelial cells were detected, even if restricted epithelial

markers (keratin) were not included in the panel, because of

MYC and PRDM1 positivity, absence of CD45 and the spatial

distribution.

Besides cells discarded upfront by BRAQUE based on the

specifics of the algorithm, 1-8 % of cells were excluded because

of technical reasons (artifacts, scratches..). An example of

population that BRAQUE allows to identify and exclude is in

Figure 4 H.

Discussion:

In this paper we presented the first spatial single cell

classification of 2 different types of “normal” lymphoid tissue

(tonsil and lymph node) based on high-plex

immunofluorescence data.

The high number of samples (41) and markers (>80) has

allowed us to identify and localize all commonly known cell

types plus new subsets which need to be further investigated.

In addition, plotting the populations on the tissue has let us infer

some relationships between cells in spatial context.
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The analysis has been performed with two different

bioinformatic tools. Seurat was chosen for its data integration

approach, in order to verify data integrability and major

population presence. As said before, it is a tool for the

exploration of single cell RNA-seq data and not for IF based

high-plex data analysis. However we obtained from the

integration of  samples (cores) all known major cell types.

Clusters obtained appeared robust as suggested by precedent

comparison of protein and single cell RNA high dimensional

analysis where T cells were better separated/segregated (Hao

et al., 2021). However, because of insufficient granularity of

results (53 clusters in lymph nodes and 32 in tonsils) a deeper

approach was preferred in order to have a more detailed

description of the populations .

BRAQUE privileges a single sample analysis. This is

computationally more affordable and to be preferred for

samples where the numerosity of cells greatly exceeds the

numerosity of markers and because of this, integration is not

required to increment data set numerosity.

In this way we also skip batch effects during the analysis and

data flattening to respect sample integrity.

Thus, merging clusters after annotation (Meta-Clustering) is

more appropriate and consent to respect data variability.

Lastly BRAQUE layout (Suppl. Fig. 4) has the possibility to

explore each cluster by showing together in the same box 1)

cluster key markers expression (statistically significant

compared to others), 2) spatial distribution of cluster within the
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sample, 3) cluster position on Umap plot and 4) lineage specific

and Transcription factor markers expression of cluster

compared to sample (Supl. fig 4) .

This helps the pathologist or the researcher in superived cluster

assignment.

The procedure, in fact, if compared to single cell RNA

sequencing data, is different. In the high plex IF data field there

are not yet dedicated tools such as Cell Typist (Domínguez

Conde et al., 2022) or Azimuth (Hao et al., 2021) for labeling by

querying an annotated repository; in our case cluster data

should be compared with literature and repositories such as

https://www.proteinatlas.org/ ,

https://tabula-sapiens-portal.ds.czbiohub.org or published

catalogs such as  (Kalina et al., 2019) for the assignment.

This scarcity of tools depends on the availability of an

annotated data set for the comparison, obtained with a similar

technology and on the same organ or cell type (Liu and Zhang,

2022).

Results with BRAQUE, even if the cluster assignment is more

tedious than Seurat because of the higher numerosity, appear

more granular and show new populations.

In the B cell subset some centroblasts were found not in the

germinal center but outside, differently from the expected. They

could be precursors or eventually the subset, already described

in mice (Stoler-Barak et al., 2019), associated with germinal

center activity also evident in tonsils where germinal centers are

very active..
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Marginal zone B cells and plasma cells are distributed in

largely not overlapping areas.

Unexpectedly, marginal zone and mantle zone B cells do

overlap, to a greater extent than expected (Fig.4 E). In the past,

marginal zone B cell benign expansions have been termed

monocytoid B cells (Stein et al., 1999), because of the

characteristic cell morphology (clear cytoplasm, slightly irregular

nucleus etc.); we looked at a serial H&E section of areas where

MZ and MargZ commix and indeed the two distinctive cell types

can be identified by an expert’s eye.

We identified plasma blasts (characterized by the absence of

light chain and the presence of plasma cell differentiation TF)

although not in all samples. Notably a large portion was

localized in the T cell zone, differently from the mature plasma

cell and other maturing B cells. The significance of this new

finding is still unclear. It may represent extrafollicular B cell

activation.

Some of the markers in our panel have been often incorrectly

used to subdivide macrophages into M1 and M2 subsets

(Mantovani et al., 2004), however we didn't reproduce this

subdivision. We found different populations, because of

phenotypes and also because of spatial distribution

(phagocytes, histiocytes, macrophages..Table 2).

Among them a new population with a precise phenotype,

CD23+ and CD7+, was found. It probably reflects selective

stimuli (i. e. bacteria, IL4, etc.) which can induce one but not

others of the markers within the subset. Evidence of this
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selective induction can be found in the experiment databases

upon which are based RNA repositories suche the one BioGPS

data.

CD23 is induced upon IL4 treatment of monocytes (Vercelli et

al., n.d.).

CD7 has been previously described in tissue myeloid cells(Krop

et al., 2022).

Two classical populations of Dendritic cells were found in

different portions (peripheral and central) of the Lymph Node.

They showed a different repertoire of C-lectins and expression

of molecules of the immunological synapse which interact with

T cells (IDO, HLA-DR and CD4). Further neighborhood

analysis of the other DC subsets we have identified will clarify

their relationship with the rest of the immune system.

Despite the restricted number of specific markers (Keratin,

Smooth muscle actin, Vimentin and Collagen were absent), in

particular for non-vascular stromal, surprisingly we identified the

LN scaffold (Fig. 4G) and a subset of stroma with a peculiar

phenotype showing SOX9, TCF4 and MYC family members.

Some clusters remained unclear, despite unique spatial

distribution, and this can be explained by different factors.

Some limitations are due to segmentation. It’s common to

detect signals from neighbor cells, because of the high density

in lymphoid tissue. This can confound the identification of cell

types but at the same time can help in the identification of close

neighbors cells.
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We tested other segmentation approach (i.e. CellPose (Stringer

et al., 2021) not shown ) but the algorithm we are currently

using seems superior.

Panel choice also can affect the results and some populations

can be more finely subdivided than others.

In fact, even if 80 antibodies per cell are a large number, single

cell RNA seq data contain a much larger number of variables in

comparison from which one can easily identify mutually

exclusive signals per cluster. Our panel instead contains

lineage oriented membrane markers, helpful to separate distinct

populations, but also TF, which are broadly expressed

therefore and it is not possible to find a combination of unique

markers per cluster. For example, because of the absence of

markers for functional characterization (except PD1, TOX, TIM3

for exhaustion or activation), a finer subdivision for T cell wasn’t

possible.

Another limitation is due to the lack of  neighborhood analysis.

One approach has been to group into cell communities similar

cells in close contact (Bhate et al., 2022). However this

approach will not work with a population with a scattered

distribution  among other dissimilar cells.

Knowing this limitation we will explore other approaches.

At the moment we are not aware of similar studies with a larger

number of markers on several samples of lymphoid tissue.

With these limitations we identified cell types reproducible on

the whole data set but, as already noticed, defining “normalcy “
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is difficult due to the intrinsic and dynamic nature of lymphoid

tissue analyzed in such fine detail.

Data integration with other omic-technology is the next step we

are going to explore.

Data integration became important because not only match

protein signals to its RNA counterpart but identify populations

directly in the tissue. Localization is crucial to locate cell

populations within their context, to analyze neighbor cells and

relation with tissue architecture.

In this landscape data integration (Luecken et al., 2022) and

cell type classification represent the real challenges of the

single cell biology era.

Materials and methods:

Data set:

Anonymous normal lymph nodes and tonsils were obtained

from the San Gerardo Hospital Pathology Department. They

were diagnosed as “healthy” by the pathologist. Lymph Nodes

belong to 6 sites: axillary, inguinal, submandibular,

laterocervical, iliac, mesenteric and were represented either

from selective staging for a solid tumor (e.g. breast, cervix) or

as an incidental finding during surgery. They measured 1.75 cm

± 0.76 in the greatest diameter.

After sample collection and routine processing (FFPE) they

were organized in 3 different TMA (Tissue Microarray), with

cores of 2 mm of diameter or as whole sections.
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The TMA was constructed with a Tissue Microarrayer Galileo

CK4500 (Tissue Microarrayer Model TMA Galileo CK4500;

Integrated Systems Engineering srl, Milano, Italy).

MILAN technology (Bolognesi et al., 2017) was applied with

more than 80 antibodies in different rounds of

immunofluorescence stainings. The antibody panel was

validated in multipleTh ways (see Table 1).

Antibodies used for the panel are listed in Table 1. It is

organized as follows: a detailed list of antibodies used with

relative info about their localization expression within the cell

(Nuclear, Cytoplasmic or Membrane), their significance, their

abundance, a link to Human Protein Atlas (to check their

distribution across tissues).

Images were acquired with a Nanozoomer S60 scanner at 20x

(final magnification 200x, 45µm/pixel) . Virtual slides in .svs file

extension were converted in .tiff and their alignment was

performed with a dedicated Fiji pipeline ((Furia et al., 2013)

A segmentation mask was created on DAPI staining with

CyBorgh algorithm as published (see BRAQUE, manuscript

submitted). Contextually mean values of all markers were

collected from cells segmented on all coregistered images and

data were organized in a .csv file together with spatial

coordinates of cells.

Data were explored with the Seurat package (Hao et al., 2021)

by adapting the csv as a Seurat Object. They were scaled, PCA

was run. Anchors were found on “rpca” reduction. “Find cluster”

function was applied with “resolution= 1”.
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Supervised assignment of each cluster was based on the global

heatmaps produced.

BRAQUE algorithm (manuscript submitted) was applied on a

restricted data set, 3 cores of lymph nodes, 1 whole Lymphnode

and 3 cores of tonsils, in order to deeply explore cell population.

Supervised assignment of clusters was based on BRAQUE

results which include 1) Cluster location in the UMAP plot 2)

Cluster distribution on tissue 3) a bar plot ranking the most

statistically significant markers within that cluster, 4) an

overview of the distribution of a selection of markers (Lineage

and relevant Transcription Factors) comparing the signal cluster

versus the one of the whole sample. The list of cell types were

produced at the end of the classification after evaluating all cell

populations identified.

R (version 4.0.2) and Python (version 3.9) were used for data

analysis.

Fig.1 Correlation matrix of all markers. The markers have been

reordered with the corplot function in R with the angular order of

the eigenvectors. Notably, T cell and B cell markers clusterize

separately in the table (top left corner). The coloured bars (top

and left) represent the IF channel of acquisition of each marker,

green= FITC, yellow= TRITC, RED= Cy5, BLU= BV480.

Numbers inside bars indicate the round of staining with MILAN.

For the precise identification of secondary antibodies and

fluorochromes refer to table 1.
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Fig.2  Lymph nodes data analyzed with Seurat of 37 samples.

The heatmap obtained has been rearranged per cell types for

clarity. Each row contains the heatmap belonging to a cluster

with the cell identification on the left. Clusters are grouped for

cell types. Vertical red boxes help in identifying key markers

magnified at the bottom of each group.

Fig.3 Tonsil data analyzed with Seurat of 3 samples. The

heatmap obtained has been rearranged per cell types for clarity.

Each row contains the heatmap belonging to a cluster with the

cell identification on the left. Clusters are grouped for cell types.

Vertical red boxes help in identifying key markers magnified at

the bottom of each group.

Fig.4 The figure shows the section outline of the entire lymph

node UPN107 (gray) on top of which 8 different cell type

combinations are shown in order to illustrate spatial

relationships. Name of cell types are color coded according to

the lymph node image content. A portion of each image (black

square) is magnified in the top right corner. Each cell is

represented by a magnified dot for visualization.A) two types of

CDc1 occupy largely non overlapping regions, B) putative DCs

precursors (pre DC) occupy an area where classical DC are

found. C) cDC2, which occupy the paracortical area, intermingle

with histiocytes but not phagocytes in the medullary cords D)
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scattered or focal T cell activated ar associated with a

population of CD7+CD23+ monocytes/macrophages E) Mantel

zone and marginal zone B cell occupy distinct and occasionally

overlapping areas F) proliferating population ID2+ is diffusely

and scattered interstitially and can be seen in Germinal Centers

G) Stromal cells are seen in a adventitial position in relation to

the vascular and lymphatics (LYVE1) endothelium. Marginal

sinus cells not shown. H) An example of excluded cells

(merged) as identified by BRAQUE. They represent examples

of artifacts.

Table 1 List of Antibodies used for the panel, in red

Transcription factors.

Table 2 List of Cell Types identified across all samples, in detail

elective markers and others further identified.
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Fig.1

218

https://docs.google.com/document/d/1DivLYKzLoqPBComkQHdk28uPDAzssjo9/edit?usp=sharing&ouid=104219053664783858964&rtpof=true&sd=true


Fig.2 Cell Types Seurat 37 LN
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Fig.33 Tonsils Cell Type Seurat
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Fig. 4
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Table 1
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Table 2
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Supplemental Table 2

Supplemental Figure 1

Supplemental Figure 2

Supplemental Figure 3

Supplemental Figure 4

The project has obtained an IRB approval by the Institutional

Review Board Comitato Etico Brianza, N. 3204,

‘High-dimensional single cell classification of pathology

(HDSSCP)’, October 2019. Patient consent was obtained or

waived according to article 89 of the EU General Data

Protection Regulation 2016/679 and decree N.515 of the Italian

Privacy Authority (19 December 2018).
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Chapter 7
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Summary:
This PhD thesis collects a selection of results of the last 3 years

of research after the publication of the MILAN1 multiplex

staining technology method. The first part is related to the

application of MILAN2 methods to different types of tissue. This

has allowed us to characterize the immune infiltrate presence in

a rare dataset of Uterine leiomyosarcomas3 and to identify cell

population in a mouse model of IPF by measuring the

percentage of lung cell types and their attitude to express a

drug transporter4. These papers represent the application of the

method to two different scenarios, one clinical and one

experimental and it’s used to answer specific scientific

questions.

Then an overview of the available technologies for multiplex

immunohistochemistry is presented, “their advantages and

challenges, the comparison with MILAN, and provide the basic

principles on how to interpret high-dimensional data in a spatial

context.”5

Subsequently, because of the availability of a large lymphoid

tissue image data set, for which there were no present specific

algorithms, we created BRAQUE, a tailored pipeline of analysis

for data coming from highly multiplexed imaging data sets (such

as Codex, MILAN..).

The last part of the project is dedicated to the classification at

single cell level of normal human lymph nodes thanks to the

previously created bioinformatic tool BRAQUE. This has been

possible thanks to a substantial effort of sample collection and
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analysis of almost 100 samples stained with more than 80

antibodies.

Even if the project is still ongoing, we have already obtained

some interesting results presented in chapter 5-6 (manuscripts

in preparations). The database of lymph nodes cell populations

will be subsequently integrated with scRNAseq data.

Conclusions and Future perspective
Many improvements occurred in recent years in single cell

biology. Different technologies have been developed and

implemented but a standard approach in using them has not

been reached yet.

Spatial transcriptomics 6 have expanded the interest towards

data coming directly from tissue and the possibility of

data-integration is adding a new level of comprehension,

related to the cell microenvironment.

MILAN technology and its pipeline of analysis become of

interest within this context. Having the possibility to integrate

“single cell spatial data clusters”, coming from a panel of 100

markers (antibodies), with single cell RNA seq data will produce

results more accurately than ever and help in localizing very

precisely population and signal.

Data interpretation and, as consequence, classification of

clusters, still remains a crucial point that needs to be explored.

By providing a new tool tailored for high-plex

immunofluorescence data, BRAQUE, we are going to create an
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encoder for automatic cell typing by comparing the signature of

the cell with clusters already generated .

This work has been possible thanks to a close collaboration

with Bologna DIMES Department (prof. Castellani).

Despite some specific results related to the type of tissue

analyzed, this approach can be also translated from research to

clinic.

From a technical/translational point of view MILAN protocol can

be easily exported to every wet lab, including Pathology

hospital departments. It’s a scalable technology that can be

exploited both for small and precious samples (small biopsies)

or for sample collection and retrospective studies by TMA

construction. In fact only one section will be used and there’s no

waste of materials.

For this reason we would like to develop a more user friendly

GUI (graphical user interface) to apply the BRAQUE algorithm

to generic tissue samples and the pipeline needs to be

expanded with other modules such as neighborhood analysis

(for clinical and research purposes).
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