
 
 

Università degli Studi di Milano-Bicocca 

Dipartimento di Biotecnologie e Bioscienze 

Dottorato di ricerca in Tecnologie Convergenti per i Sistemi 
Biomolecolari  

XXXV Ciclo 

 

 

 
 

 

 

Compaction and condensation properties of intrinsically 
disordered model proteins 

 
 
 

Greta Bianchi 

Matr. 791906 

Tutor: Dott.ssa Sonia Longhi 
Supervisor: Prof.ssa Stefania Brocca 

 

Anno Accademico 2021/2022 



 
 

Table of Contents 

Abbreviations  ............................................................................................................ 1 

Abstract ...................................................................................................................... 3 

Riassunto .................................................................................................................... 5 

1. Introduction ............................................................................................................ 8 

1.1 Finding the order out of disorder: introducing Intrinsically Disordered 

Proteins (IDPs)  ..................................................................................................... 8 

1.2 Sequence-based conformational classification of IDPs: how protein charge 

governs IDP conformation  ................................................................................. 12 

1.3 Liquid-liquid phase separation and the new era of membraneless-organelles 

 ............................................................................................................................. 22 

1.4 Liquid condensation as a preferred state for polypeptide chains  ................. 28 

1.5 The role of charge pattern in LLPS  .............................................................. 31 

1.6 The threat of aberrant phase separation  ........................................................ 38 

1.7 The LLPS from the RNA side  ...................................................................... 43 

1.8 Phase separation of viral IDPs/IDRs  ............................................................ 46 

1.9 Methods  ........................................................................................................ 50 

2. Main results and discussion ................................................................................. 65 

3. Results .................................................................................................................. 70 

3.1 Distribution of charged residues affects the average size and shape of 

intrinsically disordered proteins .......................................................................... 71 

3.2 Charge distribution affects the liquid-liquid phase separation of the highly-

charged N-terminal domain of human topoisomerase 1 ................................... 106 

4. Thesis references ................................................................................................ 151 

5. Appendix  ........................................................................................................... 166 

5.1 Relevance of electrostatic charges in compactness, aggregation, and phase 

separation of intrinsically disordered proteins .................................................. 167 

 



1 
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Abstract 

Proteins lacking a stable tertiary structure are defined as intrinsically disordered 

proteins (IDPs). The lack of permanent folding gives rise to an ensemble of 

conformers whose conformational properties are mainly dictated by the amino acid 

composition. The resulting conformational plasticity gives IDPs the ability to 

rapidly and reversibly respond to environmental changes and to interact with 

multiple partners, acquiring an ordered structure upon binding or maintaining fuzzy 

conformations. As a consequence, IDPs are largely involved in signal transduction 

cascades and protein condensation phenomena (designated as liquid-liquid phase 

separation), which give rise to the so-called “membraneless organelles” (MLOs). 

MLOs include many cytoplasmatic and nuclear condensates, such as stress 

granules and the nucleolus, which exert crucial biological functions in the cell. 

IDPs maintain this interaction network primarily through electrostatic contacts, 

being their chains particularly enriched in cationic and anionic residues, together 

with prolines and glycines. Besides the net charge of the proteins, the distribution 

of opposite charges (or charge patterning) has emerged as a key feature dictating 

the overall size and condensation propensity of IDPs. A sequence parameter, , has 

been introduced to quantitatively describe charge patterning in polypeptide chains. 

Investigating the relevance of charge patterning on IDP conformation and phase 

separation is the main objective of this thesis, which is organized into two sections. 

In the first section, the effect of charge distribution on the conformational ensemble 

of model IDPs was studied, in parallel assessing the influence of other sequence 

features such as proline content and secondary structure elements. Three model 

intrinsically disordered regions (IDRs), namely NTAIL, PNT4 and NFM, similarly 

charged yet with different proline fractions, were permutated in order to obtain 

from each wild-type (wt) sequence two  -variants with different distributions of 

charged residues: a “Low-" variant, with a more regular alternation of oppositely 

charged residues than in the wt protein; a “High-" variant with a more pronounced 
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separation of opposite charges. The overall amino acid composition and the 

coordinates of uncharged residues were not altered. Conformational properties of 

wt and -variants were assessed combining size-exclusion chromatography and 

native mass spectrometry. Experimental data confirm that charge clustering induces 

the remodeling of the IDP conformational ensemble, promoting chain compaction 

and/or increasing the spherical shape in a protein-specific manner, depending on 

the sequence context. 

In the second section, charge patterning was analyzed in relation to phase 

separation phenomena. The disordered N-terminal domain (hNTD) of human 

topoisomerase I was chosen as the model IDR for this study due the high density of 

its charged residues and the propensity for phase separation predicted by 

bioinformatic methods. It was observed that the charge pattern of NTDs follows a 

clear evolutionary trend, with vertebrates showing an extremely regular distribution 

of opposite charges, while yeasts and fungi present the strongest charge separation. 

Two hNTD charge permutants, named M-NTD and H-NTD, with progressive 

clustering of opposite charges, were recombinantly produced to assess the impact 

of different charge patterns on phase separation. The pH jump and the addition of 

RNA proved to be effective stimuli for the condensation of all model proteins. 

Turbidimetric and confocal microscopy analyses confirmed that hNTD undergoes 

phase separation through electrostatic interactions and that the increased clustering 

of residues with opposite charges impairs condensate morphology and sensitivity to 

salts and RNA.  

Overall, the results included in this thesis help delineate the multifaceted role of 

charge patterning in determining both single-chain and multiple-chain properties. 

Hopefully, this work will contribute to decipher the mechanisms underlying the 

conformational control of IDPs, which is reflected in their cellular functionality. 

  



5 
 

Riassunto 

Le proteine prive di una struttura terziaria stabile sono definite proteine 

intrinsecamente disordinate (IDP). La mancanza di un folding permanente produce 

un ensemble di conformeri le cui proprietà sono dettate principalmente dalla 

composizione amminoacidica. La risultante plasticità conformazionale conferisce 

alle IDP l’abilità di rispondere rapidamente e reversibilmente ai cambiamenti 

ambientali e di interagire con numerosi partner, acquisendo una struttura più 

ordinata in conseguenza al legame oppure mantenendo una conformazione 

dinamica. Di conseguenza, le IDP sono ampiamente coinvolte nelle cascate di 

trasduzione del segnale e nei fenomeni di condensazione proteica (denominati 

separazione di fase liquido-liquido), i quali originano i cosiddetti “organelli privi di 

membrana” (MLO). Gli MLO includono svariati condensati citoplasmatici e 

nucleari, come gli stress granules ed il nucleolo, che svolgono funzioni biologiche 

cruciali nella cellula. Le IDP mantengono il proprio network di interazioni 

principalmente attraverso contatti elettrostatici, essendo le loro catene 

particolarmente ricche di residui cationici ed anionici, così come di proline e 

glicine. Assieme alla carica netta, la distribuzione delle cariche opposte (o 

patterning delle cariche) è emersa come caratteristica chiave responsabile delle 

dimensioni complessive e della propensione alla condensazione delle IDP. Un 

parametro di sequenza, , è stato introdotto per descrivere in maniera quantitativa il 

patterning delle cariche nelle catene polipeptidiche.   

Investigare l’importanza del patterning delle cariche in relazione alla 

conformazione delle IDP e alla separazione di fase è l’obiettivo principale di questa 

tesi, che si organizza in due sezioni. Nella prima sezione, è stato studiato l’effetto 

della distribuzione delle cariche sull’ensemble conformazionale di IDP modello, 

determinando parallelamente l’influenza di altre proprietà di sequenza come il 

contenuto di proline e gli elementi di struttura secondaria. Tre regioni 
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intrinsecamente disordinate modello (IDR), ovvero NTAIL, PNT4 e NFM, 

similmente cariche ma con differente contenuto di proline, sono state permutate 

così da ottenere, a partire da ciascuna sequenza wild-type (wt), due varianti di  che 

presentano una differente distribuzione dei residui carichi: un costrutto “Low ”, 

che mostra un’alternanza più regolare rispetto alla proteina wt dei residui dotati di 

carica opposta; una variante “High ” con una separazione più pronunciata delle 

cariche elettriche opposte. La composizione amminoacidica complessiva e le 

coordinate dei residui non carichi non sono state alterate. Le proprietà 

conformazionali della proteina wt e delle varianti di  sono state determinate 

combinando la cromatografia ad esclusione molecolare e la spettrometria di massa 

nativa. I dati sperimentali suggeriscono che la clusterizzazione delle cariche 

produce il rimodellamento dell’ensemble conformazionale delle IDP, il quale 

promuove la compattazione della catena polipeptidica e/o l’acquisizione di una 

forma più sferica in maniera proteino-specifica, secondo il contesto di sequenza.  

Nella seconda sezione, il patterning delle cariche è stato analizzato in relazione ai 

fenomeni di separazione di fase. Il dominio disordinato N-terminale (hNTD) della 

topoisomerasi I umana è stato scelto come IDR modello per questo studio a causa 

dell’elevata densità di residui carichi e della sua propensione alla separazione di 

fase predetta attraverso metodi bioinformatici. E’ stato osservato che il pattern 

delle cariche degli NTD segue un chiaro trend evolutivo, con i vertebrati che 

mostrano un’alternanza estremamente regolare di residui con carica opposta, 

mentre lieviti e funghi possiedono la più forte separazione di carica osservata. Due 

mutanti di carica di hNTD, M-NTD e H-NTD, caratterizzati da una progressiva 

clusterizzazione dei residui cationici ed anionici, sono stati prodotti per via 

ricombinante al fine di verificare l’impatto del patterning delle cariche sul processo 

di separazione di fase. Sono stati impiegati il salto di pH e l’aggiunta di RNA come 

stimoli efficienti per promuovere la condensazione delle proteine modello. Le 

analisi di turbidimetria e microscopia confocale hanno confermato che hNTD va 
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incontro a separazione di fase attraverso interazioni elettrostatiche e che una più 

spiccata clusterizzazione dei residui amminoacidici con carica opposta intacca la 

morfologia dei condensati e la sensibilità a sali e RNA.  

Complessivamente, i risultati inclusi in questa tesi di dottorato aiutano a delineare 

il ruolo sfaccettato della distribuzione delle cariche nel determinare sia le proprietà 

della singola catena che quelle multi-catena. Possibilmente, questo lavoro 

contribuirà a decifrare i meccanismi che soggiacciono il controllo conformazionale 

delle IDP, che si riflette inevitabilmente sulla funzionalità cellulare di questa classe 

di proteine. 
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1. Introduction 

1.1 Finding the order out of the disorder: introducing intrinsically disordered 

proteins 

Imagine the marvel -and skepticism- of scientists when intrinsically disordered 

proteins (IDPs) were discovered in 90s’, in a time when structural biology was 

already a solid and fruitful field of investigation, dominated since some decades by 

Anfinsen’s structure/function paradigm. It is possibly due to this marvel and 

skepticism that we owe the perhaps belated recognition of the new structural class 

of IDPs. Indeed, the concept of protein disorder traces back to 1940 by Pauling [1]. 

Experimental evidences of IDPs were reported in 1950s and 1960s [2, 3]. From 

1970s to 1990s, X-ray crystallography helped determining plenty of protein 

structures, channeled in the Protein Data Bank (PDB [4, 5]), and the early 

investigation on protein disorder was sadly forgotten [6]. It was in the mid-1990s 

that IDPs gained popularity, perhaps due to the application of Nuclear Magnetic 

Resonance (NMR) and computational modelling to protein structure analysis [3]. 

Structural disorder was not a simple and random deviation from the hierarchical 

folding, yet it was finally approached as a different mode of protein organization, 

relevant in several crucial biological functions. Assigning functionality to the 

disorder represented the major conquest, not because of the paucity of evidences 

supporting that, yet – and again - because it represented a groundbreaking concept 

for the accepted structural biology canons. Luckily, the interest in studies 

concerning IDPs has exponentially increased (Figure 1), partly because of their 

involvement in numerous diseases, from cancerogenesis to neurodegeneration. 

Consequently, several databases specifically devoted to IDPs have been developed, 

with DisProt (https://www.disprot.org) arising as a fundamental repository of 

disorder-related information [7-9]. This database is manually curated and provides 

information on the structure and function of fully disordered proteins (i.e. those 

https://www.disprot.org/
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lacking tertiary structure along the entire protein sequence) and regions (IDRs, that 

are disordered moieties included within larger, structured proteins). Other large 

IDP/IDR repositories include Mobi Database (http://protein.bio.unipd.it/mobi2/ 

[10]), the Database of Disorder Protein Prediction (D
2
P

2
, http://d2p2.pro [11]) and 

the DescribeProt Database (http://biomine.cs.vcu.edu/servers/DESCRIBEPROT/ 

[12]). 

 

Figure 1. Timeline of the number of publications related to structural disorder 

(light green bars) and the number of papers citing those articles (dark green line). 

Data were retrieved from Web of Science on August 01, 2021. Figure from [6]. 

Yet, what does it mean for a protein chain to be disordered? Structural disorder has 

more to do with lacking a stable tertiary structure than assuming just purely 

random-coil conformations. Indeed, in contrast to folded proteins, which acquire a 

stable tertiary structure as the result of Gibbs free energy minimization, IDPs 

sample various isoenergetic inter-converting conformers (the so-called 

conformational ensemble), which evolve one into another at the equilibrium, 

undergoing more dramatic conformational fluctuations than their globular 

counterparts. This is where the disorder potentiality lies. Since conformational 

http://protein.bio.unipd.it/mobi2/
http://d2p2.pro/
http://biomine.cs.vcu.edu/servers/DESCRIBEPROT/
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malleability expands the interaction ability of a protein, and IDPs/IDRs are more 

abundant in proteomes of higher eukaryotes than in microbes, it has been 

hypothesized that disorder content correlates with complexity of organisms and is 

thus evolutionarily favored [13-15]. A case in point is that of viral proteomes, in 

which the abundance of disordered proteins has been related to the need to 

minimize the number of proteins. Indeed, a single IDP/IDR may interact with 

plenty of ligands, conjugating pleiotropy and genetic compaction [16].  

The IDP binding mode may imply both the preservation of conformational 

flexibility, as for “fuzzy complexes” [17] and a disorder-to-order transition induced 

by the binding to a ligand. In the latter case, an ordered structure can be achieved 

through at least two distinct mechanisms, namely “conformational selection” and 

“induced fit”. The conformational selection occurs when conformational changes 

precedes the binding, so that the ligand picks and stabilizes a high-energy binding 

conformation [18]. In the case of induced fit, the conformational rearrangement 

follows the binding of the ligand. 

Post-translational modifications (PTMs) largely contribute to control these 

conformational fluctuations. The IDP accessibility to modifying and de-modifying 

enzymes may explain their high modification rate [19]. These modifications may 

include the addition of functional chemical groups (phosphoryl-, alkyl-, glycosyl-, 

acyl-groups, or small proteins as the ubiquitine) or the alteration (e.g. by oxidation) 

of pre-existing side chain properties, altering the energetics of IDP conformational 

landscape [20]. A single PTM could impair relevant intra-chain contacts, thus 

swelling the chain, or conversely stabilize a secondary structure motif producing a 

conformation collapse. Furthermore, it may modulate the ability to interact of 

IDPs. To cite an instance, the binding capabilities of 4E-BP2 IDP towards 4E 

eukaryotic initiation factor (eIF) are suppressed by multiple hierarchical 

phosphorylation events, determining a disorder-to-order transition responsible for 

structuring a four-stranded-β-domain incompatible with the binding [21]. An IDP 
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may receive single or multiple modifications simultaneously, on a same or different 

amino acid, acting in an additive or competitive manner. This gives a glimpse of 

the complexity of biological regulation of IDP structure.  

Being the protein structure encoded by the amino acid sequence, evidences for the 

disordered nature have been sought at the residue-level. Interestingly, IDPs display 

marked sequence degeneracy, namely an impoverishment of the amino acid 

alphabet in favor of some residue type forming repetitive interaction motifs or low-

complexity regions (LCRs). Prolines and glycines are quite represented, acting as 

secondary structure breakers due to the steric rigidity or enhanced flexibility of the 

sidechains, respectively. Residues that contribute to core folding, such as the 

hydrophobic ones, are generally depleted, while amino acids more abundant on the 

surface of globular proteins, such as charged ones, are enriched. Indeed, theoretical 

studies have modeled IDPs as “charge decorated” polymers, drawing copiously 

from polymer physics to rationalize their peculiar behaviour [22-26]. IDPs have 

been referred to as either polyelectrolytes – bearing a disproportion of multiple 

charges of the same sign – or, more frequently (approximately the 75% of IDPs) as 

polyampholytes – characterized by electrostatic neutrality [27]. The ensuing 

paragraph presents an in-depth investigation of the parameters used to classify and 

capture the IDP/IDR electrostatics, focusing in particular on the impact of density 

and distribution of charges on the compactness of disordered proteins.  
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1.2 Sequence-based conformational classification of IDPs: how protein charge 

governs IDP conformation. 

Sequence-based classification of IDPs began with the description of the charge-

hydropathy (C-H) correlation, namely the “Uversky’s plot”, which simply 

classifies IDPs/IDRs according to their position in the two-dimensional space 

defined by the mean hydrophobicity “H” and the mean net absolute charge “q” 

[28]. This latter is equivalent to the absolute value of the net charge per residue 

(|NCPR|), a sequence parameter defined as the difference between the fraction of 

positive (f+) and negative (f-) residues [27]. However, the accuracy of the plot is 

limited by the employment of an absolute value of charge, which prevents 

considerations on the polarity of the polypeptide chain and assigns the same 

coordinates to polypeptides with equal but opposite charges. Therefore, the C-H 

plot has been revised, considering as C the full range of NCPR values (Figure 2a). 

Nonetheless, the binary order/disorder classification was inadequate to predict the 

conformational preferences of polyampholyte/polyelectrolyte IDPs. Indeed, same 

NCPR may correspond to both polyampholytes and polyelectrolytes, which, 

instead, display distinct dimensions and conformation preferences, as verified by 

Mao and collaborators on protamines [29], arginine-rich IDPs [30] involved in 

chromatin condensation [31] during spermatogenesis [32] and packaging of viral 

genomes [33]. The attempt to overcome the Uversky’s plot limitations and provide 

a further detailing of IDP conformational scenario led to a three dimensional 

representation, the Mao-Pappu’s plot (Figure 2b), representing variations of H 

with respect to f+ and f- treated separately and not cumulatively through the NCPR. 

Thus, sequences with low H, which previously were indiscriminately collected as 

disordered, could be distinguished into swollen coils or disordered globules, 

according to their belonging to polyelectrolytes or polyampholytes respectively. 

Indeed, polyelectrolytes (characterized by f+ >> f- or viceversa) display more 

expanded conformations, due to the electrostatic repulsions of unshielded similar 
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charges and favorable polymer solvation [34]. Conversely, polyampholytes (with f+  

≈  f-) assume more compact conformations, due to the balancing of opposite 

charges. Nevertheless, even Mao-Pappu’s classification could not tackle the 

conformational heterogeneity occurring within the class of polyampholytic IDPs. 

That depends on the entity of the charged fraction (described by the FCR 

parameter, obtained as the sum of f+ and f-), which further distinguishes 

polyampholytes between “strong” (FCR ≥ 0.3 and NCPR ≤ 0.35) and “weak” (FCR 

< 0.3 and NCPR < 0.25). The Das-Pappu’s phase diagram (Figure 2c) implements 

this classification, helping to further detail general globules into several 

conformational classes dependently on the FCR value [27, 35]. In this diagram, the 

70% of IDPs previously classified as globules were found to be either strong 

polyampholytes (R3 region, Figure 2c) exhibiting coil, hairpin and chimera 

conformations, or to occupy an intermediate boundary region (R2) between R1 and 

R3 (Figure 2c), with a conformational behavior dictated by several factors [27]. 

 

 

 

 

 

 

 

 

Figure 2. Conformational phase diagrams of IDPs. (a) Revised Uversky’s plot 

representing the mean net charge q (or NCPR) versus mean hydropathy (H). The 

two solid lines demark the boundary between ordered and disordered polypeptide 
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chains [28, 36]. (b) Mao-Pappu’s three-dimensional plot defined by f+, f- and H. 

Since high hydropathy and large fractions of charged residues are mutually 

exclusive, the space has a pyramid shape. At the top of the pyramid, the yellow 

area marks the folded protein area. The blue and red areas correspond to positively-

charged and negatively-charged polyelectrolytes respectively, assuming swollen 

coil conformations. In correspondence to the zero, polyampholyte sequences with 

disordered globule conformations are found [29]. (c) Das-Pappu’s phase diagram. 

It contains four regions (R1-R4) corresponding to distinct conformational classes: 

R1, weak polyampholytes or weak polyelectrolytes that form globules or tadpole-

like conformations; R3, strong polyampholytes with non-globular conformations, 

such as coil-like, hairpin-like, or a mixture; R2, continuum of conformations 

between those in R1 and R3; R4, strong polyelectrolytes with FCR > 0.35 and 

|NCPR| > 0.3, which sample coil-like conformations [35]. Figure adapted from 

[34].  

However, even the FCR alone could not catch the conformational heterogeneity of 

strong polyampholytes [27]. Indeed, whilst weak polyampholytes are univocally 

predicted to assume globular conformations by atomistic simulations, strong ones 

have conformational preferences dependent on the combination of both the FCR 

and linear pattern of charged residues [27]. Early studies on the key role of charge 

pattern in polyampholyte conformation date back to the second half of 1990s. The 

simulated gyration radii (Rg) of twenty randomly charged co-polymers proved that 

the location of charges decides the interplay between repulsive electrostatic 

interactions (the “polyelectrolyte effect”) between similar charges and the attractive 

forces between opposite charges (“the polyampholyte effect” [37]). A quantitative 

parameterization of charge pattern became indispensable to properly investigate its 

connection with IDP conformation. Rohit Pappu’s group introduced the empirical 

parameter  [27].  quantifies the charge asymmetry partitioning the protein 

sequence into N overlapping windows (or blobs) of five/six amino acids (for 
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sequences lacking proline residues). The local charge asymmetry of each i segment 

is calculated as in Eq. 1: 

Eq. 1      σi = 
         

 
 

        
 

The squared deviation of asymmetry is obtained as in Eq. 2: 

Eq. 2      δ = 
        

      
   

     
 

 is defined by the ratio between δ and the maximal value for a given amino acid 

composition (δ max; Eq. 3)

Eq. 3     
 

    


 varies between 0, obtained when opposite charges alternate regularly, and 1, 

when opposite charges are segregated into two clusters. Both these extremes are 

accessible to polyampholytes entirely composed of charge residues, and not 

reachable by natural amino acid sequences, which reflect a more heterogeneous 

composition and however fall within this interval of  values. In their seminal 

paper, Pappu and collaborators designed a set of thirty synthetic sequences (Glu-

Lys)25, differing in the permutation of oppositely charged monomers (0 ≤ ≤, 

NCPR = 0; Das et al., 2013). Employing all-atom Monte Carlo simulations applied 

to Flory’s random coil model [38, 39], the authors confirmed Srivastava-

Mutukumar’s intuitions, illustrating that the ensemble-averagedRg inversely 

correlates with  [27]. The more “blocky” the sequence, the larger the chain 

collapse.  

Nonetheless, the intuitive computation of  has limitations, as not accounting for 

long-range electrostatic interactions. Better performances in this sense are offered 

by Sawle-Ghosh’s analytical Sequence Charge Decoration (SCD) parameter, 

described by the Eq. 4:



16 
 

Eq. 4   SCD = 
 

 
               

   
 
   

1/2
], 

where m and n are the sequence positions in a N-mer chain and qm and qn are the 

charges of the residues in those coordinates [40]. As for , SCD is equal to 0 when 

the distribution of oppositely charged residues is perfectly regular. The SCD 

absolute value increases with both charge patterning and polymer size and assumes 

values ≤ 0. Lin and Chan tested SCD performances in predicting Rg, proving a 

smoother Rg – SCD correlation than the Rg- one (Figure 3)[41]. This dependence 

is remarkable, since the simulated Rg has no formal relationship with the analytical 

theory employed for SCD calculation. That could depend on the SCD accounting 

for all pairwise interactions, both short-ranged and long-ranged [41]. Nevertheless, 

Ghosh’s formalism is defective in depicting collapsed globules, since the model 

overestimates the global dimensions, possibly due to the employed dielectric 

constant or the negligence in accounting for hydrogen-bonding and ionization 

equilibria [34, 40, 41]. 

 

Figure 3. Ensemble-averaged Rg for the (Glu-Lys)25 system versus  and –SCD. 

The blue dashed lines represent the Rg values expected for the same sequences 

when modeled as excluded-volume (EV)-limit polymers and as Flory random coils 

(Flory limit, FL). Figure from [34].    
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Proofs of the conformational heterogeneity of sequences with same FCR were 

produced also by Firman and Ghosh that applied the Sawle-Ghosh’s heteropolymer 

theory [40] to the entire DisProt database [42]. To do this, they implemented the 

model to account for collapsed globules and coil-to-globule transitions [42]. 

Interestingly, they created a grid defined by f+ and f- and computed the average 

chain expansion parameter x (defined as the ratio between the end-to-end distance 

of a given protein and that in the Flory random coil limit) for all the protein 

sequences belonging to the same bin (Figure 4). Along the diagonal, the x 

parameter is low, suggesting that polyampholytes with equal f+ and f- assume 

globule-like conformation (Figure 4A). Increasing the net charge produces more 

expanded conformations, reaching the coil-like state of polyelectrolytes (high x 

value)[42]. To determine the “intrabin variation”, that is the conformational 

heterogeneity occurring for proteins with the same FCR, the authors computed the 

standard deviation in x for all the proteins within the same bin (Figure 4B), 

observing a similar trend. The major standard deviations occur further away from 

the diagonal [42]. These evidences were supported by computing the fraction of 

proteins within a bin predicted to be coil-like (Figure 4C). Low values of this 

fraction correspond to globule-like structures (for instance for poorly charged, 

neutral polyampholytes), whereas the higher the fraction the more expanded the 

conformations (as for polyelectrolytes). Interestingly, some of the bins already 

highlighted as highly heterogeneous displayed a fraction of 0.5, indicative of a 

mixture of both globules and coils. Firman and Ghosh named these bins “sweet 

spots” to indicate proteins for which sequence specificity, including post-

translational modifications as the phosphorylation or mutations, strongly impacts 

on chain dimensions [42]. The authors reproduced the same analyses for charge-

permutated synthetic polymers composed of lysine, aspartic acid and alanine, 

without any interference of polar and hydrophobic residues present in naturally 

occurring IDPs. These model polypeptides behave as expected, confirming the 

hypothesis that strong polyampholytes, which are prevalent components of the 
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“sweet spots” region, have conformation strongly dictated by the charge content 

and charge pattern. Conversely, both high and low net charge proteins, namely 

polyelectrolytes and weak polyampholytes with NCPR ≈ 0, assume coil-like and 

globular conformations respectively, regardless of charge patterning. 

 

Figure 4. (A) Heat map of protein size distribution predicted by the Ghosh’s 

analytical model for the DisProt entries [42]. The bins correspond to f+ and f- 

classes, while the color scale represents the average expansion index x at T = 300 

K. The map represents with different color the average x among proteins belonging 

to a given bin. Solid lines define R1, R2 and R3 regions as in Das et al., 2015. Blue 

bins correspond to classes containing less than two proteins. (B) Heat map of the 

standard deviation in x for a given bin. (C) Heat map of the IDP fraction in the coil 

state within a given bin. Figure from [42]. 

Sequence specificity helps rationalizing the dependence of IDP conformation on 

salt exposure as well. Depending on their net charge, IDPs shrink or swell with 

increasing ionic strength. Polyelectrolytic IDPs undergo compaction, due to the 

shielding of repulsive electrostatic interactions, as proved for human prothymosin α 

(Protα) [43]. The stronger the polyelectrolyte, the larger the collapse effect, as 

predicted by the polyelectrolyte theory [44]. Conversely, the behavior of 

polyampholytes results less intuitive. In general terms, polyampholytes are 

expected to expand upon salt addition, since the electrostatic attractive contacts are 

impaired by charge screening. In some cases, the IDP conformation responds to 

salt with an initial expansion, followed by a collapse as the ionic strength increases 
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[45]. This non-monotonic trend has been observed for Myc, Myc-associated factor 

X (MAX), Mitotic spindle assembly checkpoint protein MAD1 (MAD), Max-like 

protein X (MLX) and MLX interacting protein (MONDOA). More in detail, 

evidences collected for Myc suggested that this response reversal is due to the 

prevalence of hydrophobic interactions over charge shielding. Moreover, different 

salts produce various compaction effect, echoing the salting-out effect along the 

Hofmeister series [45]. 

Huihui and collaborators proposed that the conformational response of 

polyampholytes to salts could be affected by charge patterning [44]. The authors 

employed the SCD charge pattern metric and reformulated it in low and high salt 

regimes (SCDlowsalt and SCDhighsalt, respectively; for the equations see [44]), in 

order to predict the salt-induced chain shrinkage or expansion accordingly to the 

SCD sign. Indeed, Huihui predicted that, near the zero salt limit, sequences with 

positive SCDlowsalt would collapse upon salt addition, whereas negative SCDlowsalt 

would result in a chain expansion. In high salt conditions, sequences with 

SCDhighsalt > 0 would shrinkage with further increase of the ionic strength [44]. 

Thus, the possibility of polyampholyte sequences with SCDlowsalt < 0 and SCDhighsalt 

> 0 may justify the observed non-monotonic behavior.  

An experimental assessment of Huihui’s theory was provided by measuring the 

salt-dependent conformations of  permutants (14, with  = 0.14; 56, with  = 

0.56; FCR = 0.291) of the C-terminus of human cell-cycle inhibitory protein (p27-

C,  = 0.31, FCR = 0.291)[46]. Ion-mobility mass spectrometry (IM-MS) 

experiments indicated that the conformational ensemble of each construct is 

modulated by the ionic strength of the spraying solution [46]. The permutant 

bearing less clustered charged residues, i.e. 14, turned out to be insensitive to salt 

addition, adopting extended conformations. This in agreement with previous SAXS 

measurements [47] indicating that IDPs with FCR ≥ 0.3 and low  behave as self-

avoiding random walks [27]. At high salt, nonetheless, a small fraction of 
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conformers become more compact, possibly due to the screening of proximal like-

charges and the attenuation of their repulsions. The permutant with the most 

clustered charged residues, 56, results more compact and responds to salt addition 

monotonically, through a progressive swelling of the chain, consistently with the 

shielding of attractive electrostatic contacts between oppositely charged blocks 

[46]. Conversely, wild-type 31 revealed a non-monotonic dependence of its 

conformational transitions on salts. In the medium-salt regime, a shift towards 

expanded conformers was observed, as expected for strong polyampholytes; a 

further increase in the ionic strength was accompanied instead by the accumulation 

of compact structures. Thus, this re-entrant behavior, intrinsically encoded in wild-

type protein charge clustering, could be necessary for the biological functionality of 

the polypeptide. Indeed, for instance, p27-C charge pattern proved to modulate the 

phosphorylation efficiency at Thr187, that is the primary site of protein 

phosphorylation [47]. As a matter of fact, it was observed that permutating the 

charged residues (even without mutating Thr187) greatly affects the PTM 

efficiency at this residue [47]. Another example of the functional relevance of 

charge pattern is represented by RBP-Jk-associated-molecule (RAM) region, an 

IDR belonging to the intracellular domain of Notch receptor (NICD) [48]. Herein, 

charge distribution mediates RAM binding affinity for CSL, an element of the 

tertiary complex NICD-CSL-MAML involved in Notch activation. Among RAM 

charge permutants, both Rg and CSL affinity decreased with increased blockiness. 

Therefore, charge pattern could be assumed, for all intents and purposes, as an 

evolutionary-selected trait, able to influence IDP conformational preferences and 

partner interactions [34]. 

The predicted impact of charge pattern on IDP conformation, however, may be 

affected by background compositional features, for instance the fraction of proline 

residues (PPRO), notoriously enriched in IDPs. Indeed, Marsh and Forman-Kay 

included this factor – the frequency of Pro residues, PPRO - into the equation of 
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theoretical hydrodynamic radius (Rh) – which returns the average molecular 

compactness of an IDP - besides the net charge [49]. An experimental paper 

suggested that differences in protein responsiveness to charge pattern modifications 

reflects the proline content of IDPs [50]. In this work, two viral IDRs - NTAIL from 

Measles virus nucleoprotein N and PNT4 from Hendra virus phosphoprotein P – 

with similar FCR, NCPR, and  values yet different proline content ( 5% and 

11%, respectively) have been scrambled, originating two charge permutants per 

each, with low and high . Merging SAXS, size-exclusion chromatography (SEC) 

and limited proteolysis, the authors proved the compaction trend with increasing , 

yet the responsiveness in terms of compaction turned out be lower in PNT4, that is 

the protein with the largest proline content [50]. This suggests that prolines, 

together with chain length and different secondary structure content, may be 

synergistically at play to hinder IDP conformational response to charge pattern 

[51]. Understanding this remains an open challenge, particularly considering that 

even single residue properties could dramatically influence the overall IDP 

conformational ensemble. Indeed, a recent publication evidenced that the identity 

of basic residues can modulate the stability of strong polyampholytes, with 

arginines favoring globules more than lysines [52]. In parallel, the shorter side 

chain of aspartate compared to glutamate one proved to favor metastable necklace-

like conformations [52]. Reaching the awareness of IDP sequence-conformation 

relationship will permit to understand the cellular exploitation of disorder and, 

hopefully, to employ this knowledge in the design of intelligent stimuli-responsive 

biomaterials [53].  
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1.3 Liquid-liquid phase separation and the new era of membrane-less 

organelles 

Scientists have long strived for finding order in the apparent chaos of biological 

systems. Although disorder is the spontaneous drift of thermodynamic systems, 

cells have needed to evolve levels of supramolecular organisation able to 

circumvent the stochastic nature of biochemical reactions and Brownian molecular 

motion [54]. In addition to the compartmentalization of the protoplasm in 

organelles, based on lipid bilayers, a more dynamic layering of sub-cellular 

organization has been implemented. Protein “quinary structure”, namely the fifth 

level of protein structure, refers to heterogeneous macromolecular complexes, hold 

together by weak and transient contacts [55], which further organize cellular 

biochemical processes and signal transduction cascades [56]. Quinary structures 

promote multi-enzyme complexes, as the Krebs cycle “metabolon” [57, 58], 

favoring substrate channeling of reaction intermediates and enhancing metabolic 

fluxes [59-62]. Also, quinary structure goes beyond the proper positioning of 

enzymes acting in chain reactions, resulting in the formation of rather complex 

supramolecular structures that have been termed as membrane-less organelles 

(MLOs).  

MLOs marry the needs for buffering the cellular noise - which produces 

fluctuations in nucleic acid and protein concentrations - and relying on dynamic, 

environment-sensitive condensates. A plethora of MLOs have been found in the 

nucleoplasm – including the nucleolus, nuclear speckles, Cajal bodies, histone–

locus bodies, and promyelocytic leukemia (PML) bodies [63, 64] – and in the 

cytoplasm – as the P bodies, stress granules and germ granules [65, 66]. They arise 

from liquid-liquid phase separation (LLPS), a physical demixing occurring in 

supersaturated systems of adhesive macromolecules. Indeed, whenever the 

solubility limit is reached, namely the solute saturation concentration (Csat), two 

immiscible phases are produced, differing in the partitioning of the solute yet 
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displaying equal chemical potential (µ). That occurs since µ varies non-

monotonically with concentrations in an interacting system (Figure 5). 

Consequently, no net diffusive fluxes are allowed, particularly at phase boundaries 

[67, 68], determining the “structural integrity” of condensates, without any energy 

squander. Nevertheless, this does not imply that any diffusion across interfaces is 

prevented. Random movements of particles between phases occur, with same 

number of outgoing molecules as incoming ones, which preserve the equivalence 

in chemical potential. In thermodynamic terms, the achieved equilibrium 

corresponds to a free energy minimum [69], in which the entropic cost of order 

acquisition is counterbalanced by the enthalpic contribution of intermolecular 

interactions, with long-range contacts and moderate binding energy promoting 

liquid condensation [70].  

 

Figure 5. Thermodynamics of phase separating systems. (Left) The free energy (F) 

is a function of volume fraction. In the absence of interactions, free energy is 

unimodal, since F = -TS
mix

, where T is the temperature and S
mix

 is the “mixing 

entropy”, that is the entropy associated with the mixing (light blue curve). In an 

interacting system, the F curve becomes multimodal (dark blue curve). The [ΦS – 

ΦD] represents the range of volume fraction where condensation occurs. (Right) 

Without intermolecular interactions, the chemical potential (µ) is monotonic (light 

blue curve). In case of demixing, the curve becomes non-monotonic and two 
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different values of volume fractions (ΦS and ΦD) display same µ being the system 

thermodynamically stable. Figure adapted from [68]. 

Environmental parameters – such as temperature, pH, and ionic strength – 

influence the networking capabilities of macromolecules. Therefore, the generation 

of phase diagrams, depicting the set of experimental conditions under which LLPS 

occurs, normally considers two parameters, such as volume fraction (Φ) and a 

specific stimulus (as the solution pH; Figure 6). The solid line represents the 

“coexistence curve” or “binodal curve” and delimits the two-phase regime from the 

solution state. The dotted line instead represents the “spinodal curve”, which 

demarcates a sub-region of the phase separating area in which condensation occurs 

spontaneously, through spinodal decomposition, without the need for nucleation 

events. The area between the spinodal and binodal curves, on the other hand, 

defines a metastable region, in which condensation requires nucleation events. 

There is, in fact, a nucleation barrier, below which molecular nuclei shrink and 

above which they keep growing until equilibrium is reached (Martin et al., 2021). 

The nucleation kinetics depends on the probability of reaching such a nucleation 

barrier and it is strictly protein- and context- dependent. Possibly, conformational 

fluctuations or oligomerization steps could be involved in reaching critical nuclei 

[67, 71].  

An interesting consideration related to the biological role of two-phase systems 

requires recalling the definition of "tie line", i.e., a horizontal line, which crosses 

the phase diagram in the two-phase region, intersecting the binodal and spinodal 

curves (it is the horizontal yellow line in the diagram in Figure 6). Along  a given 

tie line, corresponding to a specific stimulus condition, the concentrations of the 

dense and dilute phases are conserved, yet the volume fractions of the two phases 

change relatively to each other [72]. This may represent a cellular “passive filter” 

to control local concentration of reagents regardless of transient fluctuations in the 

total concentration [54]. 
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Figure 6. Phase diagram of a two-component mixture. LLPS can occur below or 

above the critical value of a specific stimulus (temperature, pH, ionic strength etc.). 

The diagram illustrates the binodal curve (or coexistence curve, solid line) of three 

reference systems in response to the stimulus. (Left side): condensation occurs 

below a threshold point, namely the upper critical point (UCP). Within the two-

phase regime, the spinodal line (dotted line) delimits the conditions in which phase 

separation occurs spontaneously. The pictorial representations in the yellow boxes 

show the condensation of components A e B (left and right) and spinodal 

decomposition (in the middle). (Middle): phase separation occurs above the lower 

critical point (LCP). (Right side): the system features both UCP and LCP. Figure 

adapted from [34]. 

Therefore, MLOs may act as “protected” bioreactors where catalytic conversion is 

controllable, guaranteeing continuous influxes of substrates and effluxes of 

products (without involving carrier proteins), high enzyme concentration and 

reduction of possible interferences. MLOs can control chemical reactions, by 

boosting or slowering their kinetics through the material state of the condensate 

(i.e. by lowering or increasing viscosity, respectively), modifying their specificity 

(i.e. by including or excluding a specific substrate) and activity (i.e. by including or 

excluding potential inhibitors) [67, 73]. These general functions are exerted by 

different and specific MLOs. To cite an instance, stress granules (SGs) are widely 
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characterized, cytoplasmic assemblies of ribonucleoproteins (mRNPs) containing 

untraslated mRNAs whose translation is stalled due to environmental stress, drugs 

or viral infections [74, 75]. Cells can benefit of SGs as “preservation clusters” [76], 

saving the energy of degrading or re-synthesizing mRNAs after stress removal. 

Interestingly, SGs contribute to enhance the innate immune response against 

viruses as well, concentrating and activating numerous anti-viral proteins, such as 

RIG-1, PKR, RNAseL, and OAS [75]. Not by chance, viruses often hamper SG 

assembly through the proteolytic cleavage of their principal component G3BP [77]. 

In addition, SGs sequester components from TOR, RACK1 and TRAF2 signalling 

pathways, modulating multiple cascades of signal transduction [78-81]. Another 

example of MLO versatility is offered by the PML-bodies. Discovered because of 

their dysfunction in acute promyelocytic leukemia (APL), PML-bodies are 

involved in plenty of functions, ranging from facilitating protein SUMOylation, 

storaging proteins (regulating nuclear protein availability), enhancing anti-viral 

response, regulating cellular senescence and stemness [82]. PML-bodies possibly 

contribute in the regulation of chromatin dynamics, since several chromatin-related 

proteins are stored within them, as HP1, involved in heterochromatin formation 

[83], CREB-binding protein (CBP) [84], and DAXX, an histone chaperone 

associating with chromatin remodeler ATRX [85, 86].  

 

Despite this functional heterogeneity, the MLO assembly is common and displays a 

hierarchical mechanism [87]. First, the “scaffold” molecules – namely the core 

components of the condensate – self-associate through heterotypic interactions, 

increasing the local concentration and undergoing LLPS [88]. Secondly, the 

“client” species – that are molecules dispensable for the MLO assembly - are 

recruited and distributed throughout its body. Typically, clients display lower 

valency, and hence low apparent affinity, implying a reduced competition with 

high-affinity scaffolds and a more dynamic exchange throughout the compartment 

[87]. Their recruitment is governed by the scaffold stoichiometric ratios. Any 
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change in the valency of client molecules results in weaker or stronger recruitment, 

thus impacting on its degree of partitioning [87, 89]. The binary classification into 

scaffolds and clients finds a limitation in the interchangeability of roles for some 

molecular species (e.g., when the valency of the client approaches that of the 

scaffold [87, 90]) or in the presence of internal sub-compartments that drastically 

alter the canonical structure of droplet/bulk system [91-94].  
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1.4 Liquid condensation as a preferred state for polypeptide chains. 

Proteins and nucleic acids provide the multivalency/modularity required for the 

intermolecular contacts underlying their condensation. Multivalency implies the 

harboring of multiple sites for both intra- and intermolecular interactions and is 

eminently prominent in IDPs and IDRs [88]. Their sequence degeneracy, favoring 

low complexity, encodes residue repetitions likely forming short linear motifs 

(SLiMs) of interaction. For instance, arginine-glycine-glycine repetitions form the 

RGG motif, a SLiM typical of RNA binding proteins (RBPs). In general, SLiMs 

promote three-dimensional networking of protein chains, thus behaving as 

“stickers” [95]. The massive abundance of IDRs participating in LLPS confirms 

their involvement in shaping the properties of the condensates. Experimental data 

were obtained on many different IDPs that include – to cite some examples – Laf-1 

protein [96], RNA helicase Ddx4 [97], hnRNPA1 [98], TAR DNA binding protein 

43 (TDP-43)[99]. Besides the SLiMs, IDPs/IDRs have many features suitable for 

LLPS. To start with, they lack a stable tertiary structure, preferring a dynamic 

conformational ensemble, which expands their potential interactome and therefore 

molecular networking [100]. In addition to it, their expanded conformation offers 

accessibility to post-translational modification enzymes, which act as 

positive/negative switchers for LLPS [101-103]. Finally, the presence of 

IDPs/IDRs in condensates guarantees a more porous architecture if compared to 

globular protein condensates, which results in more dynamic reciprocal exchanges 

with the surrounding environment [100]. 

Among the interactions mediated by IDPs/IDRs, cation-π, π- π stacking, 

electrostatic networking and transient cross-β-contacts are predominant in LLPS 

condensation. In particular, π-π stacking - due to delocalized π electrons of 

aromatic residues (tyrosine, tryptophan, and phenylalanine) - proved to be crucial 

for the majority of to-date known phase separating proteins [104]. That is the case 

of NICD, whose LLPS capability strongly depends on tyrosine networking through 
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hydrophobic and electrostatic interactions [105]. Cation-π contacts – formed 

between positively charged residues and aromatic ones – are also relevant for 

several proteins to achieve phase separation. Another example is given by Ddx4, 

whose phenylalanine-glycine (FG) motifs interact with arginine-glycine (RG) ones 

driving its phase separation both in vitro and in vivo [97]. However, besides cation-

π interactions, π-π stacking and electrostatic networking contribute to Ddx4 LLPS 

equally [73, 97, 105]. Therefore, rather than the uniqueness and specificity of the 

interactions involved, it is the transient nature and weakness of those contacts to be 

crucial in promoting LLPS and discerning it from irreversible aggregation. That is 

particularly evident in the so-called LARKS (Low-complexity Aromatic-Rich 

Kinked Segments), kinked cross-β sheets formed by prion-like domains (PrLDs) of 

RBPs, as fused in sarcoma (FUS) protein [106, 107]. PrLDs are a subset of low 

complexity regions, characterized by uncharged polar amino acids and glycines, 

found in many RBPs involved in neurodegenerative disorders associated to 

pathological aggregation, as amyotrophic lateral sclerosis (ALS) [108]. LARKS 

proved to be less thermodynamically stable than canonical amyloid fibril β-sheets 

[106], suggesting that the discriminating factor between cross-β interactions 

associated either with LLPS or irreversible aggregation resides in the low-energy 

and transient nature of the former ones [73]. The extent of protein multivalency 

controls the strength and half-life of these interactions, which also depends on the 

spatial organization of the “stickers” among the “spacers”. The former consist in 

the adhesive units primarily contributing to the interaction network. The latter 

connect the stickers, influencing their ability to interact and the chain solvation 

[100]. Indeed, solvating spacers can suppress the coacervation, at least when 

protein concentration is medium-low [100]. Identifying the stickers within a protein 

chain represents a major challenge. The first strategy involves a mutagenesis 

approach, in which individual residues or short motifs are destroyed or modified 

and the impact on phase behaviour is evaluated [95, 109]. Of course, the removal 

of a sticker hinders the LLPS. For instance, this approach led to the identification 
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of tyrosines and arginines as major stickers in LCRs of proteins belonging to FET 

family [95]. Nonetheless, being the spacers equally relevant in determining protein 

condensation, stickers may not be identified unambiguously. Another strategy 

pinpoints the stickers considering that they are involved – in addition to interchain 

contacts relevant for the LLPS - in intramolecular interactions responsible for chain 

compaction in solution [100]. This approach helped the identification of aromatic 

residues as stickers within the PrLD region of hnRNAP1 [110]. Interestingly, the 

authors were able to experimentally derive the interaction strength of sticker 

pairwise aromatic-aromatic interactions. Small interaction energies were assigned 

to sticker-spacer and spacer-spacer contacts [110]. Currently, the implementation 

of the stickers-and-spacers model to IDPs is limited to PrLD regions [95, 110, 111] 

and further work will be needed to include other sticker types.  

Considerations on the distribution of charged residues and their role in LLPS are 

examined in depth in the following paragraph.   
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1.5 The role of charge pattern in LLPS 

Electrostatics represents one of the major energetic component governing the phase 

separation of IDPs/IDRs [41]. Seminal experimental papers proved LLPS 

sensitivity to charge pattern, in Ddx4 disordered N-terminus (Ddx4
N1

) [97], NICD 

protein [105] and LAF-1 [112]. Polymer physics theories aimed at rationalizing 

this correlation. Unfortunately, explicit-chain models of phase-separated states are 

computationally expensive, due to the need of tracking the configurations of a 

relatively large multiple-chain system. For this reason, early efforts have been 

made to develop analytical theories for IDP phase behaviour, possibly accounting 

for long-range electrostatic interactions beyond the Flory-Huggins (FH) theory 

[113], which considers attractive contact-like Coulomb interactions between 

residue pairs [114, 115]. Analytical theories proved beneficial for modelling 

polyelectrolytic and polyampholytic systems, which IDPs are approximated to. 

Beginning with the Debye-Hűckle (DH) theory in 1923 – namely the linearised 

Poisson-Boltzmann (PB) equation – [116], further implementations of DH slowly 

emerged – as the Derjaguin, Landau, Verwey, and Overbeek (DLVO) theory [117, 

118], accounting for van der Waals forces, or the beyond mean-field PB equation 

theories, such as Random-Phase Approximation (RPA) approach. RPA has been 

widely employed for polyelectrolyte and polyampholyte modelling and, despite 

other theories as DH, treats chain connectivity explicitly, accounting for sequence-

specific long-range electrostatic interactions [113]. Therefore, it proved effective in 

modelling the electrostatic impact over polyampholyte phase separation, 

particularly with regard to charge pattern implications, as verified by successfully 

reproducing the experimentally-checked Ddx4 phase behaviour [113]. Ddx4
N1

 

owns a blocky alternation of opposite charges associated with in vitro and in vivo 

phase behaviour [97]. Its scrambling to a regular alternation of positive and 

negative residues (Ddx4
CS

, without modifying the amino acid composition and net 

charge) turned out to suppress the LLPS of this construct [97]. RPA simulations 
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(carried out in salt-free conditions) of phase diagrams of Ddx4
N1

 and Ddx4
CS

 

confirmed the trend, with a three-fold decrease in the simulated critical temperature 

T
*
cr observed for Ddx4

CS
. Considering that T

*
 is the highest temperature at which 

phase separation occurs, simulations of [113] indicated that a weaker LLPS 

propensity is expected for the scrambled mutant. Such an agreement constituted a 

promising premise towards the employment of RPA approach in rationalizing the 

correlation between charge pattern and conditions at which phase separation 

occurs. Note that this kind of goal would have been previously 

unfeasible/unattainable through mean-field theories. An attempt to elaborate an all-

embracing computational theory for charge distribution impact on LLPS has been 

performed by Lin and Chan applying RPA to the Das and Pappu’s set of 30 KE 

sequences, designed to sample the value interval from 0 to 1 [27], in order to 

determine their phase diagrams [41]. Interestingly, the T
*
cr trend followed largely 

the value one, leading to the conclusion that the increase in charge blockiness 

( associates with a major critical temperature, hence with improved phase 

separating properties. Since is also correlated with the IDP Rg, a functional 

relationship between T
*

cr and Rg was investigated, leading to the approximate 

power law T
*
cr ≈ 9.8 x 10

7
(Rg)

-5.83
, with Rg expressed in Å. This power-law 

effectively allowed to connect single-chain properties, as the chain conformation 

(dictated for the IDPs by their charge content and patterning), with properties 

pertaining multiple-chain systems, as the phase separation propensity. A consistent 

yet even smoother correlation was observed between T
*
cr and the SCD parameter 

[41], probably due to SCD accounting for long-range residue-interactions [40]. 

Lin-Chan’s model, thus, indicates that the intense electrostatics between 

sufficiently long stretches of oppositely charged residues (may promote 

both intra-chain and inter-chain interactions, favoring conformational compaction 

and tendency to phase separate respectively. On the contrary, regularly alternating 
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opposite charges (mutually neutralize, resulting in expanded conformations 

and a reduced propensity towards condensation (Figure 7).    

 

Figure 7. Schematic representation of the correlation between charge pattern and 

phase separation. (Top) Long clusters of like charges promote intra-chain and 

inter-chain contacts (grey areas). (Bottom) Interspersed oppositely charged 

residues form weak electrostatic networking, resulting in loose conformations and 

reduced intermolecular contacts. Blue spheres represent lysine (K), red ones 

glutamic acid (E). Figure from [41]. 

In an attempt to exceed the limitations inevitably associated with analytical 

theories, such as the RPA approach, a coarse-grained chain model using a simple 

lattice grid was applied to further discern the dependence of LLPS on the charge 

distribution of IDPs [119]. Coarse-grain models assume various levels of simplified 

polypeptide chain representation [120] – for instance, one or two united atoms 

collectively are assumed to describe a single residue side-chain– permitting 

explicit-chain simulations of phase separation to be computationally tractable (Das 

et al., 2018). Moreover, the employment of a lattice model permits a significant 

computational acceleration with respect to continuum-coarse grained models [121, 

122], which however – together with atomistic simulations – have been more and 

more employed due to their greater structural and energetic resolution [119].  

For instance, this simple lattice model was applied to two sequences of the Das and 

Pappu’s data set [27], characterized by significantly different charge patterns (= 
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0.0009 and  0.1354; SCD = -0.41 and SCD = -4.35), in order to simulate their 

phase diagrams. In this case, the simulated T
*
cr was found to be the highest for the 

blocky polymer, consistent with the RPA model for charge-dependent phase 

behavior [41].   

Despite being in qualitative agreement, analytical and explicit-chain simulations 

diverge significantly in quantitative terms. For instance, critical concentrations 

simulated by RPA were appreciably lower than those obtained by explicit-chain 

modelling. Quantitative divergences between the two approaches are especially 

evident when considering the relationship between T
*
cr and , and less dramatic 

when considering the relationship between T
*
cr and -SCD instead [41]. For 

instance, the ratio between T
*
cr of high low  sequence is 1.9 for explicit-chain 

simulations, whereas it is approximately 12 in RPA simulations [119]. This 

comparison suggests that precautions need to be taken before quantitatively 

interpreting RPA and analytical theory predictions. Nonetheless, the consistency in 

the simulated trend strengthens the employment of RPA for reliable qualitative 

modelling of IDP phase behaviors.  

Successive publications employing in continuum explicit-chain modeling have 

further questioned the /-SCD correlation with T
*
cr. Indeed, these simulations for 

sequences belonging to Das-Pappu’s dataset confirmed the general trend predicted 

by RPA and lattice models [119]. However, RPA proved to over-estimate LLPS 

propensity for low  (and low –SCD) sequences, with respect to continuum 

explicit-chain. Similarly, lattice model introduced some limitations, due to the 

spatial order invoked by the lattice grid [119]. Besides that, Lin and Chan’s model 

qualitatively holds, as endorsed by another recent publication by Hazra and Levy 

employing explicit-chain coarse-grain simulations [123]. 

However, does this computational framework properly describe LLPS driven by 

charge pattern? Could one really suppose that increasing  (namely charge pattern) 

to its maximum theorical extent willlead to a properly liquid condensation? Of 



35 
 

course, the aforementioned simulations are run for polyampholytes and not realistic 

polypeptide chains. Thus, the applicability of Lin and Chan’s model to IDPs/IDRs 

surely requires further considerations. In this respect, the review article included in 

the Appendix section of this thesis proposed the existence of a “compaction 

threshold”, consisting in an upper value of  beyond which the enrichment of 

charged patches would rather lead to a disproportion of intramolecular interactions 

over the interchain ones or to a solid condensate where networking has lost his 

transience and weakness [34]. This hypothesis was tested on a restricted yet 

significant dataset of sequences from PhasePro database [124], a curated repository 

of experimentally validated LLPS drivers. Within PhasePro, 28 entries were 

selected, corresponding to IDRs for which an electrostatically driven phase 

separation has been observed. Then a -value distribution, employing CIDER 

webserver [125], was extracted. Each frequency class was compared with that of 

IDRs from the DisProt database. As shown in Figure 8, the frequency of sequences 

in PhasePro with 0.2 <  < 0.25 is larger compared to DisProt. On the contrary, the 

frequency of sequences with 0.25 <  < 0.3 is less than half in PhasePro with 

respect to DisProt. These evidences may indicate that IDPs/IDRs undergoing 

electrostatically driven LLPS display  values mostly comprised between 0.2 and 

0.25 [34]. Such a degree of patterning probably allows better excluding the solvent 

and favoring interchain interactions. Nevertheless, the limited size of PhasePro 

entries considered points to the need of addressing this issue in a more systematic 

way, so as to confirm the existence of an optimal  value promoting LLPS. 
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Figure 8. Charge pattern impacts on electrostatically-driven LLPS. (Top) Lysine-

Glutamic acid (KE) sequences (K in blue, E in red) with different  value classes.  

 = 0: cooperative intermolecular electrostatic interactions between strictly 

alternating opposite charges are weak (pale yellow areas, inspired by Lin and Chan, 

2017) and no condensation occurs. 0.1 <  < 0.3: more blocky charge distribution 

promotes protein networking (yellow areas).  = 1: fully blocky patterning favors 

intramolecular interactions which out-compete interchain ones (dark yellow areas). 

(Bottom) The orange histogram shows the ratio between the  value frequency 

classes of 28 PhasePro entries and the ones from DisProt database (left-vertical 

axis). The shadowed blue bar histogram (right-vertical axis) shows the  value 

frequency classes from DisProt. Sequences from PhasePro database were manually 

retrieved and analyzed for their level of disorder by IUPred (only regions with an 

overall disorder level of 0.6 in a scale 0-1 were employed to compute ).  values 

were calculated through CIDER webserver. DisProt entries were filtered by 
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discarding sequences shorter than 20 residues or devoid of charged residues (FCR 

= 0) and redundant sequences (sequences with same DisProt_ID and if starting 

residues and ending ones of the two compared regions were respectively 

comparable). Figure adapted from [34]. 

This hypothesis is in line with recent computational simulations concerning the 

impact of charge pattern on the structure and dynamics of polyampholyte 

condensates [123]. An experimental paper supported these findings as well, 

showing that the cluster of too many sticky elements may hamper protein 

condensation [110]. Martin and collaborators showed that a uniform, nonrandom 

pattern of aromatic stickers is conserved along the PrLD linear sequences of RBPs 

such as FUS, TAF15, EWSR1, hnRNPA2B1, and hnRNPA3 [110]. Increased 

charge separation unbalances the LLPS-aggregation interplay toward amorphous 

aggregation, confirming the relevance of spacers in modulating interchain 

interactions and therefore phase behaviour.  
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1.6 The threat of aberrant phase separation 

It stands out clearly that MLOs control plenty of physiological functions and that 

genetic or environmental aberrations on them weight heavily on cellular health. As 

a matter of fact, aberrant condensates are associated with loss-of-function/gain-of-

function diseases, leading to neurodegeneration, inflammation and cancer. The 

disorders could occur on different levels, (i) assembly of the MLO, (ii) ectopic 

localization of the condensate, (iii) alteration of the material properties and (iv) of 

protein composition [126] (Figure 9). For instance, mutations affecting the valency 

of scaffolding proteins and their sticker properties could alter the intermolecular 

networking, affecting the size/number and morphology of the condensates. 

Besides, aberrations occurring on protein solubility could modify the Csat value 

possibly reducing it and therefore promoting anomalous condensation. Mutations 

could concern client proteins as well, determining changes in the partition 

coefficient [126]. In addition, the mislocalization of a protein in a different 

compartment (such as a nuclear protein in the cytoplasm or viceversa) could result 

in its abnormal responsiveness to environmental conditions and produce aberrant 

condensation.  

 

Figure 9. Possible disease phenotypes due to aberrant phase separation. MLOs 

could be impaired at the assembly-level (e.g. changes in scaffold protein Csat), in 
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the localization (e.g. ectopic formation in a different cellular compartment), 

regulation (e.g. alterations in regulatory kinases), material state (e.g. liquid-to-solid 

transitions) and composition (e.g. recruitment of an aberrant client). Figure from 

[126].  

Alterations of the material state of MLOs pose a major threat. By their nature, the 

majority of these condensates forms and dissolves transiently, in a stimulus-

sensitive manner. As a matter of fact, their stabilization often compromises MLO 

homeostasis, leading to detrimental outcomes, such as the formation of amyloid-

like fibers [98, 127, 128]. The development of numerous neurodegenerative 

pathologies, including amyotrophic lateral sclerosis (ALS), Alzheimer's disease, 

and frontotemporal dementia (FTD), is associated with this type of aberrant 

maturation. Commonly, proteins undergoing this phenomenon display highly 

hydrophobic regions and convert easily into β-sheets [129]. Therefore, slight 

changes in aggregation propensity are sufficient to tip the LLPS/aggregation 

equilibrium [129]. For instance, the nuclear protein TDP-43 constitutes the main 

protein that accumulates in the spinal cords of ALS and FTD patients [130, 131]. 

Mutations in TDP-43 are associated with its depletion from the nucleus, formation 

of toxic cytoplasmic aggregates, and deregulation of nuclear RNA processing. 

[132]. Most TDP-43 ALS-related mutations occurs in the C-terminal glycine-rich 

region of the protein. Mutations Q331K, M337V, Q343R, N345K, R361S, and 

N390D have been demonstrated to enhance TDP-43 aggregation in vitro and 

cytotoxicity in yeast cells [133]. Moreover, it has been reported that A315T 

isoform forms amyloid fibrils in vitro and causes neuronal death when added to 

cultured neurons [132, 134]. In general terms, aberrations in the prion-like C-

terminal domain – which normally facilitates the phase separation of TDP-43 to 

form SGs and RNA granules – compromises the dynamics and disassembly of the 

granules, leading to the aggregation of the protein [135, 136]. Similarly to TDP-43, 

fibrillization-prone mutations have been identified in other proteins that undergo 
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phase separation, such as the D262V mutation in hnRNPA1 [98, 137]. However, 

one should keep in mind that irreversible amyloid-like fibers are not by definition 

the spontaneous evolution of LLPS. Indeed, in addition to fibrillation, numerous 

amorphous aggregation pathways may be accessible besides fibrillization. For 

instance, FUS proved to form irregular aggregates [138] and TDP-43 to originate 

oligomers [139], tufted particles [140] and granulo-filamentous aggregates [99]. It 

has to be clarified whether intermediate stages are required from matured MLOs to 

reach fibrillization. It has been suggested that “labile fibrils” may form reversibly, 

[141] being subsequently replaced by more stable fibrillar aggregates [127]. It 

remains an open question whether fibrillar aggregation can be considered an off-

pathway step of droplet maturation or whether LLPS is a necessary precursor for 

this pathological state. 

Interestingly, droplet maturation could also have a physiological outcome, when 

covering pathways alternative to amyloid-like fibers. This is the case of oskar 

granules, RNA-protein condensates found in Drosophila melanogaster oocytes 

which behave as solid in vitro and in vivo [142]. Oskar RBP assembly involve a 

rapid transition from liquid to glassy solid as a result of the entanglement, where 

chains wrap around each other and cannot cross [67], rather than fibrillization. 

Interestingly, glass states are easy to fluidize again and therefore remain responsive 

to changes in the condensate composition and the environment.  

Relying intensively on biomolecular condensation and being so dramatic the 

consequences of its aberration, cells resort to three main control mechanisms to 

monitor MLOs. To begin with, membrane surfaces have emerged as regulatory 

platform to control condensate assembly [143]. For instance, evidences suggested 

that membranes may reduce protein threshold concentration [88, 144] by restricting 

molecular diffusion to a two-dimensional plane, promoting LLPS when needed.  

Moreover, membrane surfaces offer a spatio-temporal control over MLO assembly 

throughout the cell. For instance, it has been shown that the complex composed of 

the linker for the activation of T-cell (LAT)-Grb2-Son of Sevenless (SOS) 
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undergoes LLPS on specific districts of lipid-bilayers where the formation of 

supramolecular condensation nuclei is initiated [145-147]. In the cell, LAT protein 

is phosphorylated upon T-cell receptor activation, recruiting Grb2 and SOS. The 

latter undergoes a conformational change promoting Ras activation and the 

amplification of the signal cascade [148]. Condensation is thus circumscribed in 

space (T-cell membranes) and time (in response to the activation stimulus), in order 

to maximize transduction when needed. Endomembrane surfaces exert similar 

control over LLPS. An example is offered by endoplasmatic reticulum (ER) 

membranes. TIS11B is a RBP that undergoes LLPS in close proximity to ER 

membranes, forming a sub-cellular compartment that facilitates protein-protein 

interactions required for protein trafficking to cellular surface [149]. Similar spatial 

control mechanisms are put in place to regulate LLPS at specific interfaces of ER-

Golgi intermediate compartments [150, 151]. 

An additional mechanism of LLPS control is offered by PTMs which effectively 

modulate valency and strength of protein intermolecular interactions [152]. 

Phosphorylation is a reversible PTM that allows a quick tuning of phase separation 

properties. Depending on its impact on overall net charge, phosphorylation may 

positively or negatively modulate condensation in a protein-specific manner. For 

instance, it disrupts the electrostatic networking required for the LLPS of FUS and 

CPEB4 [138, 153]. On the contrary, phosphorylation of Tau alters its net charge 

and charge patterning, enhancing the protein condensation properties and leading to 

disease-related aggregated forms [154, 155].  

Interestingly, on the same residues targeted by phosphorylation (serine and 

threonine), a concurrent PTM – the O-linked N-acetylglucosamynation (O-Glc-

NAc) - contributes to LLPS modulation [143]. It remains to be understood how 

these PTMs interact when they occur on the same protein target and whether larger 

sugar modifications are able to sterically hinder intermolecular interactions.  

Plenty of other PTMs have been reported to modulate LLPS, such as arginine 

methylation and citrullination, both inhibiting cation-π interactions. The former has 
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been reported for FUS [156, 157], Ddx4 [97] and hnRNPA2 [158]. Citrullination 

has been proposed to counteract pathological aggregation of FUS and several ALS-

related proteins [159]. A similar role has been suggested for lysine acetylation of 

Tau protein which inhibits its phase separation and aggregation [160, 161]. 

Nonetheless, that seems to be a protein-specific effect, since acetylation of TDP-43 

in the RNA-binding domain promotes the formation of aggregates [162]. All things 

considered, finding an all-embracing rule for PTM regulation appears hard. One 

may simply infer that the effect of any PTM needs to be evaluated in the specific 

context of the target protein.  

To complete the overview of LLPS control mechanisms, it is necessary to mention 

the energy-consuming strategies. They mainly include chaperones and helicases, 

which remodel MLOs by regulating their material state and dynamics. For instance, 

chaperones localize within SGs and regulate their material properties and 

disassembly during recovery from stress [143]. A recent publication showed that 

ALS-related SOD1 variants accumulate in SGs as misfolded proteins, increasing 

SG viscosity and causing an aberrant liquid-to-solid transition [163]. Chaperones 

actively prevent aberrant SGs and promote their clearance after stress [163]. 

Similar to chaperones, DEAD-box helicases can localize to stress granules, 

regulating their dynamics and dissolution [94, 164].   
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1.7 The LLPS from the RNA side 

RNA molecules can either undergo condensation per se, in the absence of protein 

components, or form complexes with RBPs. Well-known phase-separating proteins 

such as FUS, TDP-43, and hnRNPA1 are indeed RBPs [98, 165]. Nonetheless, 

RNA is often required for the proper formation of MLOs even when the proteins 

involved are not directly participating in RNA metabolism or do not include RBPs. 

Instead, examples of RNA homotypic condensation is given by RNAs that contain 

triplet expansion and are associated with neurological disorders (Huntington’s and 

ALS [166]). Long repeats promote formation of foci, which may exhibit liquid-like 

behavior in vivo [167-169].  

Why the RNA? Apparently, RNA structure, sequence, and length collectively tune 

MLO assembly. For instance, the secondary structure of mRNA has been reported 

to modulate the identity of the droplets formed by Whi3 [170]. Whi3 forms indeed 

condensates with distinct composition and function depending on whether it 

includes cyclin CLN3 or actin BNI1 mRNAs, which are structurally different and 

for this reason mutually exclusive in the binding. A recent publication suggested 

that highly structured RNAs act as scaffolds for condensate nucleation, particularly 

in the nuclear environment, which is characterized by high RNA concentrations. 

This is the case of structured long non-coding RNA Neat1, which promotes 

condensation of FUS in the presence of a high background concentration of RNA, 

which normally solubilizes FUS condensates [171]. On the contrary, the complex 

structure of rRNAs (and not their composition) was demonstrated to attenuate the 

in-vitro condensation of PGL-3 protein [172]. Consistent evidences on RNA 

structure effect on the LLPS behaviour were also found in other protein-RNA 

condensates such as those involving poly(proline – arginine) (PR30). This type of 

protein has been studied in vitro with homopolymeric RNA consisting of poly-

rG/rU/rA/rC. Interestingly, PR30-RNA condensates take profoundly different forms 

depending on the type of nucleic acid employed. While poly-rU/rA/rC mixed with 
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PR30 produce spherical assemblies, poly-rG form open, fractal-like network 

structure reminiscent of kinetically arrested phase separation [173]. This different 

morphology could depend on the propensity of poly-rG to form stable G-

quadruplexes [174]. Having reported conflicting evidences of structured RNA 

impact on condensate behaviour, one may conclude that there is not a general rule, 

yet a protein-specific effect. 

The same PR30 experimental system has also allowed studying the effects of RNA 

composition, which seem to relate mainly to condensate viscosity and protein 

dynamics. In particular, PR30 condensates with poly-rA were found to be more 

viscous than those formed with poly-rC and poly-rU [175]. This can be explained 

by considering that poly-adenine sequences, with their purine bases, promote stiffer 

conformations than those involving poly-pyrimidine molecules, which are endowed 

with a single aromatic ring [166].   

Finally, RNA length and concentration were found to collectively modulate the 

LLPS in the cell, defining the total number of potential RNA binding sites [175]. 

Longer polyribonucleotide sequences trigger multiple interactions, favoring phase 

separation. This is the case of PGL-3 condensates, which form more efficiently 

with mRNAs longer than 0.5 kb [172]. The RNA binding footprint for most RBPs 

is 10-20 nucleotides [176], suggesting that 20-40 nucleotides is the minimal length 

to guarantee multivalency [175].   

Concerning the RNA concentration, Martin’s group proved for several RBPs (FUS, 

TDP43, EWSR1, TAF15, and hnRNPA1) that high concentration ratios of RNA: 

protein prevent phase separation, while low ratios promote it [171]. Thus, nuclear 

RNAs that are not-specifically interacting provide a buffering control over RBP 

condensation, while specific RNA interactors, which bind RBP with high affinity, 

promote LLPS only when necessary (such as in the case of Neat1 RNA with FUS). 

Supporting this interpretation is the observation that disease-related, aberrant RBP 

aggregation occurs in the cytoplasm, where the RNA concentration is not sufficient 

to efficiently suppress LLPS [171].  
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The system of PR30 and homopolymeric RNA is also useful in studying rheological 

properties of condensates. Indeed, a “hardening” effect of adding poly-rU RNA on 

PEG-induced preformed droplets has been observed, showing that increasing the 

density at interaction sites negatively affects the coacervate dynamics [173]. 

However, increasing the poly-rU concentration in the PR30 solution has no impact 

on condensate dynamics, since it probably does not produce a preferential 

recruitment of RNA within the droplets, yet a simple effect on the number of PR30-

RNA droplets [173, 177]. A different effect has been observed for LAF-1 

condensates [96]. Indeed, low concentrations of polyU50 added to the protein 

solution caused a reduction in viscosity, probably due to the more dynamic protein-

RNA interactions replacing the stiffer and more stable IDP-IDP contacts. Overall, 

the results reported here suggest that RNA differently affects the rheological 

properties of RNA-protein condensates, dependently on the protein type and the 

timing by which it is added to the system.  
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1.8 Phase separation of viral IDPs/IDRs 

Due to the transversal distribution of IDRs in proteomes, there is no surprise that 

LLPS has been largely exploited even by viruses to maximize genome replication 

or viral particle assembly [178]. Indeed, phase separation underlies the formation 

of the so-called “viral factories”, such as the inclusion bodies (IBs), that are sites 

where specific viral and host proteins concentrate, in order to facilitate the 

replication and shield the viral machinery from the host defenses (Figure 10). 

Actually, membraneless viral factories are one of the possible bodies observable in 

infected cells, generally more common for negative-strand RNA viruses. Indeed, 

viral factories can be membrane-delimited as well, including double-membrane 

vesicles (DMVs) or spherules, namely membrane invaginations [179]. 

 

 

Figure 10. Membraneless viral factories concentrate viral nucleic acids, viral 

proteins and endogenous proviral proteins, protecting the replication and assembly 

apparatus from factors with antiviral activity. Figure from [179]. 

Among the first reported, the liquid-like inclusions known as Negri bodies (NBs) 

have to be mentioned [180]. They form in neuron cytoplasm upon rabies virus 

(RABV) infection, serving as platforms for the enrichment of viral transcription or 
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replication factors. Indeed, the phosphoprotein P (P protein) – one of the 

components of these inclusion bodies – recruits its cytoplasmatic partners endowed 

with proviral activity, as the focal adhesion kinase (FAK) and the major inducible 

heat shock protein 70 kDa (HSP70) [181, 182]. Similar bodies have been reported 

for other Mononegalovirales, as the vescicular stomatitis virus (VSV) [183] and 

Measles virus (MeV) [184]. Plenty of inclusions characterizing several 

paramyxoviruses (Mononegalovirales order) – as human parainfluenza virus 3 

(hPIV3) [185], parainfluenza virus 5 (PIV5)[186], mumps virus (MuV)[186], 

Nipah virus, and simian virus 5 (SV5) [187] – have not still been univocally 

associated with LLPS, although the spherical morphology of droplets and the 

ability to coalescence support this interpretation. Therefore, it is predicted that 

many of these inclusions, initially identified as “viral aggregates”, will be re-

interpreted in the light of phase separation. In agreement with this, P and N 

proteins (main components of the mentioned inclusions) are characterized by 

structural disorder and multivalency, all desired pre-requites for LLPS.  

Other examples have been found among viruses relevant to human health. In the 

case of influenza A virus (IAV), viral inclusions are formed that display liquid-like 

properties and are employed for the assembly of the eight-partite genome [188]. 

Considering human immunodeficiency virus (HIV), the nucleocapsid (NC) protein 

shows Zn
2+

-dependent LLPS [189]. Furthermore, it was recently shown that the N 

protein from SARS-CoV-2 undergoes phase separation, perhaps for the purpose of 

promoting nucleocapsid formation, as in Mononegalovirales inclusion bodies 

[190]. The capability of SARS-CoV-2 N protein to partition into liquid 

compartments formed by host proteins as hnRNPA2, FUS, and TDP43 suggests 

that the viral protein is able to trigger SG assembly, favoring viral replication 

[191]. 

Indeed, besides assisting the infection stages, LLPS is exploited by viruses to 

hijack the host immune response, sequestering cellular sensors that detect pathogen 

associated molecular patterns (PAMPs) or proteins responsible for the activation of 



48 
 

the innate humoral response [178]. For instance, several viruses have developed 

strategies to interfere with SGs, which may assemble upon viral infection [179], for 

instance by sequestering their main components. This is the case of West Nile 

virus, whose 3’stem-loop structure of RNA genome interacts with two SG proteins, 

TIA1 and TIAR, thus preventing stress granule assembly. Furthermore, this 

interaction facilitates the synthesis of viral genomic RNA [192]. Another example 

is offered by RSV IBs, which proved to sequester O-GlcNAc transferase (OGT) 

and phosphorylated mitogen-activated protein kinase (MAPK)/p38. Because OGT 

is responsible for attaching O-GlcNAc to cellular proteins, which enables their 

translocation into SGs [193], its sequestration by RSV is sufficient to impair SG 

assembly [194]. Furthermore, transcriptional activity of NF-κB is of pivotal 

importance in developing innate immunity, especially when its activity is regulated 

by the association with MAPK/p38 and p65 subunits. The retention of both these 

subunits into condensates blocks the translocation of NF-κB to the nucleus, 

impairing the mechanism that triggers the innate immunity [195]. In addition, the 

further sequestration of melanoma differentiation-associated protein 5 (MDA5) and 

mitochondrial antiviral-signaling protein (MAVS) into IBs of RSV impairs the 

antiviral interferon response [196, 197].  

Interestingly, viral condensates are also able to interact with specific host genes, 

tuning the trascriptome of the host cells in favor of the virus. For instance, Epstein-

Barr virus (EBV) – a DNA virus – exploits its transcription regulators EBNA2 and 

EBNALP to form liquid-like droplets in the nuclei of the infected cells. They 

recruit other co-activators and transcription factors at the sites of super-enhancers 

of MYC and Runx3, promoting their transcription.  

All things considered, it is not surprising that plenty of studies are focusing on the 

condensation properties of viral proteins. These studies could help finding 

innovative antiviral therapies. To cite a few, Risso-Ballester and collaborators 

identified a compound – namely a steroidal alkaloid cyclopamine and its chemical 

analogue (A3E) – capable of hardening RSV IBs, where RNA replication occurs. 
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A3E compound could suppress RSV infection in mice [198], demonstrating that 

rheological properties of condensates are related to virus infectivity. In another 

paper, Wang and colleagues tested a peptide, identified by a screening approach, 

which targeted the dimerization domain (DD) of SARS-CoV-2 N protein [199]. 

DD is strictly necessary to promote LLPS of N protein. The peptide is able to 

suppress the condensation, increasing the antiviral response both in vitro and in 

mice. Together, these evidences support the potentialities of antiviral therapies 

targeting LLPS. This represents a novel route for drug design and hopefully it will 

gain more and more relevance in treating virus infections. 
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1.9 Methods 

Here, a brief overview of methodologies employed in this thesis is presented. A 

distinction is made between the techniques used for the structural characterisation 

of IDPs and methods applied to properly assess the LLPS behaviour. The two 

subchapters reflect this distinction.  

Techniques for structural determination of IDPs 

Size-exclusion chromatography (SEC) 

SEC, also named as molecular-exclusion chromatography, gel-filtration or gel-

permeation chromatography (GFC or GPC), represents a precious laboratory 

technique employed for the separation of molecules based on their hydrodynamic 

dimensions (Rh) or Stokes’ radius (Figure 11)[200].  

 

 

 

 

 

Figure 11. Schematic representation and definition of Rh. Figure from [34]. 

 

The chromatographic separation is achieved employing a stationary phase with 

beads endowed with a defined range of pore dimensions, which is correlated to the 

column cut-off. If molecules suspended in the mobile phase have smaller 

hydrodynamic dimensions than pore size, they are able to fit into the pores by force 

of diffusion and thus they pass through the column with a larger retention time. 

Conversely, bigger molecules cannot fit into the pores, thus simply follow the 

solvent flow and exit the column with a smaller retention time. For molecules with 

a comparable shape, Rh is proportional to molecular mass [200]. Therefore, SEC is 

largely employed to determine the approximate size and molecular weight of 
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proteins. The proper column calibration is a necessary pre-requisite for deriving 

quantitative information on molecular mass from SEC measurements. Indeed, the 

correlation between the column retention capabilities and the hydrodynamic 

dimensions of protein standards has to be robustly determined. The retention of a 

given molecule by a chromatographic column is represented by the column 

partition coefficient, KD, calculated through the Eq. 5 [201, 202].  

 

Eq. 5     KD = 
      

     
 

where VEL is the retention volume of the molecule (namely the volume at which it 

is eluted by the column), VO is the void volume (that is the volume of mobile phase 

between the stationary phase beads) and VT is the total volume (the volume of all 

the liquid within the column). 

 

The KD is then simply correlated to the known hydrodynamic dimensions of the 

standards, thus creating the calibration curve (Rh vs. KD). By doing this, it is 

possible to determine the hydrodynamic dimensions and the molecular mass of any 

protein sample, simply comparing the retention time of the unknown protein with 

data obtained for the standards whose molecular weight is known, provided that 

they belong to the same conformational class. Indeed, SEC is able to highlight the 

different conformational states a protein assumes and Rh has been shown to vary 

accordingly to the conformational compactness of the protein. As a matter of fact, 

it has been observed that the hydrodynamic volume of a single-domain globular 

protein in the molten globule, pre-molten globule and unfolded state increases of 

1.5, 3 and 12 times compared to native state, respectively [16, 203, 204]. 

Consequently, an empirical set of equations has been derived, correlating the 

Stokes’ radius with the apparent molecular mass of globular proteins in different 

conformational states [205]. Thus, being the molecular mass dependency on 

Stokes’ radius extremely conformation-specific, based on the hydrodynamic 
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dimensions evaluated for a generic IDP it is possible to assign it to a specific 

structural class. Indeed, it is sufficient to compare the measured Rh with the 

theoretical values obtained with these equations for a polypeptide chain of proper 

molecular mass. This has opened the doors to IDP conformational characterization, 

helping identifying the presence of elements of residual structure. For instance, this 

approach was applied to assess the different conformational compaction properties 

of α-, β-, and ϒ-synuclein, which are predicted as fully disordered proteins. As a 

matter of fact, the experimentally-determined Rh of the three proteins were 

compared to the theorical Stokes’ radius calculated for a completely unfolded 

polypeptide of comparable molecular mass. While β-synuclein displayed a similar 

value, suggesting an extended conformation, α- and ϒ-synuclein revealed more 

compact. Interestingly, employing the set of equations cited above, it was possible 

to verify that at acidic pH the three proteins assumed pre-molten globule-like 

conformations, implying a pH-induced ordering [206].  

In parallel with the determination of Rh through SEC, in the attempt to produce 

reliable Rh predictions, Marsh and Forman-Kay introduced a simple power-law 

relation (Eq. 6), which proved effective for both folded and chemically denatured 

proteins [49]. 

Eq. 6     R = R0N
v 

where R is Rh or Rg, N is the number of residues, R0 and v are constants [207, 208]. 

IDPs, though, display a greater variation in compaction, ascribable to different 

sequence features, which prevent the use of Eq.6 for reliable Rh predictions. An 

extension to this equation was thus introduced, accounting for the proline number 

PPRO, the absolute net charge (|Q|), and the presence of a polyhistidine tag (Shis; 

Eq.7). The employment of this equation further improved the performances of Eq.6 

when applied to IDPs. 

Eq. 7   Rh = (APPRO + B)(C|Q| + D)Shis*R0N
v 
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with A = 1.24, B = 0.904; C = 0.00759; D = 0.963; Shis = 0.901; R0 = 2.49; v = 

0.509 [49].  

Overall, it is evident that sequence determinants are particularly decisive for the 

overall size of IDPs, as emerges from Eq.7. Experimental determination of Rh by 

SEC and comparison with reliable theoretical references represent an extremely 

informative approach to determine the conformational properties of IDPs, 

combined with the advantage of being based on a widespread, inexpensive 

technique that is accessible to most laboratories. 

Native mass spectrometry 

With the advent of electrospray ionization (ESI) and matrix assisted laser 

desorption/ionization (MALDI), mass spectrometry (MS) established as a solid 

technique for the structural determination of proteins and protein complexes [209]. 

Subsequent development of gentle ionization sources (such as nano-ESI) made it 

possible to preserve non-covalent interactions in the vanishing-solvent conditions 

of the electrospray, resulting in an effective ionization and transfer to the gas phase 

of the protein in a native-like state (i.e. native mass spectrometry, native-MS). This 

encouraged the use of the technique for conformational characterization studies of 

IDPs.  

Briefly, in a nano-ESI experiment, a dilute solution of the analyte is pumped at low 

speed through a capillary. A high voltage (positive or negative) is then applied to 

the capillary outlet, which provides the electrical field required to produce charge 

separation at the surface of the solution. The liquid flowing out of the needle 

produces the so-called “Taylor cone”. When the surface tension fails to balance the 

electrostatic repulsions (the “Rayleigh limit”) [210], the droplets with an excess of 

similar charges detach from the cone and move towards the inlet of the mass 

spectrometer (Figure 12) [211]. The transfer of the analyte to the gas phase can 

occur through two mechanisms, the “charged residue model” (CRM) or the “ion 
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evaporation model”. In the former case, the evaporation-dissociation cycle 

proceeds until an ion is released in the gas-phase. Indeed, the gradual evaporation 

of the solvent leads to an increase in charge density, causing the progressive fission 

of larger droplets into smaller ones [212]. In the latter, instead, the higher charge 

density causes coulombic repulsions that overcome surface tension and result in the 

extrusion of ions from the surface [213]. After desolvation and ionization, the ions 

are transferred to the mass analyzer (e.g. Orbitrap, quadruple, ion trap) and sorted 

according to mass/charge ratio (m/z). Proteins, especially IDPs, produce in nano-

ESI experiments a series of bell-shaped peaks, namely the “charge-state 

distribution” (CSD) [214-217]. 

 

 

 

 

  

  

 

Figure 12. Schematic representation of the working mechanism of ESI. Figure 

from [211]. 

The CSD of a given protein analyte is invariably affected by instrumental settings, 

solvent properties [218], and, above all, by the global protein compactness at the 

moment of gas-phase transfer [217]. Indeed, conformationally heterogeneous 

samples, such as the IDP ones, result in multimodal distributions which pinpoint 

the presence of coexisting conformers or, more properly, of different 

conformational subpopulations each internally displaying similar compaction 

properties. Conversely, folded proteins display narrower CSD, due to their 
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structural homogeneity, reaching higher m/z (thus lower charge state). The reason 

for this is that CSD is governed by the availability of surface-accessible ionizable 

residues. Proteins characterized by secondary and tertiary structure elements 

normally exhibit a finite number of protonation sites and therefore assume low-

charge states during ionization. The conformational ensemble of IDPs, on the other 

hand, is composed of a mixed population of conformers with varying numbers of 

accessible ionization sites, which attain low- and high-charge states. By 

transforming the abscissa of the MS spectrum from m/z to z, the Gaussian fitting of 

the CSD allows these different conformational components to be identified and 

their compaction characterized. Indeed, from ESI-MS experiments, it is possible to 

deduce quantitative information on the “solvent accessible surface area” (SASA) 

[215, 219, 220] which, in turn, reflects the compaction state of the analyzed 

protein. Initially, the power-law correlation between CSD and SASA has been 

highlighted for globular proteins, leading to log(Zav) vs. log(SASA) plots. The 

original equation [221] has been updated several times [220], as the available 

datasets have increased, leading to Eq.8 as the final form [215].  

Eq. 8     y = 0.60x -3.28 

A similar linear correlation has been also observed for unfolded proteins, using 

average SASA estimated from simulated ensembles [215, 219, 222]. Eq. 9 has been 

shown to fit the high-charge states reached by IDPs and proteins undergoing 

chemical denaturation [215]. In contrast, the charge-to-mass relationship emerged 

as largely influenced by the conformational state of proteins, thus leading to the 

conclusion that molecular weight is not sufficient to determine the ionization 

behaviour of protein analytes [216, 219, 221]. 

Eq. 9     y = 0.91x -6.01 

SASA values derived from the CSDs can be used for the conformational 

classification of IDPs by means of a compaction index (CI). This index had been 
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previously defined for Rh [223], yet was reformulated for MS-derived SASA to 

assess the degree of protein compaction estimated by mass spectrometry and 

compare proteins of different sizes, both at the level of individual conformers and 

of the entire conformational ensemble [216]. Its value ranges from 0 to 1, with the 

minimal value corresponding to fully disordered conformations and the maximal 

one to compact structures, and is calculated as described in [216] and also reported 

in the Material and Methods of Section 2.1, in the Results of this thesis.  

The comparison of ESI-MS with in-solution and computational methods for the 

characterization of conformational ensembles of IDPs revealed both elements of 

constituency and discrepancy. Considering the former, CSDs of α-synuclein in the 

absence of lipids revealed the presence of a predominantly extended component 

[224-226], in agreement with in-solution spectroscopy [227-230], single-molecule 

spectroscopy [224, 231, 232] and SAXS analyses [233] using the ensemble 

optimization method (EOM). ESI-MS proved particularly useful for characterizing 

metal ion-induced conformational transitions, such as in the case of UreG, which 

compacts upon addition of Zn
2+

, as assessed by NMR [234], or methallothionein-

2A, which compacts upon coordination with 7 Cd
2+

 ions as predicted by molecular 

dynamics simulations [215]. However, the accuracy of ESI-MS measurements has 

been recently debated. Besides point discrepancies, such as in the case of acyl-

carrier protein ACP from V.harvey, whose MS spectra revealed a conformation 

completely distant from the one in solution, an interesting work questioned the 

reliability of ESI-MS with a systematic approach, comparing mass spectrometry 

with SAXS-EOM on a set of 7 IDPs, reporting serious structural differences 

depending on the used technique. Although the authors attributed the observed 

discrepancies to artifacts occurring during the ionization phase, it is reasonable to 

question whether the SAXS-EOM approach fails to resolve all conformational 

components of the ensemble (whose relative abundance might be low) or native-

MS actually produces some aberrations during electrospray [217]. Further 

investigations are required, especially considering that several other studies 
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comparing native-MS with SAXS-EOM come to opposite conclusions [224, 225, 

233].  

All things considered, despite the aforementioned limitations, native-MS emerges 

as a promising technique for the conformational investigation of IDPs [209, 235-

237].  

Fourier transform infrared (FTIR) spectroscopy 

FTIR spectroscopy proved to be a robust technique for gaining insights into protein 

secondary structure and aggregation. Indeed, it has been successfully applied in 

characterizing the residual structure of IDPs, induced folding and aggregation 

[238]. In infra-red (IR) spectroscopy, IR radiation passes through the sample, with 

part of the radiation being absorbed and part transmitted. The resulting spectrum 

represents the absorption and transmission of molecules, defining a unique 

molecular fingerprint [239]. Modern IR spectrometers are usually FTIR 

spectrometers, which means that the signal measured by the detector is correlated 

to the spectrum by a Fourier transform [240]. FTIR spectrometers provide better 

signal-to-noise performances and are widely preferred in the mid-infrared region 

(4000-200 cm
-1

), where the main protein absorption bands are located. These 

include the amide I (1700-1600 cm
-1

), the amide II (1600-1500 cm
-1

) and the amide 

III (1400-1200 cm
-1

) bands. The amide I band is due to the stretching vibration of 

the C=O peptide bond and is particularly sensitive to the C=O environment, thus, 

the secondary structure of the protein. Due to the strong absorption of water 

between 1640-1650 cm
-1

, most of the structure determination by amide I is 

performed in D2O solutions [241]. However, the assignment of protein structure to 

FTIR spectra can be also performed for proteins in H2O solution. The amide II 

band is the result of contributions from several different backbone modes (NH in-

plain bending and CN stretching, with small contributions from C=O bending, CC 

and NC stretching vibrations), and shows less conformation sensitivity than the 

amide I counterpart [242]. Furthermore, the bands of amide II are overlapping with 
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those originating from side-chain vibrations [243]. Finally, the amide III band, 

mainly due to the in-phase combination of the in-plane bending of the NH and the 

stretching vibration of the CN, proved to be highly sensitive to secondary structure 

folding, without interference from H2O absorption, yet much weaker than the 

amide I signal [241].  

In the amide I band, each element of the secondary structure produces a different 

C=O stretching frequency, due to the unique geometry and hydrogen bonding 

pattern [244]. The large overlap of the underlying component bands makes amide I 

“featureless” and instrumentally unresolvable [244]. Consequently, mathematical 

methods are needed to enhance the resolution of the spectrum by narrowing down 

the large absorbing components in the amide I region [245]. Second-derivative 

analysis is one of the most frequently used methods employed for this purpose, as 

is also the case in this thesis work, which provides better spectral resolution since 

the semi-amplitude of the band is reduced by a factor 2.7 (Figure 13)[246]. 

Interestingly, in the second derivative, the peaks appear negative and their height is 

proportional to the original height, but inversely proportional to the square of the 

original half-width [247]. As a result, the sharpest peaks, such as water vapor or 

noise, are intensified relative to the broad components of the secondary structure 

elements. Therefore, in order to obtain reliable information from second derivative 

analysis, a high signal-to-noise ratio and instrument purging are required. 
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Figure 13. (A) Original FTIR spectrum in the mid-infrared region (2000-1300 cm
-

1
), showing Amide I and II absorption bands. (B) Second derivative spectrum. 

Figure adapted from [244].  

After identification of the component bands within the amide I region, it is 

necessary to perform the complex assignment to the secondary structure elements. 

Since these partially overlap (as in the case of random coils and α-helices in 

aqueous solutions) and the positions of the peaks may vary depending on specific 

interactions, a critical interpretation of the assignment is required [246], also 

relying on orthogonal techniques as circular dichroism.  

Random coil structures are characterized by a broad band centered at 1654 cm
-1

 in 

H2O, where α-helices also respond (1660-1648 cm
-1

). The use of D2O allows better 

discrimination of the two elements, as the random coil shifts to 1645 cm
-1

. For 

instance, a broad peak at 1645 cm
-1

 has been obtained for α-synuclein in D2O, 

consistent with its completely disordered nature in the absence of lipids [246].  

As for the β-sheets, the IR response is characterized by two bands, at 1633 cm
-1

 and 

1686 cm
-1

 in water, both downshifted in D2O. The band position and intensity 

strongly depend on the geometry of the structure, the number of strands per sheet 

[248], and the strength of H-bonds [249, 250]. However, the positions of the native 

intramolecular β-sheets are different from those of the intermolecular sheets 
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associated with protein aggregation [246]. The ability to discern the two has 

enabled the application of FTIR in protein aggregation and amyloid studies [251, 

252]. 

Once the peaks have been assigned, it is possible to quantitatively assess the 

abundance of each identified secondary structure element. To this end, it is 

necessary to perform curve fitting of the measured spectrum, using Lorentzian or 

mixed Lorentzian-Gaussian functions [246]. The input parameters of the fitting 

(such as the baseline, the peak position, the band width and intensity) are crucial in 

the analysis. At least two rounds of fitting are recommended to find the best set of 

fitting functions [246]. The fractional area of each Lorentzian/Gaussian component 

compared to the total area (sum of all components) provides the percentage of each 

element of secondary structure. 

Protein samples are often analyzed using FTIR spectroscopy in attenuated total 

reflection (ATR) mode, due to the ease of sampling. This technique is extremely 

useful, as it allows proteins to be studied in the form of films, obtained by solvent 

evaporation of diluted proteins directly on the ATR plate. Indeed, the sample is 

placed directly on the ATR element, which has a higher refractive index than the 

sample. The IR beam reaches the ATR element and is totally reflected, reaching the 

detector after one or more reflections. With each reflection, the evanescent wave of 

the beam penetrates the sample where it is absorbed [246], producing the 

absorption spectrum.  

In conclusion, FTIR is an extremely powerful tool for characterizing secondary 

structure elements within protein samples. Although IDPs lack a stable tertiary 

conformation, residual structure elements are present and define the degree of 

compaction of these proteins. Therefore, the use of these techniques in IDP studies 

is extremely valuable and informative.  
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Techniques to assess in-vitro LLPS behaviour  

Microscopy detection of in-vitro LLPS condensates 

Visualization of condensates deriving from LLPS is carried out through 

microscopy techniques. A simple approach for in-vitro morphological studies 

consists in employing light microscopy. However, fluorescence microscopy is 

widely used as well, especially when imaging is performed within cellular 

compartments. Fluorescent labeling can be performed by Green Fluorescent Protein 

(GFP)-tag fusion, at the N- or C-terminus of the protein of interest, or by 

fluorescent dyes. Considering in-vitro studies, it is generally advisable to use an 

inverted rather than an upright microscope, as condensates tend to settle by gravity 

[72]. It is mandatory to identify a pre-LLPS condition, in which the protein sample 

is homogenous and no condensates are observed. This ensures that condensation is 

controllable and induced by a specific trigger, such as changes in solution pH (pH 

jump, as performed in this thesis), ionic strength, temperature or nucleic acid 

addition. Samples may require incubation time (from minutes to hours) before 

imaging. When comparing different samples, both incubation times and imaging 

parameters should be kept constant [72]. An issue to consider is the interaction of 

the sample with the surface of the glass slide, which can affect the material 

properties of the droplet. Therefore, it is advisable to compare the behaviour of 

condensates on slides with different coatings, such as polyethylene glycol (PEG) or 

lipids [72].  

Microscopic observation of LLPS samples allows assessing the presence of phase-

separation hallmarks, namely the roundness of the droplets, the propensity to 

undergo fusion/fission events with fast kinetics and the recovery of fluorescence 

after photobleaching, investigated through FRAP technique. All these features must 

be carefully verified to confirm the LLPS behaviour of the tested sample. 
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Fluorescence Recovery After Photobleaching (FRAP) 

Fluorescence Recovery After Photobleaching (FRAP) is a microscopy-based 

technique performed on droplets to assess their liquidity. Depending on the 

material properties of the condensates, the molecules display different mobility, 

which has an impact on the recovery kinetics after photobleaching. Indeed, in 

FRAP, fluorescently-labeled molecules are photobleached with a high-intensity 

laser pulse within a region of interest (ROI). Photobleaching is the result of 

photochemical damage of the fluorescent probes, which permanently lose their 

fluorescence capacity [253]. The recovery of fluorescence within the ROI is 

monitored over time, resulting in a graph of the recovery kinetics (Figure 14). The 

principle is simple: if fluorescent molecules are able to diffuse freely, the 

photobleached ones will exchange with the surroundings, completely restoring the 

initial fluorescent signal within the ROI. Conversely, if the diffusion is slowed 

down by the material properties of the condensate, the original fluorescence will be 

only partially, if at all, restored. Therefore, the recovery graph contains information 

on the mobile fraction (Mf) and the recovery half-time, this latter corresponding to 

the moment when half of the fluorescence is recovered [254]. To calculate the 

mobile fraction, it is necessary to compare the fluorescence in the bleached region 

after full recovery (    with the fluorescence before bleaching      and immediately 

after bleaching (    Eq. 10): 

Eq.10     Mf  =  
     

     
 

The immobile fraction, IMf, corresponding to the population of bleached molecules 

that do not diffuse, is obtained as (Eq. 11): 

Eq. 11     IMf  = 1- Mf, 
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Figure 14. A typical FRAP curve. Starting from the initial maximal fluorescence 

(   , the signal drops to    after photobleaching. Over time, the fluorescence signal 

recovers from    to the maximum recovery value   . The mobile fraction (Mf) and 

the immobile fraction (IMf) are derived from this plot using equations 10 and 11. 

The light blue line corresponds to a reference photobleaching curve to correct for 

the loss of fluorescence outside the ROI during data acquisition. Figure adapted 

from [255].  

 

FRAP is normally implemented in confocal microscopes, along with 

straightforward experimental protocols, which contribute to the wide application of 

this method to LLPS studies. As a matter of fact, FRAP has been largely applied to 

measure the diffusivity of fluorescently labeled protein/RNA molecules within 

droplets both in vitro and in vivo [93, 96, 98, 256, 257]. However, understanding 

FRAP results can be tricky and a critical interpretation is necessarily required. For 

instance, multi-component condensates may show different diffusivities according 

to the probe molecule analyzed [258, 259]. This depends on different 

intermolecular interactions and spatial heterogeneities [260], and possibly reflects 

the scaffold-client model. Furthermore, since the FRAP recovery curve can be 
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fitted with appropriate diffusion models to extract the apparent diffusion 

coefficients, it is important to remind that the chosen model strongly influences the 

extracted coefficients [261]. Thus, more cautiously, it could be argued that FRAP 

can provide a solid qualitative idea of the molecular diffusivity within a condensate 

and give valuable insights into how the material states of phase-separating droplets 

change over time or under different environmental conditions [93, 262, 263]. For 

more accurate estimates of diffusion, at the molecule level within liquid states, 

fluorescence correlation spectroscopy (FCS) can be used [72, 264].  

Overall, FRAP proves to be a valuable technique for demonstrating the liquid state 

of LLPS condensates. Its versatility, both in-vitro and in-vivo experiments, and 

ease of application make it a widely used approach to get valuable information on 

diffusion kinetics within phase separating droplets. 

Turbidity Measurements 

LLPS condensates scatter visible light, making them detectable by optical density 

measurements (either at 340 nm or 600 nm). Using a simple spectrophotometer, 

trigger conditions for LLPS can be identified, e.g.  by determining the Csat through 

the onset of the scattering. Furthermore, by monitoring the optical density as a 

function of time, information on the kinetics course of the condensation 

phenomenon can be obtained. Nonetheless, these simple turbidity measurements 

detect a variety of assemblies. Therefore, parallel microscopy analyses are 

indispensable to properly assess phase separation phenomena.  
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2. Main results and discussion 

As discussed in the introductory paragraph, besides net charge, the distribution of 

charged residues along the primary structure sensibly affects IDP dimensions and 

interactability. Nonetheless, few considerations have been made on how the 

sequence context of an IDP may influence its responsiveness to variations in the 

patterning of charges. Section 3.1 debates this topic, verifying how IDPs with 

similar charge properties yet slightly different sequence backgrounds respond to 

variations in the pattern of cationic and anionic residues. Three model IDRs – 

NTAIL, PNT4, and the human medium neurofilament protein (NFM) – were chosen 

accordingly to their sequence features. Indeed, they share a relatively high FCR 

(mean FCR  0.33), a rather low absolute value of NCPR (mean absolute value  

0.04) and low  values (mean  yet different proline content (5.2%, 11.4% 

and 0.7% respectively). Each IDR has been rationally designed to produce two 

“permutants”, which achieve the lowest and highest  value accessible to the 

amino acid composition of each natural (wild-type) protein. The variants have been 

designated as “Low ” and “High ”. The conformational properties of wild-type 

and  permutants were assessed through native-MS and SEC measurements.  

Concerning SEC analyses, negligible volume effects (in terms of Rh) were observed 

for the charge clusterisation of PNT4, namely the IDR with the largest proline 

content. To better elucidate the effect of charge clusterisation on the IDPs under 

study, a Rh-based compaction index (CIR) was introduced. CIR revealed a simple 

descriptor, useful for comparing the conformational properties of IDPs of different 

lengths, as in this case. This comparison revealed that the average compactness of 

PNT4 is not influenced by the charge distribution, i.e. value, whereas NTAIL and 

NFM respond significantly to charge clustering.  

Differently from SEC analyses, CSDs resulting from the nano-ESI process 

captured a general loss of conformational heterogeneity associated with the 
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progressive clustering of opposite charges for all three sets of  permutants, 

suggesting a global effect of compaction as  increases. The compactness of the 

ensembles was compared by computing the compaction index based on average 

SASA ( CI SASA), which refers to the extent of protein ionization. Interestingly, the 

high- variant of PNT4 displays a unique compaction excursion which, however, is 

not caused by technical artefacts. Possibly, the observed discrepancy of the 

SEC/MS analyses lies in the different information provided by the two techniques. 

Indeed, Rh mainly captures conformational effects on volume, whilst SASA reflects 

contributions on the shape due to charge redistribution. This emerged applying a 

mathematical model that approximates the shape of globular proteins to ellipsoids 

and that was employed herein for the first time to obtain coarse-grained 

information on IDP ensembles. In general terms, it was observed that the increase 

in charge blockiness is accompanied by conformational shrinkage and loss of 

oblateness, yet in a protein specific manner. Indeed, as  increases, NFM - the 

protein with the lowest proline content in the experimental set – displays the 

greatest reduction in volume, while PNT4 - which is the model protein with the 

highest proline number - undergoes the greatest reshaping, moving from a highly 

prolate ellipsoid to a more spherical geometry. It is premature to infer that prolines 

alone can hinder electrostatically-induced compaction. Indeed, an overlapping 

effect of protein dimensions and secondary structure content could be in place. 

Overall, one may conclude that, in addition to the expected conformational 

response to charge clustering, multiple sequence context parameters could 

collectively impact on the behavior of IDP ensembles. 

However, since charge patterning is so decisive in the conformational fate of IDPs, 

it is reasonable to believe that it may also determine the networking capabilities 

and condensation properties of this class of proteins. This hypothesis has been 

extensively investigated computationally and led to Lin and Chan’s theory that the 

phase separation propensity of disordered proteins is positively correlated with the 
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increase in  value In partial contrast, the review article included in the Appendix 

of this thesis discusses this issue, arguing for the existence of a compaction 

threshold above which LLPS is not preferred, being the intrachain contacts too 

dominant. Section 3.2 further explores the correlation between LLPS and charge 

patterning, choosing as a model the N-terminal disordered domain (hNTD, residues 

1-214) of the human topoisomerase I (hTOP1). This domain is required for nuclear 

and nucleolar import of the protein, which unwinds both positive and negative 

DNA supercoiling, and is predicted to undergo phase separation, although there is 

no experimental evidence to support this. Sequence analysis revealed that the 

hNTD is almost devoid of hydrophobic and aromatic residues, yet is rich in 

charged residues, suggesting that the possible LLPS is electrostatically driven. The 

charge distribution is fairly regular, especially along the first 116 residues 

preceding the region containing the nuclear localization signals (NLSs), giving the 

hNTD an overall  value of 0.131. Interestingly, the charge pattern of hNTD seems 

to correlate with the phylogeny of TOP1. Low  values are widely conserved in the 

NTD of vertebrates, while more blocky distributions (high  values) are spreaded 

among lower eukaryotes, such as fungi. This could suggest a selective pressure for 

evenly distributed charged residues in the disordered domain of TOP1, perhaps 

coevolved with specific mechanisms to control its condensation. Applying the 

same strategy as described for the design of  permutants in Section 3.1, two 

synthetic variants of hNTD with increasing charge separation have been 

rationally designed, namely one characterized by a  = 0.224 and designated as 

“medium -NTD” (M-NTD), and one by a  = 0.298 referred to as “high -NTD” 

(H-NTD). Mutagenesis has involved the 1-116 region (hNTD
1-116

), while keeping 

the NLS region (hNTD
117-214

) unchanged. To begin with, LLPS was triggered by a 

rapid reduction in solution pH (pH jump). Turbidity assays have been performed 

for all three NTD proteins, varying protein and salt concentrations. Protein 

concentration positively influences demixing, whilst increasing ionic strength 
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suppresses condensation for hNTD and M-NTD, yet not for H-NTD. This 

confirms that the LLPS of model proteins is governed by electrostatics and 

suggests that the variant with highly clustered charges needs the presence of salts to 

attenuate intrachain interactions and permit protein condensation. The 

morphological characterisation (shape, size, coalescence propensity) performed by 

fluorescence confocal microscopy on the GFP-tagged NTD variants supports the 

notion that hNTD and M-NTD permutant encounter canonical LLPS, forming 

round coalescent droplets, while H-NTD forms amorphous, bunch-shaped 

condensates. 

The use of poly(A) as a RNA mimic to trigger phase separation helped to 

investigate the possible role of the low- NTDs observed in the TOP1 of 

vertebrates. Indeed, while hNTD and M-NTD produce biomolecular condensates 

of similar size and liquid nature, H-NTD does not respond to short-term exposure 

of any poly(A) concentration, suggesting that it has lost this level of regulation. 

Interestingly, in the presence of poly(A), hNTD shows droplets five times larger 

than the condensates produced by pH jump. This indicates a stronger response to 

the RNA stimulus, which may be the main LLPS modulator of the protein in the 

cell. However, it is premature to infer information on the condensation behaviour 

of hTOP1, as (i) this is an in-vitro study that does not reproduce the complexity of 

the cellular environment; (ii) only the NTD sequence has been considered and not 

the full-length protein; (iii) hTOP1 may need different protein partners or specific 

RNAs (such as rRNAs that are abundant in the nucleolus) to undergo physiological 

LLPS. Nevertheless, evidences gathered so far point to hNTD as a phase-separating 

IDR whose low charge clustering may play a key role in responding to LLPS 

stimuli. Increasing its  value up to a certain extent (M-NTD) enhances the 

propensity for phase separation, as supported by Lin and Chan’s model. However, 

beyond this limit, condensation can be counteracted by intrachain interactions, 

resulting in aberrant phase separation (H-NTD). All this suggests that charge 
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clustering cannot be increased indefinitely without disturbing the balance of forces 

promoting LLPS. It is generally true that IDPs with high- values are rare in 

nature. Overall, this work shows that even modest variations in the natural charge 

distribution (∆between hNTD and H-NTD are enough to subvert the 

phase separation properties.  
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3. Results 
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1. Introduction 

Intrinsically disordered proteins (IDPs) and regions have a biased sequence 

composition compared to folded counterparts, being enriched in disorder-

promoting and charged amino acids and depleted in order promoting ones [1–3]. 

The high number of charged residues (Asp, Glu, Arg, Lys) has enabled modeling 

IDPs as either polyelectrolytes or polyampholytes, depending on the presence of 

same- or opposite-sign charges, respectively. The charge state of polyampholytes is 

often described by the total fraction of charged residues (FCR), obtained as the sum 

of the fractions of positive (f+) and negative residues (f−), and by the net charge per 

residue (NCPR), calculated as the difference between f+ and f− [4]. In addition to 

these coarse-grain parameters, the linear distribution of positive and negative 

charges, described by κ or sequence charge decoration parameters [5,6], is also an 

important feature in determining protein compactness. More in detail, 

computational and experimental data show that charge segregation promotes 

protein compaction [7–10].   

IDPs consist of fluctuating and interconverting conformations that constitute “con- 

formational ensembles”. Size-exclusion chromatography (SEC), which enables 

molecule separation based on their hydrodynamic radius (Rh), is one of the most 

popular and easy to apply techniques to study the compaction of proteins, including 

IDPs. Experimentally, Rh can be determined from the chromatographic elution 

volume, using a calibration curve obtained with proteins of known Rh, or known 

molecular mass belonging to the same structural class [11,12]. Achieving a more 

quantitative description of IDP ensembles requires methods capable of dealing with 

heterogeneous molecular systems, such as nuclear magnetic resonance (NMR), 

small-angle X-ray scattering (SAXS), mass spectrometry (MS) combined with 

labeling techniques, high-speed atomic force microscopy, and Förster resonance 

energy transfer and non-denaturing mass spectrometry (native MS) to cite a few 

[13–17]. Native MS has been extensively employed to characterize the properties 
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of heterogeneous conformational ensembles, enabling the detection of even poorly 

populated states [18–21]. Indeed, gentle ionization conditions, such as those 

obtained by nano-electrospray ionization (nanoESI), preserve non-covalent 

interactions under the vanishing-solvent conditions of the electrospray, leading to 

protein ionization and transfer to the gas phase. The final protein net charge is 

mainly dictated by structural compactness under controlled conditions. Thus, 

charge state distributions (CSDs) in nanoESI spectra reveal the main components 

of conformational ensembles [17,20,22]. Unfolded/disordered proteins achieve 

higher charge states than their globular counterparts. For both folded and unfolded 

chains, the average charge state correlates with the solvent-accessible surface area 

(SASA), reflecting chain compactness [17,23–25].  

In spite of the seminal and breaking-through studies by Pappu and co-workers that 

illuminated the relationships between charge distribution and conformational 

properties of IDPs [7,8,10], a full understanding of how the sequence of IDPs 

encodes their conformation is still lacking, thereby preventing, for instance, the ex 

nihilo design of IDPs with a precise set of desired conformational properties. With 

the goal of shedding light on these still unsolved issues, here we have studied the 

effect of charge segregation on three model IDPs that exhibit similar content in 

overall charged residues, net charge, and hydropathy, but different content of 

proline residues and secondary structure, and slightly different size. Charged 

residues within these model IDPs were permutated to obtain different κ- variants 

(Figure 1), and the three sets of proteins were characterized by SEC and ESI-MS. 

Experimentally derived Rh and SASA values were used to obtain coarse-grained 

structural information on these IDP ensembles using a recently published model, 

originally developed for globular proteins, that approximates the geometry of a 

protein to an ellipsoid [26].  

Results show how the changes in average volume and shape triggered by the 

distribution of charged residues are variously affected by the frequency of proline 
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residues. In addition, we discussed the potential role of other factors such as 

secondary structure content and amino acid chain length. 

 

Figure 1. Scheme of the experimental plan used in this work. (a) Scheme of the 

primary structures of a protein set, derived from a generic wild-type IDP by 

distributing more evenly the oppositely charged residues (low-κ variant) or by 

clustering them in two blocks at the N- and C-moieties (high-κ variant). Only 

charged residues were permutated, preserving the original location in the sequence 

of non-charged residues (see also Figure S1). Blue and red spheres indicate 

positively and negatively charged residues, respectively. Gray spheres indicate all 

the other amino acid residues. (b) The conformational ensemble of each model IDP 

was investigated by size-exclusion chromatography (SEC) and native mass 

spectrometry (MS), to derive experimental values of Rh and SASA. (c) Rh and SASA 

values were combined to calculate the volume and depict the average shape from 

the ensemble of each model IDP.  
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2. Materials and Methods 

2.1. Gene Design and Cloning 

The model molecules employed in this study are IDPs derived from the measles 

virus N protein, NTAIL [27], from the Hendra virus P protein, PNT4 [28], and from 

the human medium neurofilament protein, NFM (UniProtKB ID: P07197) [29,30]. 

The region used in this work (residues 790–916) belongs to the KE-rich tail of 

NFM, which is predicted to be intrinsically disordered. The rules followed for 

NFM gene design are those used for PNT4 and NTAIL [8]. Briefly, we conceived 

low-κ and high-κ variants sharing with wild type (wt) the same number of charged 

residues and the same position of non-charged residues and differing just in the 

distribution of positively (Lys, Arg) and negatively (Glu, Asp) charged residues 

along the sequence. In high-κ sequences, positively and negatively charged 

residues are clustered in the N- and C-terminal regions, respectively. On the 

contrary, in low-κ sequences, positively and negatively charged residues are more 

evenly distributed than in the wt sequence. Synthetic genes encoding for NFM 

were optimized for expression in Escherichia coli (Genscript, Piscataway, NJ, 

USA) and cloned into the pET-21a vector (EMD, Millipore, Billerica, MA, USA) 

between the NdeI and XhoI sites (Jena Biosciences, Jena, Germany). Each synthetic 

gene encodes a protein with an N-terminal hexa-histidine (6xHis) tag, while a stop 

codon has been inserted immediately before the XhoI restriction site, thereby 

excluding from the coding region the vector-encoded 6xHis tag. The amino acid 

sequences are shown in Figure S1. Escherichia coli DH5α™ strain (Invitrogen, 

Waltham, MA, USA) was used for plasmid DNA propagation. 

2.2. Production and Purification of κ Variants 

The E. coli strain BL21 (DE3) (EMD Millipore, Billerica, MA, USA) was used for 

protein heterologous production. Cultures were grown in ZYM-5052 medium [31], 

and recombinant IDPs were extracted and purified as described by Tedeschi and 
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co-authors [9]. Briefly, recombinant proteins were purified from the soluble 

fraction of the bacterial lysate by gravity-flow, immobilized-metal affinity 

chromatography using a nickel-nitrilotriacetic acid agarose resin (ABT, Torrejon de 

Ardoz, Madrid, Spain). The fractions exhibiting the highest concentration were 

pooled, and buffers were exchanged for phosphate-buffered saline (PBS, 150 mM 

NaCl, 50 mM sodium phosphate, pH 7.0) or ultrapure ammonium acetate buffer 

(ammonium acetate 50 mM, pH 6.95, Merck KGaA, Darmstadt, Germany) by gel 

filtration on PD-10 columns (GE Healthcare, Little Chalfont, UK). Protein 

concentration was determined by Bradford protein assay (Bio-Rad, Hercules, CA, 

USA), using bovine serum albumin as a standard. 

2.3. Bioinformatics Analysis 

Sequence analysis of model proteins was performed using CIDER [32] and IUPred 

[33] web servers. IUPred provides a score that characterizes the disordered 

tendency of each position along the sequence. The score ranges from 0 to 1, with 

predicted scores above 0.5 indicating disorder. CIDER was used with default 

parameters to compute κ values and local sequence properties such as NCPR, FCR, 

and the mean hydrophobicity in the 0–9 scaled Kyte-Doolittle hydropathy score. 

2.4. Far-UV Circular Dichroism (CD) Spectroscopy 

Far-UV CD analyses were carried out in PBS using a Jasco J-815 

spectropolarimeter (Jasco Europe, Lecco, Italy) in a 1-mm path-length quartz 

cuvette. Measurements were performed at variable wavelengths (190–260 nm) with 

a scanning velocity of 20 nm/min and a data pitch of 0.2 nm. All spectra were 

corrected for buffer contribution, averaged from three independent acquisitions, 

and smoothed by the Means-Movement algorithm implemented in the Spectra 

Manager package (Jasco Europe, Lecco, Italy). Experiments were performed in 

triplicate. Mean ellipticity values per residue ([θ]) were calculated as described by 
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Tedeschi and co-authors [9]. The deconvolution of CD spectra to assess secondary 

structure content was performed using the BestSel program [34]. 

2.5. Analytical SEC 

Recombinant IDPs produced in this work were analyzed by SEC within the day 

they were purified. Chromatographic separations were carried out on a Superose 12 

10/300 GL column (GE Healthcare, Milan, Italy), in mobile phase PBS, at a flow 

rate 0.5 mL/min. The chromatographic system was composed of a Waters Delta 

600 pump, a 600 Controller, and a 2487 Dual λ Absorbance Detector; all managed 

through the Empower Pro Software (Waters Corporation, Milford, MA, USA). 

Chromatograms were recorded at 220 nm. The calibration curve was built using the 

following standards: Apo-ferritin (horse spleen, 443 kDa, Rh 6.1 nm), Alcohol 

dehydrogenase (yeast, 150 kDa, Rh 4.6 nm), BSA (bovine serum, 66 kDa, Rh 3.5 

nm), Ovalbumin (chicken egg, 43 kDa, Rh 2.8 nm), Carbonic anhydrase (bovine 

erythrocytes, 29 kDa, Rh 2.1 nm), Cytochrome C (horse heart, 12.4 kDa, Rh 1.7 nm 

[35].  

Firstly, for each standard protein the distribution coefficient (Kd) was calculated: 

     Kd = 
      

      
      (1) 

where Ve is the elution volume, V0 the void volume, and Vt the total volume. Uracil 

(0.112 kDa) and Blue dextran (2000 kDa) were used for Vt and V0 determination. 

Finally, the calibration curve Log(Rh) vs. Kd was built and the interpolated linear 

equation used to calculate IDPs hydrodynamic radii from their Kd values. IDPs 

were run at least in triplicate. 

The theoretical radius (Rt) was calculated according to the empirical Equation (2) 

[36]. 

Rt = (1.24 Ppro + 0.904) (0.00759 |Q| + 0.963) Shis∗  (2) 
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where Ppro is the number of proline residues, |Q| the absolute net charge and the 

Shis∗ is 0.901 or 1 depending on whether a 6xHistag is present or absent, 

respectively. 

Rh values were used to calculate the compaction index (CI), which provides a 

simple and continuous descriptor useful for comparing conformational properties 

of IDPs of different lengths [23,37]. The CI derived from the experimental value of 

Rh (CIR) was calculated by applying the following equation [37]: 

CIR = 
     

       
      (3) 

 where Rh is the experimental value, R
D
 and R

NF
 are the theoretical values of a 

chemically denatured or a folded protein, calculated on the basis of power-law 

Equations (4) and (5), which describe their dependence on the number of residues, 

N [11]. 

R
NF

 = 4.92 • N
0.285

    (4) 

R
D
 = 2.49 • N

0.509
    (5) 

2.6. Native MS Analyses 

Protein solutions in 50 mM ammonium acetate, pH 7.0, were brought to a 

concentration of 10 µM, and samples under non-denaturing conditions were 

directly injected at room temperature into an Orbitrap Fusion mass spectrometer 

(Thermo Fisher Scientific, Waltham, MA, USA) equipped with a nano-electrospray 

ion source. Metal-coated borosilicate capillaries with medium-length emitter tips of 

1 µm internal diameter were used to infuse the sample. To assess the effect of 

electrostatic interactions, protein samples were also analyzed at higher ionic 

strength (200 mM ammonium acetate pH 7.0) and low pH (no buffer, 1% formic 

acid, pH 2.5). The following instrumental setting was applied: ion spray voltage, 

1.1–1.2 kV; ion-transfer tube temperature, 275 °K; AGC target, 4x10
5
; maximum 
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injection time, 100 ms. Spectra were averaged over 1-min acquisition. Multi-

Gaussian fitting of MS spectra was performed employing the program OriginPro 

2020 (OriginLab Corporation, Northampton, MO, USA), and CI of single 

conformers (CI
i
SASA) and ensembles ( CI   SASA) were calculated as follows [16]: 

                                          
  

     

     
     (6) 

                                           CI   SASA =     
 
          

    (7) 

where A
c
 and A

f
 are the solvent-accessible surface areas derived by native MS for 

reference, random coil (c) and folded (f) proteins of the same size of the protein 

under study, A
0
 is the solvent-accessible surface areas derived by native MS for the 

conformer (exploiting the charge state—SASA relationship), wi is the relative 

amount of the conformer with compaction index CI
i
SASA.  

Statistical significance of experimental differences was estimated by performing a 

Welch’s t-test on three independent datasets. 

2.7. Application of Ellipsoid Model 

The ellipsoid model assumes that the average conformation of a given protein can 

be represented by an ellipsoid with semi-axes a, b, and c (a ≥ b ≥ c) [26]. The 

experimental ellipsoid volume depicting the conformation of the IDP averaged over 

the ensemble can be estimated by the volume of a sphere given by the following 

formula: 

V = 
 

 
π(Rh − rs)

3
   (8) 

 where rs represents the hydration shell (generally assumed to be 5 Å) [38,39], and 

Rh the hydrodynamic radius obtained by SEC experiments. The geometrical 

volume of an ellipsoid is expressed as: 

V = 
 

 
πabc,     (9) 
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To calculate a, the quadratic relationship with SASA given by the model of Wu and 

co-authors [26] can be exploited: 

SASA = 4πa
2
,    (10) 

Then, b and c values can be approximated by weighted averages between the 

extreme conditions of prolate (a > b = c) and oblate (a = b > c) ellipsoids, 

according to the equations published by Wu and co-authors [26].  

Thomsen’s approximation was employed to calculate the ellipsoid surface area 

(maxi- mal discrepancy to real surface ~1%).  

The ellipsoid flattening was described through the values of fb and fc, calculated 

according to the formulas: 

f = 
        

 
; f = 

       

 
     (11) 

Both indices report the eccentricity of axial elliptic sections of the ellipsoid, and 

span in the range [0;1), where 0 corresponds to a circular section. 

3. Results 

3.1. Design of Model IDPs by Permutation of Charged Residues 

The model IDPs used in this work are the viral proteins PNT4 and NTAIL and a C-

terminal IDR from the human NFM. These IDPs are similar in length, theoretical 

hydrodynamic radius (Rt), charge density, and charge segregation, as witnessed by 

their κ value (Table 1). Values of κ vary between 0 and 1, with 0 indicating evenly 

mixed positive and negative residues, and 1 referring to the complete segregation 

of oppositely charged residues along the linear sequence [4]. In our model proteins, 

the number of positive and negative charges is well balanced, producing a rather 

low NCPR (mean absolute value 0.038 ± 0.017), and opposite charges are evenly 

distributed along the sequence, thereby resulting in rather low κ values (mean value 

0.167 ± 0.041). The three proteins differ in the fraction of proline residues, which is 

0.7%, 5.2%, and 11.4% for NFM, NTAIL, and PNT4, respectively. Among disorder-
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promoting residues, proline residues are also recognized to disfavor α-helical and 

β-structures [40], and to promote extended conformations by conferring rigidity to 

the backbone [36]. For each model IDP, a “high-κ” and a “low-κ” variants were 

designed by permuting charged residues while keeping the position of all other 

residues unchanged. Table 1 summarizes, for each model protein and its variants, 

the κ parameter, NCPR, and FCR values calculated using the CIDER webserver 

[28]. 

Table 1. Features of the three model proteins and their derived κ variants.   

Sequence features were computed using CIDER [28]; the theoretical radius Rt was 

calculated according to Marsh and Forman-Kay [35]. 

Protein N° residues N° prolines Mean Hydropathy FCR NCPR Rt (nm)  Variant 

NTAIL 134 7 3.35 0.299 -0.045 2.64 

0.078 Low  

0.153 wt 

0.431 High  

NFM 136 1 3.40 0.390 -0.051 2.54 

0.037 Low  

0.134 wt 

0.516 High  

PNT4 114 13 3.26 0.298 0.018 2.54 

0.044 Low  

0.213 wt 

0.421 High  

 

In the high-κ variants, positive and negative charged residues are clustered in two 

distinct blocks at the N- and C-terminal moieties of the sequence, while in low-κ 

variants, these residues are evenly alternated along the sequence, as highlighted by 

their NCPR profiles (Figure 2a–c, upper panels, and Figure S1). The degree of 

disorder predicted by IUPred [33] is conserved within each set of model proteins 

derived by permutation from the respective wt sequence (Figure 2a–c, lower 

panels). The three sets of proteins were recombinantly produced and purified by 

immobilized-metal affinity chromatography and experimentally assessed by CD 

analysis in the far-UV (Figure S2). The CD spectra of wt IDPs display the typical 
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trait of structural disorder with a negative peak at ~200 nm (black line in Figure 

S2). Worthy to note, all the spectra of wt IDPs present a small shoulder at ~220 

nm, which indicates the presence of some elements of helical secondary structure. 

Despite the common high level of disorder predicted by IUPred, deconvolution of 

CD spectra indicates that in all the three model IDPs the α-helical content tends to 

increase along with the values of κ (Figure S2, inset). 

 

Figure 2. Comparative bioinformatic analyses of NTAIL (a), NFM (b) and PNT4 

(c). Upper panels: The FCR, fraction of charged residues, was calculated by 

CIDER [32]. Each model protein contains charged residues at high density, with 
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red and blue bars indicating negative and positive charges, respectively. The 

increase in κ value is reflected in the progressively more “blocky” distribution of 

charged residues. Lower panel: each protein is predicted to be predominantly 

disordered by IUPred [33]. The discrepancy from the disorder threshold value (0.5) 

in the IUPred score is shaded in gray. The IUPred and CIDER outputs were 

generated using the default options of the respective web server. 

 

3.2. Impact of Charge Clustering on the Rh of the Model IDPs 

Size-exclusion chromatography was employed to estimate the Rh values of the 

three sets of model IDPs (Table 2). Experimental Rh values of wt NTAIL and wt 

PNT4 (2.71 ± 0.09 and 2.34 ± 0.11 nm, respectively) are close to the theoretical 

ones (Table 1) and similar to the previously determined ones [9]. The Rh of wt 

NFM (3.31 ± 0.12) is determined here for the first time. We observed that Rh 

decreases as κ increases for NTAIL and NFM, but not for PNT4 (Table 2). To 

compare the compaction properties of IDPs with different chain lengths, Rh data 

were used for the calculation of the Rh-based CI (CIR, defined in Equation (2)). The 

value of CI ranges from 0 to 1, corresponding to minimal and maximal compaction, 

respectively [37]. Analysis of the CIR confirms that NTAIL and NFM significantly 

respond to charge segregation, while PNT4 average compactness is not affected by 

the κ value (Figure 3a). 

Table 2. Hydrodynamic radii (Rh) and average solvent accessible surface area 

(SASA) of the three model proteins and their derived κ variants. Mean values and 

standard deviations from three independent measurements are reported. Volume, 

surface area and flattening indices of the ellipsoids were derived from the model 

proposed by Wu and co-authors [23].  
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Protein variant Rh (nm) SASA (nm2) Volume (nm3) fb
* fc

* 

NTAIL 

Low  2.78 ± 0.03 113.2 ± 2.1 49.5 ± 2.2 0.26 ± 0.02 0.41 ± 0.16 

Wt 2.73 ± 0.03 105.6 ± 1.4 46.3 ± 1.8 0.25 ± 0.01 0.39 ± 0.16 

High  2.58 ± 0.05 89.3 ± 1.0 37.5 ± 2.3 0.24 ± 0.02 0.38 ± 0.16 

NFM 

Low  3.37 ± 0.05 136.2 ± 2.0 99.1 ± 5.0 0.14 ± 0.02 0.23 ± 0.12 

Wt 3.31 ± 0.04 124.5 ± 2.4 93.2 ± 4.8 0.12 ± 0.02 0.19 ± 0.10 

High  3.05 ± 0.10 81.5 ± 0.4 69.7 ± 8.0 -0.03 ± 0.08 0.02 ± 0.09 

PNT4 

Low k 2.39 ± 0.04 106.8 ± 3.0 28.1 ± 2.1 0.42 ± 0.03 0.53 ± 0.13 

Wt 2.36 ± 0.05 106.8 ± 2.5 26.8 ± 2.1 0.44 ± 0.03 0.54 ± 0.12 

High k 2.43 ± 0.05 69.0 ± 1.0 29.9 ± 2.4 0.19 ± 0.03 0.31 ± 0.15 

   

* flattening indices relative to b (1-b/a) and c (1-c/a) axis. 

3.3. Impact of Charge Clustering on the Conformational Ensemble of the Model 

IDPs 

Native MS was employed to assess the conformational properties of the three sets 

of IDPs. In this approach, the CSDs resulting from the nanoESI process reflect the 

overall compactness and relative amounts of the main conformers in the original 

solution [17,18,22]. Native-MS spectra obtained under non-denaturing conditions 

for the three variants of NTAIL (Figure 4a), NFM, and PNT4 (Figure S3) display 

multimodal CSDs, highlighting the heterogeneous conformational ensemble typical 

of IDPs. Multi-Gaussian deconvolution of the MS spectra of the wt IDPs (Figure 

4b–d, central row) indicates that these variants exist in three main conformational 

components. For each component, the SASA and the corresponding CI (CI
i
SASA 

defined in Equation (7)) were calculated as recently described [17]. The 

components were classified as “extended” (CI
i
SASA < 0.25), “intermediate” (0.25 < 

CI
i
SASA < 0.75), and “compact” (CI

i
SASA > 0.75) (Figure S4). In all the model IDPs, 

the three main conformational components observed in the wt IDPs also 

characterize the ensemble of low-κ variants, but not that of high-κ variants, which 

includes only the “inter- mediate” and “compact” components (Figure 4). These 
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data indicate that charge clustering induces a loss of heterogeneity of 

conformational components, in favor of more compact states, in agreement with the 

increase in secondary structure observed by CD spectroscopy on our model 

proteins and also with results obtained on p27 by ion-mobility MS [8]. To gain a 

more comprehensive view of charge clustering effects on IDP conformation, we 

calculated the CI based on the average SASA ( CI   SASA), which weights the CI
i
SASA 

(Figure S4) by the relative abundance (Figure S5) of the corresponding 

conformational component. The analysis of CI   SASA indicates that the protein 

compactness increases with κ (Figure 3b). These results are in good agreement 

with those obtained by SEC, confirming the general trend of protein compaction at 

increasing κ values and the peculiar behavior of PNT4.  

In this latter case, the CI   SASA does not vary for low-κ and wt variants, and it 

strongly increases just for high-κ variants (Figure 3). Overall, the largest 

differences between MS and SEC results are obtained for the high-κ variants. To 

rule out possible technical artifacts, control MS experiments were carried out, 

exposing high-κ variants to acidic pH (formic acid 1%, pH 2.5) or higher ionic 

strength (ammonium acetate 200 mM). Indeed, electrostatic interactions are 

expected to be attenuated by the extensive protonation of all ionizable groups under 

very low pH conditions or by the charge shielding by salt ions. The resulting 

spectra show an increased amount of the components at high charge states, 

indicating that protein compaction is actually driven by in-solution electrostatic 

interactions (Figure S6). 
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Figure 3. Compactness of the model IDPs. (a) CI derived from the Rh (CIR); (b) CI 

derived from the average SASA of the conformational ensemble ( CI   SASA) of 

NTAIL, NFM and PNT4 variants (Lκ: low-κ; wt: wild type; Hκ: high-κ). Mean 

values of three independent measurements are shown with error bars indicating 

standard deviations. Statistical analyses were carried out using Welch’s t-test, n.s.: 

not significant p > 0.05, *: p < 0.05, **: p < 0.01. 
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Figure 4. Native-MS analyses. (a) NanoESI-MS spectra of NTAIL variants acquired 

under non- denaturing conditions (50 mM ammonium acetate pH 7.0). The most 

intense signal of each peak- envelope is labeled by the corresponding charge state. 

(b–d) Multi-Gaussian deconvolution of the MS spectra obtained for NTAIL (b), 

NFM (c) and PNT4 (d), in the low-κ (upper row), wt (central row) and high-κ 

(bottom row) variants. Extended (Ext), intermediate (Int) and compact (Com) 

species are colored with different shades and labeled in the upper panels. MS 

spectra of NFM and PNT4 variants are reported in Figure S3. 

3.4. Average Shape of the Model IDPs 

The geometric, ensemble-averaged shape of each protein under investigation was 

predicted by combining the results for Rh and SASA, as reported by Wu and co-

authors [26]. The model was originally applied to approximate the shape of 

globular proteins to an ellipsoid, whose elongation (prolate-shaped) and/or 
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flattening (oblate-shaped) describe the protein conformational transitions. The 

volume of the ellipsoid can be estimated from the experimentally derived Rh, 

through Equation (8). By collating Equations (8) and (9), one obtains: 

V = 
 

 
πabc =  

 

 
π(Rh − rs)

3
   (12) 

The average length of the a-axis was calculated through Equation (10), while the 

length of the b and c axes were obtained as described by Wu and co-authors [26]. 

The application of this model to the nine IDPs under investigation resulted in the 

values shown in Table 2 and Table S1 and represented in Figure 5, in which 

ellipsoid volumes and shapes are related to κ values. Comparing wt variants, NFM 

has the largest volume, followed by NTAIL and PNT4. Considering the effects 

induced by charge clustering, and therefore moving from the lowest towards the 

highest κ values, a clear linear and negative correlation can be observed in the case 

of NFM and NTAIL (overall reduction in volume of ~30% and ~25%, respectively) 

(Figure 5, Table 2). On the other hand, a neglectable effect was observed in the 

case of PNT4, for which the volume remains almost constant among the three 

variants, reflecting little variation of their Rh value. 
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Figure 5. Relationship between ellipsoid volume and κ values. (a) Regression of 

ellipsoid volume and κ for NTAIL (light blue), NFM (orange) and PNT4 (green). 

The equation of trend lines are: y = −33.4 x + 51.7, R2 = 0.987 for NTAIL, y = −61.2 

x + 101.4, R2 = 0.998 for NFM and y = 4.3 x + 27.2, R2 = 0.710 for PNT4. Mean 

values of three independent measurements are represented, with error bars 

indicating standard deviations. (b) Geometry of the model proteins as obtained by 

applying the ellipsoid model. 

The shape of an ellipsoid depends on the length ratio of the a, b, and c axes, which 

in turn was derived from the experimental data of SASA (Table 2, Figure 3). The 

shape of an ellipsoid can be described by flattening indices (i.e., fb and fc), which 

report the eccentricity of axial elliptic sections. These indices vary in the range [0; 

1), where 0 corresponds to circle sections, while elliptic sections of increasing 

eccentricity are obtained as the index approaches 1 (Table 2). Comparing wt 

variants, NFM has the most spherical conformation, followed by NTAIL and PNT4 

(which has the most prolate ensemble). As the κ value increases, the spheroid 

reshaping reflects the trends observed by native MS and reported in terms of CI   
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SASA with NTAIL experiencing the smallest changes, and NFM and PNT4 the greatest 

ones (Table 2, Figure 3b). Indeed, on the basis of the flattening indices, the 

oblateness of NTAIL is not significantly affected by κ, while NFM and PNT4 tend to 

approach a spherical shape. 

4. Discussion 

Computational and experimental works have already shown that charge clustering 

causes an overall increase in protein conformational compactness [7–10]. However, 

few data are available in terms of quantitative description of various 

conformational components within a heterogeneous ensemble. Our work highlights 

that the conformational ensembles of IDPs can be experimentally dissected by 

native MS to capture components of different SASA and abundance. Our results 

show that charge segregation triggers a loss of heterogeneity of conformational 

components, in favor of more compact and intermediate states. At the same time, 

we used SEC to monitor the average Rh and observed an overall shrinkage 

resulting from charge clusterisation. 

To integrate the two kinds of information resulting from MS and SEC, and to 

obtain coarse-grained information on the shape of IDP ensembles, we applied a 

recently published model, which approximates the shape of globular proteins to 

ellipsoids [26]. The applicability of this “ellipsoid model” to IDPs, herein explored 

for the first time, is supported by three observations: (i) the relationship between 

CSD and SASA was proved to be independent of the folded or disordered nature of 

the proteins [20,23,25]; (ii) the ellipsoid model was successfully applied to depict 

the conformational changes induced by denaturation [26]. The broad molecular 

mass range of globular proteins for which the model was shown to hold true (i.e., 

~9 kDa to ~70 kDa) [26] argues for the applicability of this model to the three 

model IDPs herein investigated whose mass falls within this range. 

This model substantially helped us in translating and rationalizing the 
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conformational effects induced by charge clustering into the shrinkage and loss of 

oblateness of each IDP ensemble, while providing evidence of singular, protein-

specific compaction behaviors. The observation that each ellipsoid undergoes 

volume and shape changes in a protein-specific manner argues for a multifactorial 

response to charge segregation. Although referring to a small set of proteins, and 

hence likely not directly generalizable to all IDPs, our data suggest that proline 

content, chain length, and secondary structure content are potentially all involved 

in the response to charge segregation.  

Proline content appears to play a relevant role in modulating the average 

conformational properties of the ensemble. Indeed, the abundance of proline 

residues (PNT4 > NTAIL > NFM) promotes the ellipsoid oblateness in wt variants 

and counteracts the volume shrinking induced by κ. This is in line with the 

observations that proline disfavors α- and β structures [36,41] because of the 

conformational constraints imposed by its pyrrolidine ring [42] and the higher 

stiffness conferred by the preference towards the trans conformation of the Xaa-Pro 

peptide bonds [36]. Our data show that an increase from 0.7 to 5.2%, and then to 

11% in proline content causes a significant reduction in the compaction response 

associated with charge clustering. Remarkably, the mean frequency of proline 

residues is 4.57 ±  0.05 and 8.11 ±  0.63 in databases of structured (i.e., PDB Select 

25 [43]) and disordered proteins (i.e., DisProt [44,45]), respectively. In this 

scenario, proline residues would strongly hinder compaction driven by electrostatic 

interactions and reduce IDP propensity for induced folding. This indirectly 

supports the hypothesis that a high proline content is a compositional trait typical 

of “unfoldable IDPs”, in contrast to IDPs prone to undergo induced folding, which 

instead exhibit, at least locally, compositional features nearly overlapping with 

those of folded proteins [2,36,46]. This hypothesis is corroborated by the analyses 

of large protein datasets [46]. 
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Polypeptide length may also affect the ellipsoid oblateness in wt variants and 

counter- act κ-induced volume shrinking. Indeed, PNT4 (the shortest protein under 

investigation) responds to increasing κ with small volume changes and pronounced 

shape remodeling (from highly prolate ellipsoid to a more spherical geometry in 

the high-κ variant), whereas NFM (the longest chain herein studied) shows the 

greatest volume excursion among variants. Unfortunately, it is difficult to 

disentangle the contribution of chain length and proline content to charge clustering 

responsiveness: indeed, the attempt at rationalizing our experimental data and at 

dissecting the effect of protein length is hampered by the fact that PNT4 has the 

highest fraction of proline residue and NFM the lowest among our model proteins, 

thus making the effect of size and proline content overlapping.  

Finally, the role of secondary structure content appears controversial. For each of 

the three proteins, charge clustering triggers an increase in the α-helical content. 

This could be related to the loss of heterogeneity among conformational 

components in favor of more compact and intermediate states observed by MS 

experiments. However, α-helical content does not correlate with compaction in 

terms of CIR and volume shrinkage (e.g., PNT4). This behavior seems to be 

consistent with previous studies indicating that the propensity of IDPs for 

compactness, unlike that of globular proteins, is not correlated with α-helical 

content [36,47]. Unfortunately, the paucity of data concerning the effects of charge 

segregation on IDP secondary structure makes it difficult to detail trends and 

deserves more extensive and systematic study.   

Overall, our experimental data, complemented by the ellipsoid model, indicate that 

the extent of compaction and shape remodeling triggered by charge separation is 

modulated by multiple parameters that can concur, either individually or 

collectively, to counteract the expected response. Among the possible sequence 

features affecting IDP conformational responsiveness to charge clustering, the 

Lys/Arg and Asp/Glu ratio, recently reported by Zeng and co-authors [48], is a 

plausible factor that deserves further investigation. Many additional ones are 
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probably at play and still remain elusive, thereby preventing our ability to fully 

rationalize and model the conformational behavior of IDPs. 

5. Conclusions 

In summary, the effect of charge segregation on the conformational properties of 

IDP ensembles was studied by applying a mathematical model that integrates 

experimental data from two orthogonal techniques, i.e., SEC and native MS. This 

original approach was proved to be more informative compared to the single 

techniques, delineating a distinct and protein-specific compaction behavior in terms 

of the size and shape of each conformational ensemble. The structural information 

afforded by this approach relies on techniques that are more accessible compared to 

more elaborate techniques, such as ion mobility, NMR, or SAXS, usually applied 

for the study of IDP ensembles. Potentially transposable on a larger scale, i.e., by 

using available experimental datasets of SASA and Rh, this approach could also 

serve as an asset to a more systematic study of the individual factors influencing 

the compaction behavior of IDPs triggered by charge segregation.  

Although we do not pretend to extend our findings to all IDPs, our work identified 

proline content, protein size, and intrinsic content in ordered secondary structure as 

factors governing IDP responsiveness. We hope that the present study will 

stimulate and foster future studies aimed at a systematic analysis of the elements 

that contribute to the con- formational behavior of IDPs in response to charge 

clustering. In addition to unraveling the physicochemical rules underlying the 

response to charge segregation, these elements may account for sequence-specific 

and biologically relevant properties of proteins, such as the propensity to undergo 

induced folding or to exhibit partner-mediated conformational polymorphism. The 

next challenge will be to decipher the hierarchy of elements governing IDP 

conformation and how they can be modeled to better predict IDP behavior. 
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Supplementary information 

Table S1. Size of the semi-axes of ellipsoids assimilated to the model proteins 

studied in this work 

Protein variant a (nm) b (nm) c (nm) Surface* (nm2) 

NTAIL 

Low  3.00 ± 0.03 2.21 ± 0.03 1.78 ± 0.04 67.5 ± 1.9 

Wt 2.90 ± 0.02 2.17 ± 0.03 1.76 ± 0.03 64.4 ± 1.5 

High  2.67 ± 0.01 2.02 ± 0.04 1.66 ± 0.06 55.8 ± 2.1 

NFM 

Low  3.29 ± 0.02 2.83 ± 0.04 2.54 ± 0.07 104.5 ± 3.4 

Wt 3.15 ± 0.03 2.78 ± 0.04 2.54 ± 0.07 100.0 ± 3.3 

High   2.55 ± 0.01 2.62 ± 0.02 2.49 ± 0.09 81.9 ± 6.2 

PNT4 

Low k 2.92 ± 0.04 1.69 ± 0.07 1.36 ± 0.03 48.1 ± 2.3 

Wt 2.91 ± 0.04 1.64 ± 0.08 1.34 ± 0.03 46.8 ± 2.4 

High k 2.34 ± 0.02 1.89 ± 0.05 1.61 ± 0.07 47.4 ± 2.3 

 

* calculated by Thomsen's approximation (maximal discrepancy ~1%) 
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Figure S1. Amino acid sequences of model IDPs. The wt, low-κ and high-κ 

variants within each of the three sets have been aligned to highlight the sequence 

design. Positively charged residues are shown in blue, negatively charged residues 

in red, yellow highlights proline residues. Sequence alignments were carried out 

with Clustal Omega (Sievers et al, 2011, doi:10.1038/msb.2011.75) 
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Figure S2. Far-UV CD spectra of model IDPs. CD spectra of NTAIL (a), NFM 

(b), and PNT4 (c) variants. CD analyses were performed in PBS. The shadowed 

area refers to the standard deviation of three independent measurements. In black 

the spectrum of wt proteins, while red and blue are used for the spectra of low-κ 

and high-κ permutants, respectively. Inset of each panel: percentage of α-helical 

content as estimated by BeStSel software (Micsonai et al., 2018; 

doi:10.1093/nar/gky497). 
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Figure S3. Native MS analyses of model IDPs. NanoESI-MS spectra of NFM (a-c) 

and PNT4 (d-f) variants acquired under non-denaturing conditions (50 mM 

ammonium acetate, pH 7.0). Low-κ variants (a, d), wt variants (b, e) and high-κ 

variants (c, f) are reported. 
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Figure S4. Compactness of conformational components of model IDPs studied by 

native MS. Bar chart reporting     of NTAIL (a), NFM (b) and PNT4 (c). Mean 

values of three independent measurements are shown with error bars indicating 

standard deviations. Statistical analyses were carried out using Welch's t-test (n.s.: 

p >0.05, *: p < 0.05, **: p< 0.01).  
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Figure S5. Relative abundance of conformational components of model IDPs 

studied by native MS. Bar chart reporting the relative abundance of single 

conformational components (extended; intermediate; compact) of NTAIL (a), NFM 

(b) and PNT4 (c). Mean values of three independent measurements are represented 

with error bars indicating standard deviations. Statistical analyses were carried out 

using Welch's t-test (p >0.05 n.s., * p < 0.05, **p< 0.01). 
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Figure S6. NanoESI-MS spectra of model IDPs under conditions affecting 

electrostatic interactions. NanoESI-MS spectra of high-κ variants of NTAIL (a, d), 

NFM (B, E) and PNT4 (C, F) acquired in the presence of 200 mM ammonium 

acetate pH 7.0 (a-c), and in the presence of 1% formic acid (d-f). 
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ABSTRACT 

Liquid-liquid phase separation (LLPS) underlies the formation of biomolecular condensates, which 

are involved in several cellular processes from the formation of membraneless organelles to 

chromatin remodeling. Intrinsically disordered regions (IDRs) and nucleic acids, especially RNA, 

are mainly involved in the formation of biomolecular condensates because of their biased 

composition and multivalency. Understanding the forces driving the LLPS phenomenon is 

important considering the key role played by membraneless organelles in many biological functions 

and pathologies. Electrostatic interactions are known to support protein LLPS, but the role played 

by the distribution of charged residues remains to be clarified. 

The N-terminal domain (NTD) of TOP1, an enzyme able to relax DNA supercoils and hence 

involved DNA replication and chromatin remodeling, is intrinsically disordered and highly-charged. 

We found that the charge patterning of NTD follows a clear evolutionary trend, with vertebrates 

showing the most regular alternation of opposite charges and fungi the most pronounced 

segregation. Here we document the ability of human TOP1 NTD (hNTD) to in-vitro undergo LLPS 

through electrostatic interactions. Using hNTD permutants, we show that increasing clustering of 

charged residues affects the sensitivity of condensates to salt and RNA. In conclusion, our results 

highlight that an optimal charge distribution promoting in-vitro LLPS exists and that charge 

segregation impairs phase separation leading to abnormal condensates insensitive to RNA. 

 

Keywords (5):, intrinsically disordered protein, protein coacervate, biomolecular condensate, 

electrostatic interaction; TOP1. 

 

Abbreviations: FCR: fraction of charged residues; FRAP: Fluorescence Recovery After 

Photobleaching; FTIR: Fourier transform infrared (spectroscopy); GFP: green fluorescent protein; 

hTOP1: human DNA topoisomerase I; IDP/IDR: intrinsically disordered protein/region; IMAC: 

immobilized-metal affinity chromatography;; LLPS: liquid-liquid phase separation; NCPR: net 

charge per residue; NLS: nuclear localization sequence; hNTD: N-terminal domain of hTOP1; PB: 

phosphate buffer; ROI: region of interest. 
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1. Introduction 

Liquid-liquid phase separation (LLPS) plays a role in the formation of 

biomolecular condensates, i.e. liquid droplets containing proteins and other 

macromolecules such as nucleic acids [1, 2]. Biomolecular condensates are 

involved in several biological processes including the organization of the 

intracellular space through the formation of membraneless organelles (MLOs) such 

as the nucleolus and the Cajal bodies [3], chromatin reorganization [4], reduction of 

cellular noise [5], and sensing [6]. Biomolecular condensates can undergo liquid-

to-solid state transitions which, in some cases, lead to protein aggregation [7-10] 

with implications in various pathologies such as cancer [11-13] and 

neurodegenerative diseases [14-16]. 

At the molecular level, LLPS is driven by interactions between biomolecules 

(protein or nucleic acids) with multivalent (un)structured domains. The 

involvement of intrinsically disordered proteins and regions (IDPs/IDRs) [17-19] in 

biocondensation phenomenon is related not only to the lack of a well-defined three-

dimensional structure, but also to their peculiar composition and sequence, often 

containing charged residues, and low-complexity regions [20]. Several 

computational and experimental studies on LLPS processes highlight the 

importance of both hydrophobic and electrostatic interactions such as π–π stacking, 

cation–π, and charge–charge interactions [21-26]. Electrostatic interactions depend 

on several factors, not only the total positive and negative charges or the net charge 

of a protein, but also the charge distribution along its linear sequence [27]. Charge 

distribution can be simply described by the κ parameter: when κ value is 0, the 

opposite charges alternate uniformly one by one along the sequence; when κ value 

is 1, the opposite charges are segregated into two clusters [27]. Although the role of 

κ parameter in IDR compactness has been extensively studied [28-31], its impact 

on LLPS propensity is still largely unknown. A few computational studies with 

experimental data suggest that electrostatic interchain interactions mostly occur 

when the κ value is 0.1< κ < 0.3; in fact, when κ = 0, interchain interactions are 
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weak, whereas when κ = 1 the most favored contacts are intrachain interactions 

[32, 33]. 

In this work, we investigated the role of charge distribution in LLPS propensity of 

the N-terminal domain (NTD) of human topoisomerase 1 (hTOP1). DNA 

topoisomerases (EC 5.6.2.1) are ubiquitous nuclear enzymes active in relaxing 

DNA supercoils introduced during DNA replication and transcription [34-37]. 

Overall, hTOP1 is composed of four domains including a disordered N-terminal 

domain (hereafter referred to as hNTD, residues 1-214), a highly conserved core 

domain bearing the DNA interaction motifs (residues 215-635), a linker region 

(residues 636-712) and a highly conserved C-terminal domain (residues 713-765), 

which contains the active site tyrosine [38]. hNTD is highly charged, contains the 

nuclear localization sequences (NLSs) and plays a role in several physiological 

functions including relaxation activity and camptothecin sensitivity [39-47]. Long 

IDRs and LLPS are common features in various proteins involved in DNA 

replication: in Drosophila melanogaster the long IDRs enclosed in ORC, Cdc6 and 

Cdt1 drive LLPS thereby regulating chromosome recruitment and the initiation of 

DNA replication [48]. The presence of a long N-terminal IDR in hTOP1 might be 

involved in its condensation, as is the case of the C-terminal disordered domain of 

yeast and human hTOPIIs [49]. To date, the direct involvement of the hTOP1 NTD 

in LLPS phenomena has been just hypothesized. The objective of the present work 

is dual: first we aim at assessing the ability of hNTD to undergo phase separation in 

vitro, in relation to stimuli or “order parameters” such as ionic strength, pH 

changes, and interaction with RNA, and then at investigating the effects of charge 

patterning on its LLPS behavior.  

Our data indicate that hNTD per se can undergo phase separation through 

electrostatic interactions, which can be strongly influenced by charge clustering.  

Overall, the differences observed among eukaryotic orthologous of TOP1 suggest 

that charge distribution within NTD might add a level of regulation to the 

formation of biomolecular condensates. 
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2. Material and Methods 

2.1. Sequence analyses of hTOP1  

Sequence analyses of hTOP1 (UniProt code: P11387) were carried out using 

CIDER [50], IUPred2A [51, 52] and FuzDrop [53, 54] softwares. Nuclear 

localization sites (NLSs) were manually identified based on literature data [40].   

hTOP1 orthologs were retrieved using OrthoDB v10 (https:// www.orthodb.org), a 

database of putative orthologous gene sequences from genomes of eukaryotes, 

prokaryotes and viruses [55], and  the sequence of hTOP1 gene (NP_003277.1) as 

a query. OrthoDB identifies 1649 putative orthologs of the hTOP1 gene, distributed 

among metazoa (676 genes), fungi (544 genes), viridiplantae (216 genes) and 

protista (144 genes). To narrow the dataset, evolutionary representative taxa are 

depicted by one or two sequences with the highest similarity to hTOP1. The 

representative sequences were manually selected from a protein BLAST (blastp) 

analysis [56] using the hTOP1 sequence as a query. Short sequences (< 600 amino 

acids) and those annotated as “putative” or mitochondrial topoisomerases were 

excluded. The final data set includes 55 sequences of TOP1 (Table S1). The NTD 

of TOP1s were identified through Pfam [57]. For each NTD sequence, FCR, NCPR 

and κ value were calculated using CIDER [58]. The phylogenetic tree of full length 

TOP1s was constructed by the Neighbour Joining algorithm [59] using MEGAX 

[60]. 

 

2.2. Cloning and mutagenesis 

The sequence encoding the N-terminal domain of hTOP1 (hNTD, residues 1-214) 

was optimized for expression in Escherichia coli cells, chemically synthesized 

(Genscript, Piscataway, NJ, USA) and cloned into the pET-21a vector (EMD, 

Millipore, Billerica, MA, USA) between the NdeI and XhoI sites (Jena Biosciences, 

Jena, Germany). We designed two variants of hNTD, namely medium κ (Mκ-NTD) 

and high κ (Hκ-NTD), by modifying the distribution of charged residues only 

within the first 116 amino acid residues (hNTD
1-116

), while maintaining unchanged 
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the NLSs-containing region (hNTD
117-214

). The overall strategy of permutation of 

hNTD
1-116 

was previously described in [30, 31]; briefly the distribution of charged 

residues was modified to reach a κ value of 0.226 and 0.373, while the position of 

non-charged residues was left unchanged (Fig. S1). The sequences encoding Mκ-

NTD and Hκ-NTD variants, optimized for expression in E. coli, were chemically 

synthesized and cloned into the pET-21a vector as described above. The E. coli 

strain DH5α™ (Invitrogen, Waltham, USA) was used for DNA amplification.  

The gene coding for the green fluorescent protein (GFP) was cloned at the 3’end of 

the NTD sequences using the SpeI site, yielding  the following constructs: pET-

21a[hNTD-GFP], pET-21a[Mκ-NTD-GFP] and pET-21a[Hκ-NTD-GFP]. The 

resulting constructs were checked by restriction analysis and bidirectional DNA 

sequencing (GATC-Biotech, Koeln, Germany). 

The E. coli BL21(DE3) strain (EMD Millipore, Billerica, USA) was used for the 

expression of the recombinant proteins. E. coli cells were transformed with pET-21 

vectors carrying the gene for the expression of each model protein with and without 

GFP. Transformant cells were selected on Lennox medium (LM, yeast extract 5 

g/L, tryptone 10 g/L, NaCl 5 g/L) agar plates supplemented with ampicillin (100 

mg/L). GFP was produced by BL21(DE3) cells transformed with pET21a [GFP] as 

previously described in [61]. 

 

2.3. Production and purification of hNTD and its variants  

Pre-cultures of BL21(DE3) cells were grown at 37°C in Lennox medium to OD600 

0.8-1, then diluted 1:20 in production medium (yeast extract 5 g/L, triptone 10 g/L, 

glycerol 2 g/L) with ampicillin (100 mg/L) and incubated for 2 h at 37°C to reach 

OD600 0.6-0.8 before the induction with 1% lactose or 0.1 mM isopropryil-β-D-

thiogalactopyranoside (IPTG). The cultures were incubated at 25°C for 16 hours 

before the cells were harvested and lysed as previously described in Tedeschi et al. 

[30]. Recombinant proteins were purified from soluble fractions by immobilized-

metal affinity chromatography (IMAC) on nickel-nitrilotriacetic acid agarose resin. 
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High-concentrated fractions were pooled and the buffer was exchanged to an 

alkaline phosphate buffer (50 mM sodium phosphate, 50-300 mM NaCl, pH 10.5) 

or a saline phosphate buffer (PBS, 50 mM sodium phosphate, 100 mM NaCl, pH 

7.0) by gel filtration on PD-10 columns (GE Healthcare, Little Chalfont, UK). 

Protein concentration was determined by BCA assay (Novagen-Merck, Darmstadt, 

Germany) using bovine serum albumin as a standard. 

 

2.4. pH-induced condensation  

For pH jump experiments, recombinant proteins were dissolved in an alkaline 

phosphate buffer at pH 10.5. Protein condensation was induced by adding a small 

amount (typically 15% v/v) of 0.1 M HCl, which shifted the pH to 7.5. The effect 

of condensation was assayed at different concentrations of protein, i.e. 25, 50 and 

100 μM, unless otherwise stated. The effects of NaCl on pH-induced condensation 

was tested at different concentrations of NaCl, i.e. 50, 150 and 300 mM, with salt 

being added to the sample before the addition of HCl. Turbidimetry experiments 

were carried out on hNTD, Mκ-NTD and Hκ-NTD by monitoring the turbidity of 

the samples at 600 nm with a Jasco V-770 UV/NIR spectrophotometer (JASCO, 

Europe, Lecco, Italy), at 25°C for 1 hour. The experiments were conducted in 

triplicate and means and standard deviations were calculated. 

Confocal microscopy analyses were carried out on hNTD-GFP, Mκ-NTD-GFP and 

Hκ-NTD-GFP with a Nikon Eclipse Ti inverted microscope. After the pH jump, 

samples were incubated for 5 minutes and then observed on a glass slide with a 

100x oil immersion objective (numerical aperture 1.45), exciting the GFP with a 

488 nm argon laser. Images were acquired with Nikon Elements Imaging Software 

at the indicated protein concentrations. Experiments were performed in triplicate. 

Image analysis was used to measure the extent of droplet formation, droplet size 

and fusion events using FIJI ImageJ software (v2.0). 

Fluorescence Recovery After Photobleaching (FRAP) analyses were carried out on 

stationary droplets. These were bleached (100% intensity, scan speed 0.125 
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sec/frame, 121.09 ms bleach, optical zoom 5x) and observed every second for one 

minute. To study droplet recovery, data were normalized employing the formula: 

Normalized Recovery = 
        

       
∗

           
               

 

            
               

 
 

where        corresponds to the fluorescence intensity of the bleached region of 

interest (ROI) subtracted for the background contribution;        represents the 

fluorescence intensity of a non-bleached area within the droplet, subtracted for the 

background contribution;             
               

  corresponds to the average 

       before the bleaching;            
               

  represents the average 

       before the bleaching. 

2.5. RNA-induced LLPS 

For RNA experiments, recombinant proteins were suspended in PBS. Confocal 

microscopy analyses were carried out on GFP-fused proteins as described in 2.4. 

Poly(A) RNA (P9403, Sigma Aldrich) was added at different concentrations (0, 

0.5, 2, 5 mg/mL) to hNTD-GFP, Mκ-NTD-GFP, and Hκ-NTD-GFP (final 

concentration: 20 μM). Samples were incubated for 3 minutes and then observed 

on a glass slide with a 100x oil immersion objective (numerical aperture 1.45), 

exciting the GFP with a 488 nm argon laser. Morphological and FRAP analyses 

were conducted as described in 2.4. 

2.6. Fourier transform infrared (FTIR) spectroscopy 

The secondary structure of hNTD, Mκ-NTD, and Hκ-NTD was monitored by FTIR 

measurements in attenuated total reflection (ATR) mode (Quest, Specac, USA). 

Spectra were collected on protein samples resuspended in alkaline PB at pH 10.5 or 

in PBS. The formation of protein condensates was induced by either pH jump or 

RNA addition (0.5 mg/mL) as described in previous paragraphs. pH jump 

experiments were carried out at 50 mM of NaCl for hNTD and Mκ-NTD proteins 

(protein concentration: 50 μM) and 150 mM of NaCl for Hκ-NTD variant (20 μM).  
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After the pH jump, samples were incubated at room temperature for two hours and 

centrifuged at 20,800 g at 20°C for 10 minutes. For RNA experiments, after the 

addition of 0.5 mg/mL of poly(A) RNA, samples were incubated for 3 minutes at 

room temperature and centrifuged at 20,800 g at 4°C for 10 minutes. The 

supernatant was collected and analyzed by FTIR, while the pellet was washed with 

PBS before the measurement. Three microliters of each sample were deposited on 

the single reflection diamond element of the ATR device [62, 63]. The ATR/FTIR 

spectra were collected after solvent evaporation at room temperature using a Varian 

670-IR spectrometer (Varian Australia Pty Ltd., Mulgrave, Victoria, Australia), 

equipped with a nitrogen-cooled Mercury Cadmium Telluride detector, under the 

following conditions: resolution 2 cm
−1

, scan speed 25 kHz, 1024 scan co-

additions, triangular apodization, and dry-air purging. 

ATR-FTIR absorption spectra were corrected for buffer contribution, normalized at 

the Amide I (1700–1600 cm
−1

) band area and were smoothed using the Savitsky-

Golay method (25 points) before second derivative calculation. Spectral analyses 

were performed with the Resolutions-Pro software (Varian Australia Pty Ltd., 

Mulgrave, Victoria, Australia). At least three independent measurements were 

performed for each condition. 

3. Results 

3.1 Three evolutionary conserved charge patterns are present in the NTDs of 

TOP1 sequences 

Sequence analysis with predictive tools indicates that hNTD (214 residues in 

length) is disordered and prone to phase separate (Fig. 1A). The hNTD is depleted 

in hydrophobic and aromatic residues  (Phe: 3, Trp: 3 and Tyr: 3) and enriched in 

acidic (Glu + Asp: 59) and basic (Lys + Arg: 70) residues, with a κ value of 0.128. 

To investigate whether this charge distribution is a peculiarity of the hNTD or is 

widespread among eukaryotic organisms, we analyzed the NTD sequences of 

TOP1 from 55 different eukaryotic taxa, sampling the broad evolutionary pathway 
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taken by this protein. As expected for IDRs, which are characterized by a biased 

sequence composition, all the selected NTDs are highly charged, rich in Ser and 

Ala and poor in Cys and aromatic residues (Fig. 1C). The good balance between 

residues of opposite charge is evidenced by a very low Net Charge Per Residue 

(NCPR, mean value: 0.036 ± 0.035;[27]), which appears as an evolutionarily 

conserved trait despite the high variability of NTD length and sequence (Table S1). 

The distribution of charged residues appears to be correlated with the phylogeny of 

TOP1s (Fig. 1D) and, on the basis of κ values of NTDs, it is possible to distinguish 

three different groups: group 1 including vertebrates, with κ < 0.15 (in blue in Fig. 

1D); group 2 with 0.15 < κ < 0.3 including protozoa, insects and some plants, (in 

gray in Fig. 1D), and finally group 3 including fungi and the rest of plants and 

protozoa, with κ > 0.3 (in red in Fig. 1D). Overall, charged residues in NTDs from 

vertebrates seem to follow a typical pattern, not conserved among lower 

eukaryotes, suggesting that this distribution could play a physiological role related 

to functions unique to vertebrates. The wide charge distribution naturally occurring 

in the NTD of TOP1 sequences could make this IDR a good model to study the 

effect of charge distribution in LLPS propensity. Thus, we addressed the question 

as to whether the hNTD, characterized by a low κ value, is able to undergo LLPS. 

 

3.2 Electrostatic interactions drive the in-vitro LLPS of hNTD 

To investigate the ability of hNTD to undergo LLPS, we recombinantly produced it 

and we triggered the phase separation through an abrupt change of pH (pH jump), 

under controlled salt concentration. Dramatic pH changes are an efficient method 

to trigger protein condensation and hence to study its kinetics in vitro [64]. To 

analyze its propensity to condense, hNTD was prepared in an alkaline buffer at pH 

10.5 and 50 mM of NaCl and then, by adding a small amount of HCl, the solution 

pH was lowered to 7.5. Upon the pH jump, phase separation caused turbidity in the 

samples, which was monitored at 600 nm over time. We observed that the turbidity 

of the samples increases to a maximum within the first 10 minutes and then 
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stabilizes or slowly decreases (Fig. 2A). The protein concentration affects the 

maximum turbidimetry value, but not its kinetics (Fig. 2A). To test if the protein 

condensation is driven by electrostatic charges, we also performed the pH jump in 

the presence of growing salt concentrations. A marked loss of turbidity was 

observed both at 150 mM and 300 mM of NaCl (Fig. 2A), suggesting an important 

role of electrostatic interactions in hNTD condensation. 

The morphology and liquid behavior of pH-induced condensates were investigated 

by confocal fluorescence microscopy and FRAP analysis on hNTD-GFP. The 

fusion of hNTD with GFP did not affect its condensation propensity and kinetics 

(Fig. S2). hNTD-GFP condensates obtained at low salt concentration , i.e. 50 mM 

NaCl, form droplets with an average area of 0.65 ± 0.35 μm
2
 (Fig. 2B), a strong 

tendency to coalesce (Fig. 2C) and liquid nature as indicated by recovered 

fluorescence after photobleaching (~ 80% within 1 min) (Fig. 2D). The size of the 

droplets decreases with increasing salt concentration; their areas are halved from 50 

to 150 mM NaCl and reduced ten times with 300 mM NaCl (Fig. 2B). Overall, our 

results show that ionic strength counteracts hNTD condensation, indicating that 

electrostatic charges play a key role in its LLPS propensity. 

The secondary structure content of condensates was monitored by Fourier 

transform infrared (FTIR) spectroscopy  directly applied on protein condensates 

harvested by centrifugation of samples subjected to pH jump (Fig. 2E). Before the 

pH jump, the second derivative spectrum of hNTD shows a main component at 

~1644 cm
-1

, which can be assigned to disordered structures [61, 65]. The low 

intensity peaks at ~1677 and at ~1688 cm
-1

, which occurs in the spectral regions of 

turns and β-sheets (black line in Fig. 2E), suggest the existence of some residual 

secondary structure [63, 65-67]. After the pH jump, the FTIR spectrum of the 

supernatant (blue line in Fig 2E) is similar to that observed before the pH jump 

with the main peak shifted from ~1644  to ~1652 cm
-1

, suggesting that the pH jump 

induces only small changes in the secondary structure of hNTD. The FTIR 

spectrum of the pellet (red line in Fig. 2E) collected after the pH jump shows the 
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main peak  at ~1652 cm
-1

 and a new component at low intensity around 1630 cm
-1

 

that suggests the formation of intermolecular β-sheets [65, 68, 69]. Overall, our 

data indicate that pH-induced condensation of hNTD does not involve drastic 

conformational changes in its disordered structure and that intermolecular β-sheet 

structures contribute only minimally to stabilize protein condensates. 

In conclusion, we observed that the pH jump triggers the liquid condensation of the 

disordered, highly charged hNTD. Considering the effect of salts, we hypothesize 

that, under low ionic strength conditions, hNTD behaves as a weak polyampholyte 

readily involved in a net of intermolecular interactions. These interactions are lost 

as soon as the ions in solution shield the charges of the polyampholyte, leading to 

the dissolution of the droplets. After having documented the propensity of hNTD to 

undergo LLPS, we next addressed the question as to whether charge distribution 

plays a role in this phenomenon, which would point to possible functional 

differences between NTD regions at different evolutionary distances from hNTD. 

 

3.3. Charge segregation strongly influences hNTD condensation 

A closer look inside hNTD revealed that the nuclear and nucleolar localization 

sequences (NLSs), which play a key role in nuclear transport, are located within the 

region spanning residues 117-214 [40]. NLSs are rich in basic amino acids and 

represent sequence constraints that affect the charge distribution of this region 

(κ=0.224, Fig. 1B). Therefore, to assay the role of charge distribution in LLPS, we 

decided to modify the charge pattern of hNTD
1-116

 (κ=0.039) according to the 

characteristics emerged from our sequence analysis. 

Two synthetic sequences of hNTD
1-116

 designated as “medium κ” (κ: 0.226) and 

“high κ” (κ: 0.373) were obtained applying a permutation scheme previously 

described in [30, 31]. Briefly, the permutants share with hNTD
1-116

 the same 

position of non-charged residues and the number of charged ones, differing only in 

the distribution of positive and negative residues. Each synthetic sequence was then 

fused to the wild-type hNTD
117-214

 (i.e. the NLS-containing region). The new NTD 
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constructs containing the medium κ or high κ version of hNTD
1-116

 are referred to 

as Mκ-NTD (κ: 0.224) and Hκ-NTD (κ: 0.298), respectively (Fig. S1). Our 

attempts to go further in opposite charged residues clustering have been 

unsuccessful, due to either expression or purification and manipulation of the 

resulting proteins (data not shown). The permutation of charged residues does not 

affect the degree of disorder and the predicted LLPS propensity of Mκ-NTD and 

Hκ-NTD (Fig. S3). The Mκ-NTD and Hκ-NTD variants were recombinantly 

produced in E. coli cells and their propensity to form protein condensates were 

assayed as previously described for the wild-type hNTD. 

The experimental conditions used to trigger the condensation of hNTD were also 

applied to Mκ-NTD and Hκ-NTD. Mκ-NTD reveals a greater propensity to 

undergo pH-induced LLPS compared to hNTD, as indicated by both turbidimetry 

and morphological analyses (Fig. 3). In turbidimetry experiments, Mκ-NTD 

reaches optical densities 2-3 times higher than hNTD at the same protein 

concentration. Note also the faster kinetics of Mκ-NTD condensation. For example, 

at 100 μM Mκ-NTD reaches the highest optical density after only 5 minutes, to be 

compared to the～30 minutes required for hNTD (Fig. 3A). Although droplets of 

Mκ-NTD-GFP exhibit the same liquid behavior in terms of coalescence and FRAP, 

they are 10 times larger than those observed for hNTD-GFP condensates (average 

droplet area of 6.95 ± 2.67 μm
2
 at 50 mM NaCl) (Fig. 3B-D). Similarly to hNTD-

GFP, Mκ-NTD-GFP droplets become smaller by increasing the ionic strength, as 

inferred from morphological and turbidimetric analyses, especially at 300 mM 

NaCl (Fig. 3A, B). The FTIR spectrum of bulk Mκ-NTD is similar to that of hNTD 

with a main peak at ~1644 cm
-1 

(black line in Fig. 3E), suggesting that the charge 

segregation does not affect per se the protein secondary structure.The FTIR 

spectrum of the supernatant  collected after the pH jump is similar to that obtained 

for hNTD (Fig. 3E and 2E, respectively). Interestingly, the pellet spectrum of  Mκ-

NTD (blue line in Fig. 3E) displays an intense component at ~1630 cm
-1

, 
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ascribable to intermolecular β-sheet structures, which likely underlies the higher 

LLPS propensity of Mκ-NTD , compared to hNTD (Fig.2E). Overall, the charge 

distribution of Mκ-NTD seems to optimize the intermolecular electrostatic 

interactions that drive the LLPS.  

The propensity of Hκ-NTD to undergo LLPS has been very difficult to investigate, 

due to the low yield of recombinant production in E. coli cells and its tendency to 

spontaneously condense or aggregate at protein concentration and buffer ionic 

strength at which the other NTD variants remain soluble. For this reason, the 

highest concentration used in this work for Hκ-NTD is just 25 μM. Despite the 

limitation of using this single concentration, we were able to obtain a reliable 

picture of the pH-induced behavior of LLPS and the effect caused by salts. An 

atypical scenario emerges from the pH-jump experiments, as the turbidity of 

samples at low salt concentration is very low compared to hNTD and Mκ-NTD, 

and, viceversa, unexpectedly increases with salt concentrations (Fig. 4A). Confocal 

microscopy analysis indicates that pH-induced condensates of Hκ-NTD-GFP have 

a peculiar shape and are unable to coalesce (Fig. 4B, C), although FRAP 

experiments still reveal a liquid behavior (~70% recovery in one minute) (Fig. 4D). 

In the FTIR spectrum of Hκ-NTD, two main components are present: a peak at 

~1654 cm
-1

, which can be assigned to α-helices and/or random coils, and a peak at 

~1639 cm
-1

, ascribable to β-sheet structures with possible contributions of random 

coils. Thus, after band narrowing by second derivative calculation, hNTD and Mκ-

NTD display a featureless band in the 1620-1660 cm
-1

 region while Hκ-NTD 

exhibits two well resolved components, as observed for folded proteins (Barth, 

2007). These data suggest that the Hκ-NTD variant has a more ordered secondary 

structure content than hNTD and Mκ-NTD (black line in Fig. 4E). Therefore, it can 

be inferred that charge segregation can induce the formation of intra-chain 

electrostatic interactions, which stabilize more ordered conformations, as already 

reported for other high-κ permutants [30, 31]. After the pH jump at 150 mM NaCl, 

the FTIR spectrum of the supernatant displays the same components detected in the 
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bulk solution prior to the pH jump (red line in Fig. 4E) with, however, a higher 

intensity of the 1654 cm
-1

 peak. In the pellet the peak of the intermolecular β-sheets 

is shifted to ~1626 cm
-1

, suggesting that the Hκ-NTD condensates are characterized 

by a unique β-sheet structure that differs from that observed in hNTD and Mκ-NTD 

(blue line in Fig. 4E). 

Overall, our data indicate that charge clustering confers to Hκ-NTD a stronger 

polyampholyte trait compared to Mκ-NTD, with interactions probably less 

multivalent and less fluctuating. In the case of Hκ-NTD, intramolecular interactions 

may be so prevalent that only higher salt concentrations are compatible with 

condensation, swelling the chain and promoting intermolecular interactions which 

result, however, in condensates with aberrant characteristics. 

 

3.4 Phase separation of hNTD is modulated by addition of RNA 

RNA is a highly negatively charged molecule. In the case of condensations driven 

by electrostatic interactions, the addition of RNA molecules, irrespective of their 

sequence,  may have an effect that is comparable to that of adding salt [25]. It is 

expected that low concentrations of RNA can improve the network of electrostatic 

interactions and induce LLPS, while high concentrations disrupt electrostatic and 

polar interactions, thus reducing the propensity to condense [25, 70]. The 

interaction with RNA may also depend on the amino acid composition of proteins, 

whereby proteins rich in lysine or arginine may undergo complex coacervation 

phenomena that have been well described [71]. To assess how RNA modulates the 

LLPS propensity of hNTD-GFP, experiments were conducted on each NTD variant 

in PBS and in the presence of different poly(A) RNA concentrations ranging from 

0.5 to 5 mg/mL. At low RNA concentration (0.5 mg/mL), both hNTD-GFP and 

Mκ-NTD-GFP undergo LLPS, generating biomolecular condensates that are 

similar in terms of size and liquid nature (Fig. 5 and S4A, S4C). By contrast, Hκ-

NTD-GFP is not responsive to RNA (Fig. 5E), unless incubated for 90 minutes at 

room temperature with 0.5 mg/mL of RNA, a condition where we observed the 
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formation of amorphous condensates (Fig. 5F), which recover 60 % of 

fluorescence after photobleaching (Fig. S4E). To investigate the composition and 

the secondary structure of biomolecular condensates, we performed FTIR analysis 

on condensates collected by centrifugation. In the Amide I region, the RNA (black 

dotted line in Fig. 5B, D, G) second derivative spectrum displays  a broad 

absorption at around ~1649 cm
-1

 and a well resolved component at ~1602 cm
-1

 that 

can be employed as a RNA marker band since proteins do not have detectable 

peaks at this wavenumber. In the case of hNTD, the ~1602 cm
-1

 component was 

undetectable in the supernatant (red line in Fig. 5B) while it is well evident in the 

pellet spectrum (blue line in Fig. 5B), which is characterized also by a broad 

component at ~1641 cm
-1

. After subtraction of the RNA absorption (Fig. S4B), the 

pellet displays a main broad component at ~1630 cm
-1

, assigned to β-sheets while 

the supernatant  shows a main component at ~1652 cm
-1

, ascribable to α-helical 

and random coil structures. Similar results were observed for the Mκ-NTD, where, 

however, the RNA marker band at ~1602 cm
-1

 was detected both in the supernatant 

and in the pellet (Fig. 5D and Fig. S4D).  

A different behavior was instead observed for the Hκ-NTD absorption, where the 

RNA marker band was found only for the supernatant. In particular, the Hκ-NTD 

supernatant spectrum is characterized by two main components at ~1654-1652 cm
-1

 

and at ~1639 cm
-1

 (Fig. 5G and Fig. S4F), assigned as described above. In the 

pellet, the main component at ~1626 cm
-1

 (Fig. 5G and Fig. S4F) occurs in the 

typical spectral region of  β-sheet structures in protein aggregates.  

Each variant presents a peculiar and dose-dependent RNA response profile. In the 

case of hNTD-GFP, 2 mg/mL of RNA counteracts the formation of biomolecular 

condensates (Fig. 5A). By contrast, at this RNA concentration, Mκ-NTD undergoes 

LLPS with condensates very similar to that observed at low RNA concentration 

(Fig. 5C). Overall, these results are in agreement with our previous hypothesis, i.e. 

that the intermolecular interactions are stronger in Mκ-NTD than in the wild-type 
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protein. A completely anomalous behavior is observed in the case of Hκ-NTD, 

since the condensation does not appear to be induced by RNA (Fig. 5E).     

 

4. Discussion 

The evolutionary trend leads the NTD sequence to progressively attenuate its 

charge clustering. Understanding the forces governing LLPS is a hot topic because 

of the numerous biological and pathological processes involving biomolecular 

condensates [1, 2, 7, 12, 13, 72-74]. This work shows that the distribution of 

charged residues plays an important role in the LLPS of the highly-charged hNTD. 

More precisely, hNTD can be considered as a polyampholyte, since not only 60% 

of its residues are charged, but also the positively and negatively charged residues 

are well balanced. Moreover, their linear distribution along the protein sequence 

yields a value of κ = 0.128. A closer look in the NTD of hTOP1 orthologs indicates 

that despite their sequence hypervariability among eukaryotes it is still possible to 

delineate a very clear evolutionary trend in the extent of opposite charge clustering. 

The most marked charge clustering is found among fungi and unicellular 

eukaryotes (κ > 0.3), whose NTD is virtually coincident with the NLS-containing 

region. The evolutionary pathway of NTD goes progressively towards acquiring an 

extra N-terminal structure juxtaposed to the NLSs and bearing charges that 

alternate very regularly, as observed in vertebrates (κ < 0.15). In between, insects 

and plants present an intermediate situation, with κ values of their NTDs comprised 

between 0.15 and 0.3. Our phylogenetic analysis thus enabled us to identify at least 

three values of the κ parameter, representative of three distinct stages of the NTD 

evolutionary process. 

The next step in the present work consisted in experimentally assessing possible 

differences in the in-vitro LLPS propensity of three synthetic variants of the NTD 

polypeptide, i.e. hNTD, Mκ- and Hκ-NTD, in an attempt of exploring the nature of 

the driving forces of their condensation.  
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Electrostatic interactions are the driving force of the hNTD LLPS and moderate 

charge clustering enhances its condensation.  

Our results show that hNTD, corresponding to the wild-type domain, has an 

intrinsic propensity to undergo LLPS through electrostatic interactions, which is 

tunable by pH, ionic strength and RNA (Fig.6). In our system, the linear 

distribution of electrostatic charges within the NTD
1-116

 also appears to play a non-

negligible role, as indicated by the different response to ionic strength and pH of 

the hNTD variants. At low salt concentration, we observed that the Mκ-NTD 

droplets are larger than those formed by hNTD (Fig.6). FTIR spectroscopy analysis 

of the condensates provides information on the nature and intensity of the forces at 

play: the interactions stabilizing the Mκ-NTD condensates are stronger compared 

to that of hNTD droplets, as indicated by the intensity of the peak at ~1630 cm
-1

. 

These behaviors are in agreement with the computational simulations carried out 

by Li and Chan [33], which predicted weak intermolecular electrostatic interactions 

for peptides with low κ-values and progressively more favored intermolecular 

interactions for peptides with higher κ-values. By contrast, the Hκ-NTD is unable 

to undergo LLPS at low ionic strength (Fig.6). The FTIR analysis shows a more 

ordered secondary structure for Hκ-NTD compared to the other two variants 

ascribable to the formation of intramolecular interactions. Overall, charge 

clustering may counteract LLPS by favoring intramolecular interactions and 

reducing intermolecular connectivity [75]. The behavior of Hκ-NTD corroborates 

our previous insights derived from the analysis of proteins in the PhasePro database 

[76] capable of undergoing electrostatics-based LLPS: in spite of the small size of 

the set, we argued that increasing the value of κ cannot favor LLPS indefinitely, 

with excessive charge clustering rather beginning to hamper the propensity to form 

intermolecular interactions [32]. Our hypothesis is herein corroborated by the 

experimentally observed LLPS behavior of the NTD variants in the presence of 

salts. 
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Marked charge clustering causes suboptimal electrostatic interactions and an 

aberrant condensation behavior of NTD.  

Although the general effect of salts in inducing LLPS is not yet fully understood, 

the response of our model proteins at higher salt concentration better highlights the 

anomalous properties of Hκ-NTD condensates. Indeed, higher ionic strengths 

prevent LLPS of hNTD and Mκ-NTD, probably due to the shielding of charges by 

the ions, which thus counteract intermolecular interactions, as observed in weak 

polyampholytes (Fig.6) [77]. At higher salt concentrations, the Hκ-NTD variant 

exhibits an anomalous LLPS behavior, characterized by the formation of 

amorphous condensates forming droplet crumbs that have no propensity to 

coalescence, despite retaining liquid properties, likely due to the high number of 

Lys residues involved in electrostatics (Fig.6) [71]. This is reminiscent of the PR-

polyrG assemblies, whose alike morphology is attributed to a kinetically arrested 

phase separation originating large networks where molecules are still able to 

diffuse [78]. Unlike what has been hypothesized to explain the reentrant phase 

diagram of FUS, TDP-43, Brd4, Sox2, and A11, hydrophobic interactions can 

poorly explain Hκ-NTD condensation in the presence of higher salt concentrations. 

Indeed, the content of hNTD is definitely low in hydrophobic residues, and the 

number and position of non-charged residues is unchanged in all the polypeptides 

tested. One possible explanation for Hκ-NTD salt response is that this construct 

requires the presence of ions to initially break intramolecular interactions thus 

enabling intermolecular contacts to be established. However, the aberrant 

condensates triggered at higher ionic strength may be due to suboptimal 

electrostatic interactions, probably stronger, less transient and fluctuating than in 

the case of NTD variants carrying less clustered charges. 

 

Charge clustering attenuates the response to RNA during NTD coacervation. 

Concerning the RNA response, it is known that it critically regulates the phase 

behavior of proteins, through both non-specific interactions, governed by the 
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polyelectrolytic nature of its backbone, and specific ones, depending on its 

sequence. In the context of non-specific interactions, RNA has been described as a 

destroyer of protein-protein electrostatic networking or as a trigger factor. Low 

RNA:protein ratios have been reported to promote phase separation in liquid 

droplets, possibly disrupting inappropriate intramolecular contacts or forming 

electrostatic interactions with cationic peptides, while high ratios were found to 

prevent droplet formation in vitro [70, 79, 80]. Consistently with these findings, we 

observed that low poly(A) RNA concentrations were very effective in inducing the 

formation of hNTD biomolecular condensates (Fig.6), while high RNA 

concentrations (≥ 2 mg/mL) prevented it. Similarly, Mκ-NTD responded to RNA 

addition (Fig.6) in a dose-dependent manner, yet higher poly(A) concentrations 

were needed to suppress the coacervation (5 mg/mL). Moreover, while Mκ-

NTD/RNA condensates retained approximately the same size of pH-jump induced 

droplets (6.35 ± 3.21 μm
2
; 6.95 ± 2.67 μm

2
 respectively), hNTD condensates 

obtained in presence of poly(A) display a five-fold increase in size if compared to 

pH-induced ones, even at low salt concentrations. This suggests that charge 

clustering may attenuate the differences related to the condensation stimuli, 

reflecting on the different sensitivity of the NTD towards environmental 

fluctuations. The Hκ-NTD response to RNA further corroborates this hypothesis. 

Indeed, its condensation is not induced or controlled by poly(A) addition (Fig.6), 

pointing to the loss of this layer of regulation, likely exerted on condensation 

mechanisms even in a physiological context. As a matter of fact, our results suggest 

that the local RNA concentration present in different subcellular compartments 

may play a key role in the LLPS of hNTD, as observed for instance for other RNA 

binding proteins such as FUS and TDP43 [70].  

Thus, besides having a major role in determining dimensions of IDP/IDRs [28-31], 

net charge and patterning also govern their LLPS behavior, as to date just 

hypothesized [33, 81-83]. 
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Biological relevance of NTD architecture and charge distribution.  

Based on the results of our in-vitro experiments, it is tempting to hypothesize that 

the ability of hNTD to undergo LLPS may also drive LLPS of hTOP1 in vivo. 

Although this hypothesis awaits experimental verification, it is widely known that 

long IDRs induce LLPS in proteins involved in DNA replication and transcription 

processes, including yeast TOP2 and human TOP2α and TOP2β [26, 48, 49]. 

Taken together, our data also suggest the main evolutionary constraints which a 

disordered, supercharged protein such as NTD is subjected to so as to preserve its 

ability to undergo LLPS. Among these, the extent of charge separation plays a key, 

multifaceted role. Indeed, charge patterning seems directly involved in promoting 

intermolecular interactions over intramolecular and solvent ones, supporting a 

dynamic network of contacts, possibly maintaining a good responsiveness to salt 

and RNA concentration and, in general, to the surrounding molecular environment. 

Altering the degree of clustering can produce a variety of effects ranging from 

slightly interfering with RNA responsiveness (as in the case of Mκ-NTD), to 

completely deregulating LLPS behavior (as in the case of Hκ-NTD).  

The heterogeneity of the NTD charge distribution contrasts with the presence of 

NLSs, which instead imposes tight sequence constraints including charge 

clustering. Although the data available on the NLS identification are few, important 

differences emerge from the comparison of the hNTD with their counterparts in 

budding yeasts. In budding yeasts, the NTD coincides with the NLS region, while 

in human and in vertebrates an extra sequence, with a low κ-value, is juxtaposed 

upstream of the NLS regions. This observation, together with our results on hNTD 

variants, which mimic the naturally occurring variations in charge distribution, 

suggests that the evolution of TOP1 has also been shaped by mechanisms 

controlling its LLPS. 
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Figure 1. The charge distribution of the N-terminal disordered domain of 

TOP1 is not conserved.  A) Architecture, disorder and LLPS predictions of 
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hTOP1. This enzyme is composed of: N-terminal domain (NTD), core domain, 

linker (L) and catalytic (C) domains. The IUPRED2A disorder prediction score is 

reported in the middle panel. The black line indicates the cutoff value of 0.5, 

residues with a score above this cutoff are predicted to be disordered. The LLPS 

propensity score predicted with FuzDrop software is reported in the bottom panel. 

The black line indicates the cutoff value of 0.6, residues with a score above this 

cutoff are predicted to undergo LLPS. B) Plot of the net charge per residue (NCPR) 

over a 5-residue sliding window for hNTD as obtained using CIDER. C) Heat map 

representation of the amino acid composition of the NTD of TOP1 orthologous 

sequences. The precise boundaries of the NTDs were obtained from Pfam analysis. 

D) Correlation between the κ values of the NTD and the phylogeny of TOP1 

orthologous sequences.  
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Figure 2. The LLPS of hNTD is driven by electrostatic interactions. A) 

Turbidity plots of hNTD after pH jump. Experiments were carried out on three 

different protein concentrations at three different salt concentrations. B) 

Morphological analysis of hNTD-GFP condensates. Confocal microscopy images 

of hNTD-GFP (50 μM) condensates were taken after the pH jump at different salt 

concentrations. Scale bar: 10 μm. Each image is representative of three 
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independent measurements. The area of hNTD-GFP droplets was calculated using 

the FIJI ImageJ software v2.0 (n = 150 droplets). C) Fusion events of hNTD-GFP 

pH-induced droplets. Scale bar, 2 μm. D) FRAP analysis of hNTD-GFP pH-

induced droplets (50 μM, n = 23). Confocal microscopy images show droplets 

before, after bleaching and at the final phase of recovery (1 min). The fluorescence 

signal was normalized from 0 to 1. E) Secondary structure analysis of hNTD 

condensates. LLPS was triggered by pH jump and protein condensates were 

separated from supernatant by centrifugation. The FTIR second derivative spectra 

of hNTD were collected before the pH jump and after the jump on the supernatant 

and the pellet. Mean second derivatives of the absorption spectra from three 

experiments were reported and the shadowed area refers to the standard deviation 

of the data (n = 3).   
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Figure 3. Mκ-NTD has a strong propensity to condense. A) Turbidity plots of 

Mκ-NTD after pH jump. Experiments were carried out on three different protein 

concentrations at three different salt concentrations. B) Morphological analysis of 

Mκ-NTD-GFP condensates. Confocal microscopy images of Mκ-NTD-GFP (50 

μM) were taken after the pH jump at different salt concentrations. Scale bar: 10 

μm. Each image is representative of three independent measurements. The area of 
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Mκ-NTD-GFP droplets was calculated using the FIJI ImageJ software v2.0 (n = 

150 droplets). C) Fusion events of Mκ-NTD-GFP droplets induced by pH jump. 

Scale bar, 5 μm.  D) FRAP analysis of Mκ-NTD-GFP pH-induced droplets (50 μM, 

n=75). Confocal microscopy images show droplets before, after bleaching and at 

the final phase of recovery (1 min). The fluorescence signal was normalized from 0 

to 1. E) Secondary structure analysis of Mκ-NTD condensates. LLPS was triggered 

by pH jump and protein condensates were separated from supernatant by 

centrifugation. The FTIR spectra of Mκ-NTD were collected before the pH jump 

and after the jump on the supernatant and the pellet. Mean second derivatives of the 

absorption spectra from three experiments were reported and the shadowed area 

refers to the standard deviation of the data (n = 3).  



 

133 
 

 

Figure 4. Hκ-NTD forms anomalous protein condensates. A) Turbidity plots of 

Hκ-NTD after pH jump. Experiments were carried out on three protein 

concentrations, at three different salt concentrations. B) Morphological analysis of 

Hκ-NTD-GFP condensates. Confocal microscopy images of Hκ-NTD-GFP (25 

μM) were taken after the pH jump at different salt concentrations. Scale bar: 10 

μm. Each image is representative of three independent measurements. The area of 

Hκ-NTD-GFP condensates was calculated using the FIJI ImageJ software v2.0 (n = 
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150 droplets). C) Absence of fusion events of Hκ-NTD-GFP condensates. Scale 

bar, 5 μm. D) FRAP analysis of Hκ-NTD-GFP condensates induced by pH jump 

(25 μM, n = 28). Confocal microscopy images show droplets before, after 

bleaching and at the final phase of recovery (1 min). The fluorescence signal was 

normalized from 0 to 1. E) Secondary structure analysis of Hκ-NTD condensates. 

LLPS was triggered by pH jump and protein condensates were separated from 

supernatant by centrifugation. The FTIR spectra of Hκ-NTD were collected before 

the pH jump and after the jump on the supernatant and the pellet. Mean second 

derivatives of the absorption spectra from three experiments were reported and the 

shadowed area refers to the standard deviation of the data (n = 3).  
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Figure 5. Phase separation of hNTD is modulated by addition of RNA. A, C, 

E)  

Morphological analysis of hNTD-GFP (A), Mκ-NTD-GFP (C), Hκ-NTD-GFP (E) 

condensates induced by RNA addition. Confocal microscopy images of the three 

constructs (20 μM) were taken after a three-minute incubation with different 
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poly(A) concentrations (0.5, 2, 5 mg/mL). Scale bar 10 μm. The area of hNTD-

GFP and Mκ-NTD-GFP condensates were calculated using the FIJI ImageJ 

software v2.0 (n = 150 droplets). B, D, G) Secondary structure analysis of hNTD, 

Mκ-NTD, and Hκ-NTD condensates. LLPS was triggered by the addition of 0.5 

mg/mL poly(A) and protein condensates were separated from supernatant by 

centrifugation. The FTIR spectra of RNA and after it addition on the supernatant 

and the pellet. Mean second derivatives of the absorption spectra from two 

experiments were reported and the shadowed area refers to the standard deviation 

of the data (n = 2). The black dotted line corresponds to free RNA (0.5 mg/mL). 

All spectra are corrected for PBS contribution. F) Amorphous condensates of Hκ-

NTD-GFP appear 90 minutes after the addition on RNA (0.5 mg/mL). Scale bar 10 

μm. 
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Figure 6. Schematic representation of LLPS behavior of hNTD and its charge 

permutants, in response to salt and RNA addition. hNTD is a highly charged 

polyampholyte with a low κ value as indicated by the alternation of positively (blue 

spheres) and negatively charged (red spheres) residues. The distribution of charged 

residues was gradually increased in charge permutants, obtaining the Mκ-NTD and 

Hκ-NTD variants. Condensation occurs when intermolecular interactions (dash 

line) prevail over the solvation forces and intramolecular interactions, resulting in 

liquid droplets, represented as light blue spheres of different size. Upper panel) 

Upon pH-jump, in the low-salt regime and absence of RNA, condensation of 

hNTD leads to the formation of small liquid droplets. Mκ-NTD shows a greater 

LLPS propensity, as indicated by the larger droplet size, likely motivated by more 
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favorable intermolecular interactions. The further increase of κ-values in Hκ-NTD 

intensifies the intramolecular interactions, producing amorphous and non-

coalescent condensate “crumbs”. Middle panel) As expected for condensates 

driven by electrostatic forces, the addition of salts interferes with pH-induced 

LLPS due to the shielding of charges by  salt ions. The droplets formed by wild-

type and Mκ-NTD are smaller than those obtained at low ionic strength. In 

contrast, the Hκ-NTD droplets are larger, which may be due to the loss of 

intramolecular interaction and the increased propensity for intermolecular 

interactions. Lower panel) RNA is assimilable to a negatively charged 

polyelectrolyte that can bind positively charged proteins and strongly enhances 

their propensity for phase separation. Consequently, wild-type and Mκ-NTD 

respond to low concentrations of RNA, with morphologically similar and larger 

droplets than those formed with the pH jump. On the other hand, Hκ-NTD is 

unable to form droplets in the presence of RNA, probably due to the persistence of 

intramolecular interactions. 
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Supplementary information 

 

Table S1: List of species from which the TOP1 orthologues considered in this 

study originate. The NCPR and κ-value were calculated using CIDER 

(http://pappulab.wustl.edu/CIDER/analysis/) on the NTD domains identified by 

analyzing the architecture of each protein with Pfam 

(https://www.ebi.ac.uk/interpro/search/text/398365647/#table).  

http://pappulab.wustl.edu/CIDER/analysis/
https://www.ebi.ac.uk/interpro/search/text/398365647/#table
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S1. Amino acid sequences of NTDs used as model IDPs. The amino acid 

sequences of hNTD, and the Mκ- and Hκ-NTD permutants have been aligned to 

highlight the sequence design. Positively charged residues are shown in blue, 

negatively charged residues in red, underlined are the residues belonging to NLS. 
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Fig. S2. The fusion of hNTD with GFP does not affect its condensation 

propensity and kinetics. A) Turbidity plots of hNTD-GFP after pH jump. 

Experiments were carried out on three different protein concentrations (25 μM, 50 

μM, 100 μM) at 150 mM NaCl. B) Confocal microscopy analysis of GFP subjected 

to pH jump and poly(A) addition (0.5 mg/mL). Scale bar 10 μm. 
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Fig. S3. Predictions of disorder and LLPS propensity for Mκ-NTD and Hκ-

NTD. The permutation of charged residues did not affect the degree of disorder 

predicted with IUPred, and propensity to undergo LLPS, measured in terms of 

droplet-promoting probabilities of residues (pDP) by the FuzDrop server 

(https://fuzdrop.bio.unipd.it/predictor; [53]) for Mκ-NTD (A) and Hκ-NTD (B). 

  

https://fuzdrop.bio.unipd.it/predictor
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Fig. S4 Fluorescence recovery and secondary structure analysis of condensates 

obtained in presence of RNA. A, C, E) FRAP analysis of hNTD-GFP (A), Mκ-

NTD-GFP (C), and  Hκ-NTD-GFP (E) condensates induced by poly(A) addition 

(0.5 mg/mL; protein concentration 20 μM; n = 25). The fluorescence signal was 

normalized from 0 to 1. B, D, F) Second derivatives of FTIR absorption spectra of 

hNTD, Mκ-NTD, and Hκ-NTD condensates obtained in presence of 0.5 mg/mL 

poly(A), subtracted for RNA and PBS contribution. Red line: supernatant; blue 

line: pellet.  
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of Molecular Sciences, 21(17), 6208. 
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1.Introduction 

Intrinsically disordered proteins (IDPs) and protein regions (IDRs) escape the 

paradigm of protein folding and must, rather, be described as conformational 

ensembles of interconverting conformers. Conformers of biological relevance can 

be poorly populated and cannot be easily isolated, unless bound to a ligand or 

partner acting as a conformational stabilizer [1]. The cellular environment (pH, 

temperature, ionic force, concentration of osmolytes) can influence the relative 

distribution of such metastable conformers, thereby acting as biochemical sensors 

and signal transducers [2]. Not surprisingly, IDRs are often located at the protein 

N- or C-terminus and act as interaction hubs in protein–protein networks [3,4]. 

This feature is instrumental to IDP/IDR involvement in crucial physiological 

processes, such as transcription, translation, and cell cycle regulation [2,5–7], and 

underlies the relationships between IDPs/IDRs and diseases (cancer, inflammation, 

or neurodegeneration) [8,9]. A central challenge for structural biology is 

understanding how sequence and sequence composition encode structural disorder. 

Depletion in hydrophobic residues, enrichment in structure-breakers (particularly 

prolines and glycines), along with polar and charged residues, represent the most 

common compositional traits and have been employed as diagnostic traits of 

structural disorder [10,11]. 

In IDPs/IDRs, the most frequent amino acids with ionizable side chains (i.e., 

groups that ionize between pH 1 and 14) are Asp and Glu, Lys, and Arg. The 

ionization behavior is mainly dictated by their equilibrium constant of acid 

dissociation (the “intrinsic pKa” value) and their electrostatic environment, 

including pH. Under physiological conditions of nearly neutral pH, all these 

residues are charged, although their pKa can be influenced by several factors, such 

as dehydration by the Born effect, Coulomb and charge–dipole interactions [12]. 

Hence, the apparent pKa can reflect the presence of neighboring peptide bonds, the 

proximity with other charged groups, hydrogen donors/acceptors, solvent 
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exposition, or burial inside a protein structure, being very sensitive to local 

conformation [12,13]. Several experimental and computational techniques can be 

applied to obtain pKa values of residues embedded in a protein structure. Among 

these, nuclear magnetic resonance (NMR) spectroscopy allows measurement of the 

pH dependence of chemical shifts. Such experiments have highlighted that Asp, 

Glu, and Lys residues in disordered polypeptides, as well as in solvent-exposed 

regions of ordered proteins [12], have pKa values close to those measured in 

random coil models [14], with short- and medium-range interactions prevailing on 

long-range electrostatic ones [15,16]. Arg represents a peculiar case. On one side, it 

is highly basic due to charge delocalization; on the other side, the guanidinium 

group is a very weakly hydrated cation [17]. This latter property facilitates Arg 

residue burial in hydrophobic micro-environments [18] and its stacking interactions 

with aromatic protein residues [17,19]. Theoretical studies have modeled IDPs as 

ideal “charge-decorated” polymers, drawing copiously from polymer physics to 

describe their peculiar behavior [20–24]. Indeed, in polymer physics, IDPs have 

been referred to as either polyelectrolytes, with multiple charges of the same sign, 

or, more frequently (~75% of IDPs), as polyampholytes, carrying both positive and 

negative charges [25]. The (un)balancing of opposite charges, i.e., the extent of net 

charge, affects the IDP conformational fate: Electrical neutrality enables 

polyampholytes to collapse, whereas unbalanced charges result in structural 

expansion due to repulsive forces [26]. This review focuses on the parameters 

introduced so far to capture the peculiar electrostatics of IDPs/IDRs and the 

involvement of electrostatic properties in their physio-pathological roles. In 

particular, we will discuss how charge density and distribution affect IDP/IDR 

compactness, aggregation, solubility, fibrillation, and phase separation. Basic 

information on compaction parameters, fibrillation, and phase separation are 

presented in three appendices. Describing the mathematical formalisms underlying 

polypeptide structure goes beyond the aims of this review, which is meant to 
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provide an overview of its practical implications of IDP conformational behavior in 

the field of protein science and cellular biochemistry. 

2. From Mean Net Charge to Linear Patterns of Charged Residues 

2.1.Compositional Classes of IDPs and Phase Diagrams of Protein Conformation 

Protein collapsibility is governed by the interplay of intra-chain and chain–solvent 

interactions. The early concept of an empirical charge-hydropathy (C-H) 

correlation has been expressed by the so-called Uversky’s plot [27], which 

classifies IDPs/IDRs according to their position in the two-dimensional space of 

mean hydrophobicity “H” and mean net absolute charge “q”. This latter is 

equivalent to the absolute value of net charge per residue (|NCPR|), a more recently 

introduced parameter defined as the difference between the fractions of positively 

(f+) and negatively (f−) charged residues. In the original Uversky’s plot, the line 

“<q> = 2.785 <H> −1.151” demarcates the boundary between IDPs/IDRs and 

natively folded proteins [27], assigning the same coordinates to oppositely charged 

polymers. To account for the polarity of charged proteins, more recent versions of 

the C-H plot represent the full range of NCPR values (i.e., not only |NCPR|) with 

the “H-q” space crossed by two “mirror” boundaries (“<q> = 2.785 <H> −1.151” 

and “<q> = −2.785 <H> +1.151”) (Figure 1a) [28]. Still, such plots fail to 

capture differences that may underlie polymers with similar NCPR values yet 

endowed with a different number of charged residues. This issue has been 

illustrated by atomistic simulations and experimental investigations by Pappu’s 

group on a repertoire of protamines, small arginine-rich nuclear proteins [29]. In 

spite of their identical NCPR values, these polypeptides possess different 

dimensions and local conformational preferences. Therefore, with the aim of 

enhancing Uversky’s C-H phase diagram, the Mao-Pappu’s three-dimensional plot 

represents the hydrophobicity H on the vertical axis and (f+) and (f−) on two 

horizontal axes, where they vary independently and not cumulatively, as in the case 
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of NCPR (Figure 1b) [29]. Thereby, sequences with low mean hydrophobicity, 

which initially were collectively considered as “natively unfolded proteins”, are 

now distinguished into “swollen coils” and “disordered globules”, according to 

their fractions of charged residues. When f+ » f− and vice versa, which implies 

large NCPR values, polypeptides can be considered as “polyelectrolytes” and may 

behave as extended swollen coils. Indeed, the presence of multiple unshielded 

charges induces chain expansion due to electrostatic repulsions and favorable 

polymer–solvent interactions, similarly to an ideal polymer in a good solvent 

[30,31]. On the other hand, when f+ ≈ f−, NCPR is close to zero, and polypeptides 

are “polyampholytes”, which behave as disordered globules governed by attractive 

interactions. Further, polyampholytes can be classified as “strong” or “weak”, 

depending on whether they possess a large or small fraction of charged residues 

(FCR, calculated as the sum of f+ and f−) and display specific conformational 

preferences. 

 

Figure 1. Conformational phase diagrams. (a) Uversky’s plot of mean net charge 

(q or NCPR) versus hydropathy (H). The two solid lines mark the boundary 

between disordered and folded proteins [27,28]. (b) Mao-Pappu’s phase diagram of 

conformations for intrinsically disordered proteins (IDPs) and protein regions 
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(IDRs). The three-dimensional sequence space is defined by f+, f−, and mean 

hydropathy. Since high hydropathy and high fractions of charged residues are 

mutually exclusive, the space is shaped as a pyramid. The yellow area, at the top of 

the “pyramid”, represents naturally folded proteins, the red and blue regions at the 

base correspond, respectively, to negatively and positively charged polyelectrolytes 

(figure inspired by [29]). (c) Das-Pappu’s phase diagram of IDP/IDR 

conformations. The diagram contains four regions (R1-R4) representing distinct 

conformational classes. R1, weak polyampholytes or weak polyelectrolytes that 

form globules or tadpole-like conformations. R3, strong polyampholytes that form 

non-globular conformations, such as coil-like, hairpin-like, or a mixture. R2, 

continuum of conformations between those in R1 and R3. R4, strong 

polyelectrolytes with FCR > 0.35 and |NCPR| > 0.3, which sample coil-like 

conformations approaching the excluded-volume limit [32]. (d) Heat map of the 

protein size distribution predicted by the analytical Ghosh’s model applied to the 

DisProt entries. The bins correspond to (f+, f−) classes. The color scale represents 

the values of x, an expansion index calculated for each protein comparing the 

ensemble-averaged end-to-end distance predicted by Ghosh’s model with the 

ensemble-averaged end-to-end distance in the Flory random coil limit, in the 

absence of any interaction, at T = 300 K. The map represents with color of different 

intensity the average of x values among proteins within a given bin. Blue bins 

correspond to classes containing less than two proteins. Black lines define R1, R2, 

and R3 regions as reported in panel C. Reproduced from [33] with the permission 

of AIP Publishing. 

An even better correlation between FCR and IDP conformations is offered by a 

more recent version of the conformational disorder plot, the so-called Das-Pappu’s 

phase diagram [11,25,32] (Figure 1c). Herein, low-NCPR IDPs/IDRs are no longer 

indiscriminately identified as globules, yet they occupy distinct conformational 

classes—globules, coils, hairpins, chimeras—according to their FCR values. Table 



 

173 
 

1 lists some examples of proteins belonging to each of these conformational 

classes. Nevertheless, this classification, as clearly stated by the authors, is valid 

for IDPs/IDRs of at least 30 residues, with a low overall hydropathy and low 

proline content [25,32]. Furthermore, it does not provide any insight into how 

protein dimension varies within these classes [33]. When comparing experimental 

data with predictions inspired to FCR, or more complex composition-based 

heuristics, collapsed globules turn out to be less frequent than predicted [33–36]. 

Possible reasons for these discrepancies could be searched in the weaknesses of 

either the experimental or the computational approaches: (i) Collapsed globules 

have higher aggregation propensity compared to expanded coils, hampering 

structural characterization at the high protein concentrations required for some 

biophysical techniques (e.g., NMR, small-angle X-ray scattering (SAXS), etc.); and 

(ii) the efficiency of prediction algorithms could be hindered by the complexity of 

the intramolecular interactions’ governing compactness, as well as the interplay 

with the physicochemical environment [37].  
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Table 1. Examples of intrinsically disordered proteins (IDPs) and protein regions 

(IDRs) belonging to the distinct regions of the Das-Pappu’s conformational phase 

diagram. 

1
Late Embryogenesis Abundant proteins from Arabidopsis thaliana; 

2
nucleoporin Nsp1 

(UniProt ID: P14907) of S. cerevisiae; 
3
NP1 (UniProt ID: O13030), residues 5–24 of 

Cynops pyrrhogaster protamine 1; 
4
RAG2 (UniProt ID: P21784), residues 392–411 

(‘acidic hinge’) of Cricetulus griseus V(D)J recombination-activating protein 2. 

2.2. The Concept of Linear Patterning of Charges and Its Parametrization 

Asymmetry in electrostatic potentials is a recurrent feature in protein structure, 

found at the level of the protein backbone [39], secondary-structure elements [40], 

and supersecondary structure motifs [41]. Herein, we will focus on the effect of the 

charge distribution and polarization within the protein sequence, considering both 

the backbone structure and sequence-specific features encoded by the R-groups, 

i.e., its sequence specificity [37]. In this regard, an important aspect to be 

considered is the linear charge patterning. Indeed, while theoretical and 

computational works suggest that weak polyampholytes (i.e., low-FCR proteins) 

preferentially form globules, strong polyampholytes (i.e., high-FCR proteins) 

behave very differently from one another, according to the linear distribution of 

oppositely charged residues in their amino acid sequence [25]. 

Protein Class FCR 
NCP

R 

Representative 

Proteins 

Referenc

es 

R1, Globules <0.25 <0.25 
α-Synuclein (residues 

1-100) 

[11] 

 

R2, Globules and coils 
0.25 ≤ FCR ≤ 

0.35 
≤0.35 Tau repeat domain [11] 

R3, Polyampholyte coils or 

hairpins 

 

>0.35 ≤0.35 
LEA_4 proteins1, 

NSP12 
[38] 

R4, Polyelectrolytic semi-flexible 

rods or coils 
>0.35 >0.35 

Synthetic polyE and 

polyK; protamines, 

NP1
3
, RAG2

4
 

[29,32] 
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The conformation of high-FCR proteins with an identical charge composition but 

different segregation of cationic and anionic residues was studied by Srivastava and 

Muthukumar already in the second half of the 1990s [26]. Monte Carlo (MC) 

simulations showed substantial differences in the radius of gyration (Rg, defined in 

Appendix A) between two groups of polymers, in which opposite charges are 

regularly interspersed or clustered at the two extremities, as a result of the interplay 

between intrachain electrostatic attractions and repulsions [26]. More recently, the 

same issue was systematically tackled by either computational simulations or 

scalable analytical theories, offering a coherent envision, yet using different 

parameters to quantitatively describe charge patterning. The group of Rohit Pappu 

has introduced the empirical parameter κ as a measure of the overall charge 

asymmetry [25]. Upon partitioning the protein sequence into N overlapping 

segments (or blobs, of a size of four to six amino acids, for sequences lacking 

proline residues), the charge asymmetry of each i segment was calculated as: 

σi = 
        

 

        
      (1) 

 The squared deviation of asymmetry was obtained as: 

δ =
       

      
   

     
      (2) 

Finally, κ was defined as the ratio between δ and the maximal value for a given 

amino acid composition δmax (κ = δ/δmax). The minimum value of κ is 0, obtained 

when opposite charges alternate one by one. The maximum value of κ is 1, 

accessible to polyampholytes entirely composed of charged residues, when 

opposite charges are segregated into two clusters. In the seminal Pappu’s work, 30 

synthetic variants of a neutral 50-mer (NCPR = 0) were designed to share an 

identical amino acid composition—(Glu-Lys)25—but different κ values (0 ≤ κ ≤ 1), 

by permutations of oppositely charged residues [25]. The so-called (Glu-Lys)25 

system of sequences was analyzed using all-atom MC simulations applied to the 
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Flory’s random-coil model [42,43], showing that their ensemble-averaged Rg 

values inversely correlate with κ [25,32]. Overall, uniformly distributed charges (κ 

= 0) cause expanded conformations, whereas maximal segregation of oppositely 

charged residues (κ = 1) results in more compact structures. Calculation of the κ 

value can be performed for any protein sequence through the web server CIDER 

(Classification of Intrinsically Disordered Ensemble Regions) 

(http://pappulab.wustl.edu/CIDER/), developed by Pappu’s lab [11]. 

Ghosh’s work, instead, tackled the charge decoration issue from a more analytical 

perspective, introducing a general formalism to describe heteropolymer 

configurational properties, in the light of sequence specificity [44]. Following the 

coarse-grained approach introduced by Muthukumar [45], Sawle and Ghosh 

described pairwise, intra-chain, and short- and long-range interaction forces, taking 

into account charge patterning by the “sequence charge decoration” parameter 

(SCD), defined as: 

 SCD = 1/N[                 
   

 
   ],  (3) 

where m and n are the sequence positions within a N-mer chain, and qm and qn are 

the residue charges at those coordinates. 

Similarly to κ, the SCD value tends to 0 in polypeptide sequences with uniformly 

distributed opposite charges. Unlike κ, the absolute value of SCD increases not 

only with charge segregation but also with polymer size and is ≤0 (SCD = 0 for 

perfectly alternated positive and negative charges). The correlation between κ and 

SCD, assessed on the (Glu-Lys)25 system, is linear, with R2 = 0.95 (Figure 2). 

Plotting the simulated Rg values [25] against κ or SCD suggests that the 

correspondence between Rg and SCD is even more effective than between Rg and κ, 

although there is no relationship between Sawle and Ghosh’s formalism and the 

MC simulations employed for Rg computation. The better performance of SCD 

could depend on the fact that this parameter takes into account all pairwise 
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interactions, regardless of the residue position, while the κ parameter is computed 

by averaging over stretches of few consecutive charges (blobs) [46]. Nevertheless, 

Ghosh’s formalism is not well suited to describe collapsed globules (e.g., the model 

overestimates Rg), possibly due to the employed value of the dielectric constant or 

to neglecting hydrogen-bonding and ionization equilibria in the model [44,46]. 

  

 

  

 

 

 

 

 

Figure 2. Parametrization of charge patterning. Ensemble-averaged radii of 

gyration <Rg> for sequence variants of the (Glu-Lys)25 system versus κ [25] and 

SCD [44]. The two dashed lines intersect the ordinate at <Rg> values expected for 

the sequences of the (Glu-Lys)25 system, modeled as excluded volume (EV)-limit 

polymers or as Flory random coils (Flory limit, FL), respectively (figure adapted 

from [46]). 

Ghosh’s model has been implemented recently, to account for collapsed globules 

and coil–globule transitions [33]. Herein, the mathematical formalism relies on 

minimization of Firman and Ghosh’s free energy (βF), which allows chain 

conformational properties to be inferred. Moreover, Ghosh’s analytical model was 

applied to predict the size distribution from the whole DisProt database [47–49], 

revealing significant size differences, even among IDPs with similar FCR values 
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(Firman and Ghosh, 2018). This result is illustrated by a phase diagram, showing 

the average normalized protein size in the f+ − f- space (Figure 1d). Here, each bin 

of the heat map corresponds to an (f+, f-) class, for which the average value of the 

chain expansion parameter x at 300 K is given. The chain expansion parameter is 

defined as: 

x = R
2

ee /R
2
ee, frc    (4) 

where Ree is the end-to-end distance of the protein of interest and Ree,frc is that in the 

Flory random coil limit (in the absence of any interaction) of the same length. 

Higher values correspond to darker colors of the scale. The observation that 

proteins with similar values of f+ and f- are predicted to have different degrees of 

compactness further confirms that FCR is not per se sufficient to predict chain 

compactness. Charge decoration, instead, as captured by Ghosh’s model, seems to 

account for the main sequence determinants of chain conformation. 

Moreover, the same analytical model predicts different responses to salt 

concentration for proteins with similar FCR, highlighting once again the role of 

charge patterning as a determinant of the conformational behavior of polypeptides 

[50] (see also below in the next section). 

To conclude, according to Pappu’s and Ghosh’s models, charge patterning 

effectively captures sequence specificity among polypeptide chains that are 

identical in terms of length, composition, and net charge. In this context, the overall 

number of charged residues (i.e., FCR) and their pattern seems to act 

synergistically, and independently of NCPR, to determine conformational 

properties of polyampholytic IDPs. 

3. Relevance of Electrostatic Charges in Compaction/Expansion 

Charge density and distribution deeply affect conformational states and their 

transitions, being modulated by pH and salt, as experimentally demonstrated 
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[29,51,52]. The effects of salt in weakening both attractive and repulsive 

interactions had been well-established previously from a theoretical point of view. 

According to Debye-Hückel’s theory of charge screening and Higgs and Joanny’s 

polyampholyte theory [20,53,54], salt addition is expected to produce either 

conformational expansion within polyampholytes (in which attractive forces are 

prevalent) or increased compactness within polyelectrolytes (in which repulsive 

forces prevail).  This section provides an overview of experimental investigations 

depicting the role of charge density and charge patterning on IDPs compactness.  

3.1. Effects of Charges and Their Screening on Collapse/Expansion Transitions 

Charge-mediated conformational transitions rely on both the effective ionization 

state and solvent exposure of charged residues. The contribution of electrostatics to 

compactness has been evaluated performing experiments at increasing salt 

concentrations by single-molecule Förster resonance energy transfer (smFRET), 

allowing the measurement of molecular distances in the range of 1–10 nm between 

fluorescence tags in individual proteins. Seminal studies on IDPs have explored the 

response of polyelectrolytes, such as the C-terminus of ProTα (ProTα, residues 52–

111; FCR = 0.700, |NCPR| = 0.533) and the N-terminal domain of HIV-1 integrase 

(IN, residues 1–56; FCR = 0.267, |NCPR| = 0.067), to 1 M KCl, resulting, 

respectively, in a 30% and 10% reduction of Rg compared to the absence of salt 

[51]. The compaction effect, overall ascribable to the attenuation of electrostatic 

repulsions, depends on the net charge, being more remarkable for stronger 

polyelectrolytes, according to polyelectrolyte theory [50]. A subsequent systematic 

study on the N-terminus (residues 1–90) of the Saccharomyces cerevisiae cyclin-

dependent kinase inhibitor Sic1 (hereafter called “Sic1”) has provided insights into 

this phenomenon, also suggesting its complexity [55]. Sic1 contains 11 positively 

charged residue (FCR = 0.122, i.e., 12% of charged residues) and is a weak 

polyelectrolyte. Figure 3a shows the results of its salt titration monitored by 

smFRET, with increasing KCl concentrations progressively reducing Sic1 size. 
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Although monotonic, the composite trend of the experimental curve hints to the 

contribution of several phenomena, which possibly include the different 

accessibility to the solvent of charged residues and their different response to salt, 

and the influence of hydrophobic interactions, which prevail upon charge 

neutralization. Noteworthy, Sic1 undergoes an overall 40% reduction of its Rg in 

the presence of 1 M KCl. Sic1 compaction is greater than that observed for ProTα 

(−30%), in spite of a lower |NCPR| (0.122) than that of ProTα (0.533). How to 

explain the unexpectedly marked compaction of Sic1? Sic1 is a uniformly charged 

polyelectrolyte (FCR = |NCPR|), while ProTα, as well as IN, are “partial 

polyampholytes”, as indicated by the non-null difference between their FCR and 

|NCPR| values. Thus, the strong compaction effect elicited by salt in Sic1 can be 

explained by repulsion screening and a lack of swelling effects, which likely occurs 

in ProTα and IN because of the presence of annealed charges. Thus, NCPR and 

FCR cannot individually explain salt dependence, which is better rationalized by 

taking into account the balance between attractive and repulsive forces. 

When attractive forces are predominant, it is foreseeable that salt induces 

conformational swelling. 

Clear examples of this behavior are offered by IDRs belonging to human Myc 

(residues 353–434), MAX (Myc-associated factor X, residues 22–102), MAD 

(Mitotic spindle assembly checkpoint protein MAD1, residues 55–136), MLX 

(Max-like protein X, residues 128–215), and MONDOA (MLX-interacting protein, 

residues 718–797) [56]. Such highly charged polypeptides (0.3 < FRC < 0.4) 

behave more markedly as polyampholytes (0.05 < |NCPR| < 0.11), with “annealed” 

charges conferring compact conformation in the absence of salt. When exposed to 

low salt concentrations (up to 0.6 M KCl), the screening of attractive interactions 

causes Rg expansion (Figure 3b) [56]. Above 0.6 M, a chain re-collapse is 

observed, probably due to hydrophobic interactions, which prevail upon charge 

screening. Noteworthy, different salts, e.g., LiCl, NaCl, and CsCl, cause 



 

181 
 

compaction to different extents. This salt specificity is reminiscent of the variable 

salting-out effect along the Hofmeister series and led to the hypothesis that similar 

factors come into play [56]. 

  

 

 

  

 

 

 

 

 

 

 

 

 

Figure 3. Dependence of IDP compaction on salt concentration. The end-to-end 

distance obtained from single-molecule Förster resonance energy transfer 

(smFRET) is expressed as donor-acceptor distances (RDA) vs. KCl concentration. 

(a) The uniformly charged polyelectrolyte Sic1 undergoes collapse, due to 

shielding of unbalanced electrostatic charges and attenuation of their repulsive 

forces. The black solid line represents the fitting by the model described in [55]. At 

higher KCl concentrations, hydrophobic interactions are likely to overlap with the 
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charge screening effect. The inset shows the behavior of Sic1 Rg exposed to 

GdmCl. Here, non-chaotropic concentrations (<1 M) cause protein collapse, while 

higher denaturing concentrations lead to conformational swelling [55], conferring a 

non-monotonic behavior significantly different from the main plot of panel (a). 

Figures adapted from [55]. (b) The polyampholyte Myc undergoes expansion due 

to the weakening of attractive electrostatic forces at a low KCl concentration (<0.6 

M). Here the RDA is plotted versus [KCl] 2 to allow fitting of the experimental 

results by the polyampholyte theory [56]. The dependence of size is modelled on 

the root square of the ionic strength, which corresponds to the root square of the 

concentration for a completely dissociated mono-ionic salt. At higher 

concentrations, the chain collapses again, probably due to the prevalence of 

hydrophobic interactions over charge shielding. The black solid line represents the 

fitting by the model described in [56]. Figure adapted from [56]. 

For the sake of completeness, it is necessary to mention that several studies on 

polyelectrolytic IDPs have employed the denaturing salt guanidinium chloride 

(GdmCl), although its behavior likely reflects the overlapping effects of charge 

screening, preferential solvation, and chaotropic effects, especially at high 

concentrations [57]. 

To conclude, NCPR and FCR are useful parameters to roughly predict whether an 

IDP behaves as a polyelectrolyte or a polyampholyte in its response to salts, within 

the general frame provided by Debye-Hückel’s theory, and the polyelectrolyte and 

the polyampholyte theories. More recently, it has been proposed that chain 

expansion or compaction induced by salt depends also on charge patterning [50]. 

An experimental assessment of this theory is given by the different salt sensitivity 

of protein permutants obtained by simply varying the position of charge residues 

(“κ variants”) [58] (see Section 3.3). Understanding how environmental conditions 

affect IDP compactness will contribute to rationalize their function in the cellular 
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context. This knowledge can be exploited also to better control the performance of 

IDP-based biomaterials and devices [50,59].  

3.2. Exploitation of Charge Patterning in Stimuli-Sensitive Biopolymers 

In the field of material sciences, linear polymers designed for the fabrication of 

solid surfaces are referred to as “polymer brushes” and have been exploited, for 

instance, to confer anti-biofouling and anti-frictional properties [60]. IDP-inspired 

polyampholyte brushes reversibly undergo expansion/collapse transitions in 

response to external stimuli (i.e., pH, ionic strength, temperature), consistently with 

their FCR and NCPR [61,62]. IDP brushes profit from a large repertoire of building 

blocks (i.e., canonical and unnatural amino acids) and, as typical for proteins, offer 

multiple hierarchical levels of structural organization dependent on their primary 

structure and post-translational modifications [63]. For these reasons, synthetic 

IDPs combine the advantages of synthetic polymers and polypeptides. 

A fine example of stimuli-sensitive protein brush has been developed by Kumar’s 

group [59]. A recombinant IDR, rNFH-SA, derived from the heavy subunit of the 

rat neurofilament complex [64], was grafted in an oriented manner onto a quartz 

support to functionalize its surface. rNFH-SA is a highly charged polyampholyte, 

as inferable from its FCR (0.429) and |NCPR| (0.014) values. In addition, our 

analysis on charge patterning (κ = 0.074) suggests that rNFH-SA may display an 

expanded conformation. This protein behaves as a polymer brush capable of 

swelling and collapsing in response to changes in solution pH and ionic strength, in 

a rather wide dynamic range, not yet fully explained in the light of the theory 

illustrated in the previous paragraph [59]. Overall, rNFH-SA behaves as 

qualitatively expected for weak polyelectrolytes, which collapse with increasing 

salt concentration. A deeper knowledge of polyampholyte electrostatics (charge 

density and patterning) and of polymer physics could further help in developing 
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“smart biomaterials” with desired properties and capable of complementing the 

array of already available organic/synthetic polymers. 

3.3. Effects of Linear Charge Patterning over Protein Compaction 

Theoretical studies on charge-decoration and its impact on polyampholyte 

conformation have been supported by experimental investigations. A plethora of 

orthogonal biophysical techniques have been employed to explore this dependence. 

To cite an instance, Tedeschi and collaborators carried out a systematic comparison 

between three κ-variants for two ~100-residue viral IDPs, merging evidence from 

SAXS, size-exclusion chromatography (SEC), and limited proteolysis [65]. For 

each protein, which displays similar values of FCR (~0.3), |NCPR| (<0.05), and κ 

(~0.2), the authors designed two sequence permutants, shuffling the charged 

residue positions in order to achieve the highest and lowest possible κ values 

(average values over the different proteins: κmin~0.08 and κmax~0.42) compatible 

with their natural amino acid composition while keeping the location of non-polar 

residues unchanged. By doing so, the conformational variability of the variants, 

relative to the wild-type form, could only be imputable to charge-patterning 

changes. A direct correlation between κ and protein size was observed. In addition, 

the study provided hints suggesting that differences in protein responsiveness to 

charge clustering also reflect differences in proline content (which is indeed 

different in the two model IDRs considered in that study). In particular, proline 

residues seem to counteract the compaction effect exerted by charge segregation. 

A similar approach, yet enriched in further insights into biological implications, 

was used by Kriwacki and co-workers and applied to the C-terminal domain of the 

human cell-cycle inhibitory protein p27
Kip1

 (residues 96–198, hereafter called 

“p27”), integrating computational simulations and biophysical techniques [66]. The 

authors kept the primary p27 phosphorylation site (Thr187) unmodified, altering 

the charge distribution around it, to lower (lowest κ value = 0.14) or increase 
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(highest κ value = 0.78) the κ value relative to the wild-type protein (0.31). Thus, 

besides the expected κ–Rg inverse correlation, assessed by atomistic simulations 

and in-bulk conventional techniques (SAXS), the authors could also document 

differences in phosphorylation efficiency that could be ascribed to sequence-

encoded features. Indeed, the efficiency of Thr187 phosphorylation increases with 

the “local” NCPR of the so-called auxiliary motifs (residues 100–180) [66], 

highlighting the relevance of linear charge patterns in supporting (or contrasting) a 

primary physiological function. 

An even finer, yet consistent, characterization of p27 sequence permutants (κ 

values of 0.14 and 0.56) was performed by Barran’s group, exploiting native mass 

spectrometry coupled to ion mobility, a valuable technique to interrogate IDP/IDP 

ensemble conformational heterogeneity [67]. Collisional cross-sections of the 

permutants proved that charge patterning dramatically affects IDP/IDR 

compactness, with the high-κ variant displaying a lower conformational 

heterogeneity, compared to the wild-type and low-κ variant [58]. The latter turned 

out to be insensitive to increasing salt concentrations, whereas the high-κ variant 

displayed a conformational expansion at high ionic strength [58]. 

Other insights into the functional relevance of charge patterning have been 

obtained for RAM (RBP-Jk-associated-molecule) region, a 111-residue IDR 

belonging to the intracellular domain of the Notch receptor (NICD) and involved in 

a transmembrane cell-to-cell pathway controlling cellular differentiation and stem-

cell fate [68]. The limited dispersion of κ values among distantly related RAM 

orthologues led to lay the hypothesis that its charge patterning responds to a 

functional requirement, i.e., mediating its binding affinity for CSL, an element of 

the tertiary complex (NICD-CSL-MAML) involved in Notch activation. Among 

RAM charge permutants, it was observed that Rg and an affinity for CSL decrease 

with increasing charge segregation, causing a significant loss in Notch 

transcriptional activation. Thus, experimental and computational data consistently 
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suggest that charge decoration influences the conformational preferences of IDPs 

and can be considered as an evolutionary-selected trait of crucial importance for 

their functions. 

4. Relevance of Electrostatic Charges in Protein Solubility/Aggregation 

and Fibrillation 

Protein solubility corresponds to the ability of a polypeptide chain to dissolve into a 

solution, notably aqueous, and is governed by the competition among chain–

solvent, inter-chain, and chain–chain interactions. Such labile equilibrium is 

severely impacted by solvent, ionic strength, temperature, and pH. Typically, at pH 

values higher or lower than the protein pI, protein–protein interactions are 

disfavored, in favor of chain–solvent ones, therefore increasing its solubility. 

Recent studies suggest that the correlation between protein pI and the pH of their 

(sub)cellular environment is simply a neutral “by-product” of the main adaptive 

selection aimed, instead, at favoring structural metastability [69]. In analogy with 

this original view, it could be hypothesized that protein solubility is the result of a 

trade-off between metastability and biological activity. 

The issue of protein solubility has been widely addressed by physical statistics, 

considering the polymer–solvent interaction parameter χ [70,71] and polymer–

solvent interaction energy. Briefly, χ can be considered as a measure of solvation 

enthalpy, namely the enthalpy associated with transferring the polymer from the 

gas phase into water. Therefore, a distinction can be drawn between “good” (χ < 0) 

and “poor” (χ > 0) solvents, regarding the ability to solvate a given polymer. 

Polymers expand and dissolve in a good solvent, while they collapse in a poor one. 

Referring to polypeptide chains, the propensity to be solvated depends on both 

backbone and side chains. Although in aqueous media the protein backbone is 

prone to collapse, it is the interplay among the sidechains, backbone, and solvent 

that decides the actual solvation fate of a protein and could support or reverse the 
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intrinsic backbone-compaction propensity [37]. Thus, sequence specificity could 

account for the divalent nature of water, being a poor solvent for globular folded 

proteins and a good one for IDPs [37]. 

A plethora of predictive programs have been developed to infer aggregation 

propensity from the primary structure [72,73]. The next section will focus on the 

role of electrostatic charges in determining IDP solubility and aggregation 

properties. 

4.1. Effects of Charge Density on Protein Solubility/Aggregation 

The effect of electrostatic charges on protein solubility is controversial. Modulating 

protein conformation and solvation through the manipulation of pH-sensitive 

groups represents an exciting challenge [74–76], limited in practice by the 

difficulty of producing well-folded charge variants of globular proteins. The high 

designability of IDPs [77], herein meant as the number of sequences encoding 

conformational ensembles of similar compaction properties, is exploitable to 

conceive synthetic solubility-enhancing tags [78]. Solubility-enhancing tags can 

promote solubilization through a dual mechanism: (i) By increasing the relative 

proportion of solubility-enhancing amino acids with respect to the overall residue 

composition of the fusion construct [79]; and (ii) by acting as “entropic bristles” 

(EBs) through random movements around their point of attachment. EBs 

entropically exclude the contact with large particles, i.e., other proteins/peptides, 

thus reducing the probability of the fusion protein to undergo aggregation, without 

excluding small molecules, such as water, salts, metals, or cofactors, which in fact 

increase solubility [80]. 

A first effort to prove IDPs as effective solubility tags was performed by Santner 

and collaborators, who compared the solubilization performances of four synthetic 

intrinsically disordered tags to those of several well-established folded tags [81]. In 

this pivotal work, polyelectrolytes of different lengths (60, 144, 250 residues) and 
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net charge (−24, −25, −41, and −65) yet similar pI (from 2.5 to 3) were tested. 

Interestingly, the chain length turned out to be more crucial than the sequence 

composition, with larger proteins being more effective EBs [81]. It should be 

emphasized that the proteins selected in this study, although presenting diverse net 

charges, have a seemingly high charge density, i.e., NCPR values (~−0.40; −0.29; 

−0.26). Therefore, the chain length, rather than the charge density, represents the 

most significantly diverse parameter among the analyzed proteins, without ruling 

out any contribution of charge density itself. 

This issue was more directly addressed through a set of synthetic IDPs derived 

from the N-terminus moiety of measles virus phosphoprotein (PNT, 230 residues) 

[82], whose sequence naturally possesses an acidic pI (4.88) and an almost 

balanced set of oppositely charged residues, thus resulting in an NCPR ~0 

(−0.071). PNT synthetic variants have the same length, FCR (0.257 ± 0.004), and 

hydropathy score (3.826 ± 0.067), yet they display different NCPR values (from 

−0.248 to +0.216) and therefore different pIs (from 3.37–9.61) [83]. 

As expected, each synthetic protein experiences a solubility loss at its pI. 

Furthermore, the “aggregation intensity”, namely the proportion of insoluble 

protein, turned out to be directly correlated to |NCPR|, with low-NCPR proteins 

remaining mostly soluble and almost aggregation free, independently of pH. PNT 

variants more responsive to pH are able to “transmit” their aggregation propensity 

to resilient proteins, such as green fluorescent protein, embedded in the same 

chimeric construct [83]. Overall, these observations may contribute to 

understanding the behavior of IDPs in response to events affecting protein NCPR 

(i.e., post-translational modifications, mutations, environmental changes). For 

instance, it could be argued that high-NCPR proteins (i.e., polyelectrolytic IDPs) 

are much more sensitive than polyampholytes to even slight pH changes. Results 

from [83] have led to the development of an empirical equation suitable to predict 

pH-dependent aggregation of amyloidogenic IDPs and, hence, to promote the 
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design of synthetic solubility/aggregation tags, as well as reversibly aggregating 

nanofibrillar materials [84]. 

4.2. Relevance of Electrostatic Charges on Fibrillation 

Amyloid fibrils have been associated with important biological functions [85,86] 

and a plethora of pathologies, including socially relevant neurodegenerative 

diseases, such as Alzheimer’s and Parkinson’s diseases [87]. Aggregation can be 

triggered in proteins, as the result of either “ordering” of disordered regions or 

“disordering” of well-folded structures [88]. For a more detailed description of 

fibril structure, see Appendix B. The research on the “amylome”, the ensemble of 

amyloidogenic proteins in a proteome, has indicated that most proteins can form 

amyloid fibrils in vivo [89], with the involvement of different sequence features. 

Most frequently, canonical amyloid fibrils are encoded by stretches of 5–15 

residues of aliphatic and aromatic amino acids (Riek, 2018). 

 Nevertheless, the aggregation of prions and prion-like domains is apparently 

independent of aliphatic residues and influenced by pH [90–92]. In this subclass of 

amyloids, which are self-perpetuating and infectious, sequence determinants have 

been elusive for years, since cryptically encoded by rather long (at least 60 

residues) and disordered sequences, containing a few amino acid types (i.e., low-

complexity regions) rich of Tyr, Gly, and polar residues (mostly Gln and Asn) 

[90,93–95], which argue for the involvement of hydrogen bonds, van der Waals, 

and π–π stacking interactions [96–98]. Short linear sequence motifs rich in polar 

residues (e.g., SYSGYS from human FUS protein, or GNNQQNY from yeast 

Sup35) have also been recognized as “nucleation centers” or “soft-amyloid cores”, 

effectively promoting both spontaneous and seeded aggregation in proteins 

[99,100], and natural and synthetic peptides [101–103]. 

The structures of human prion protein (PrP) fibrils, recently solved by Cryo-

electron microscopy (Cryo-EM), have clarified the role of hydrophobic, polar, and 
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charged residues [104,105]. The fibrils obtained from residues 23–231 of human 

PrP display a hydrophobic and compact core stabilized by an intramolecular 

disulfide bond (between Cys179 and Cys214), while a mostly hydrophilic surface 

is exposed to the exterior. Indeed, each fibril consists of two protofibrils 

intertwined in a left-handed helix, with Lys194 and Glu196 from opposing subunits 

forming salt bridges and creating a hydrophilic cavity at the interface of the two 

protofibrils [105]. This structure is coherent with previous data suggesting the 

critical role of pH in promoting prion fibrillization [92]. 

As concerning canonical amyloid fibrils, polar and charged residues are frequently 

arranged in disordered protrusions at the fibril edges of the hydrophobic fibril core, 

being functional to elongation through transient interactions with incoming 

monomers [106]. Such flexible charged structures have been detected, for instance, 

in the aggregation products of α-synuclein, Aß peptide, and tau protein [106]. 

Nonetheless, electrostatic interactions can also play a direct role stabilizing the 

cross-β-sheet structure. In this respect, we summarize here available data on the 

impact of charge decoration and electrostatic networks in α-synuclein (α-Syn) 

fibrillation, generally regarded as the pathological hallmark of Parkinson’s disease 

[107,108] and other synucleinopathies [109,110]. Charge density and, ante 

litteram, charge segregation of α-Syn have been deeply investigated for their 

effects on fibrillation. α-Syn is an IDP composed of 140 residues (FCR = 0.279; 

NCPR = −0.064; κ = 0.172) containing an N-terminal domain with a highly 

conserved α-helical-prone lipid-binding region (residues 1–60), a central 

hydrophobic region (NAC) essential for α-Syn aggregation (residues 61–95). and a 

C-terminal tail (residues 96–140), acting as an interaction hub for several proteins 

[111–115] (Figure 4a). The NCPR profile calculated by CIDER (Figure 4b) 

suggests a sharper distinction between an amphipathic and amphoteric N-terminal 

moiety (residues 1–102), in which opposite charges alternate almost regularly (κ = 

0.082; FCR = 0.311), and a highly acidic C-terminus (residues 103–140) with 
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highly clustered negative residues (FCR = −0.368). In vitro fibrillation of α-Syn is 

markedly pH dependent and occurs at higher rates at acidic pH [116,117]. This 

acidification effect can be explained considering the α-Syn domain structure. 

Indeed, acidification increases the net charge of the N-terminal moiety (from +6 at 

neutral pH to +17 at pH 3) and neutralizes the negative charge of the C-terminal 

domain (from −15 at neutral pH to 0 at pH 3). Albeit this transition involves a 

similar number of charged residues in each protein moiety (+17 at the N-terminus 

and −15 at the C-terminus), the N-terminal region at an acidic pH displays a 

markedly lower charge density (local NCPR1–102 = +0.17) than the C-terminal 

domain at neutral pH (local NCPR103–140 = −0.39). Such a reduction in charge 

density weakens intra- and inter-molecular electrostatic repulsions, as well as 

solvent interactions, and ultimately enhances hydrophobic interactions responsible 

for fibrillation [116,117]. 
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Figure 4. Charge density and distribution of α-Syn. (a) Cartoon representation of 

an NMR structure of micelle-bound human α-Syn (PDB 1XQ8; [118]). Image 

created with UCSF Chimera [119]. (b) NCPR profile along the linear sequence of 

α-Syn. The blue and red peaks denote positive and negative charges, respectively 

(plot obtained by CIDER, [11]). (c) Primary sequence of the wild-type α-Syn fibril 

core (aa 37–99). Charged residues are shown in colored bold letters and those 

interacting in the structures of acetylated wild-type (PDB 6A6B; [120]) and E46K 

(PDB 6L4S; [121]) α-Syn fibrils are connected by black and red solid lines, 

respectively. Intermolecular interactions are marked by transverse parallel lines. 

Figure adapted from [121]. 

The role of the C-terminal tail in pH-driven fibrillation of α-Syn has been further 

supported by experimental [122] and computational studies [123]. Data reported so 
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far depict the C-terminal domain as an effective EB. As long as it is highly 

charged, expanded. and capable of large conformational fluctuations, it acts as an 

intramolecular chaperone, counteracting aggregation. The N-terminal region, 

instead, populates an ensemble of unfolded conformations with some intrinsic 

helical propensity, in equilibrium with membrane-bound, monomeric and 

multimeric, and helical structures [118,124,125] (Figure 4a). Cryo-EM studies 

indicate that the fibril core of α-Syn consists of residues 37–99, while the N- and 

C-terminus remain flexible and not resolved. The structural detail of fibrils 

indicates the key role of a network of electrostatic interactions involving 

intramolecular (i.e., E46-K80, K58-E61) and intermolecular salt bridges (K45-E57) 

(Figure 4c) [120]. The analysis of the E46K variant, associated with a severe form 

of familial Parkinson’s disease, highlights the importance of electrostatic 

interactions in defining the fibril morphology, as well. Indeed, with respect to the 

wild type, the E46K variant reshapes the above-mentioned electrostatic network, 

and forms a smaller fibril core (residues 45–99) and a distinct fold. This is of 

utmost relevance with regard to the pathogenic mechanism, as E46K fibrils are less 

resistant to proteases and mechanical stress and, therefore, more prone to 

propagation [121]. 

As expected from a role of electrostatic interactions in fibrillation, salts affect the 

aggregation kinetics of amyloid proteins. However, they do that in a highly 

complex way. A systematic analysis of the effect of salts on protein aggregation 

kinetics has been performed by testing ions from the Hofmeister series in real-time 

quaking-induced conversion assays [126]. This study reveals different effects of 

ions, depending on their position in the Hofmeister series, in line with a crucial role 

of protein hydration in fibril formation [127]. The effect is more remarkable for 

anions than cations and dependent on the biological matrix. Furthermore, the 

dependence of aggregation kinetics on Hofmeister ions is highly protein specific. 

The PrP and tau have opposite trends along the series, while α-Syn displays a 
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bimodal response, with enhanced kinetics at both ends of the series. These results 

are in line with a complex interplay of electrostatic, hydrophobic, and hydration 

effects governing protein fibrillation and with the involvement of specific residues 

of different nature in these proteins. 

5. Relevance of Charge Decoration in Phase Separation 

Spatio-temporal control of intracellular reactions is based on a finely regulated 

molecular trafficking through cellular compartments. Besides membrane-limited 

structures, membrane-less organelles [128–130] contribute to 

compartmentalization, separating molecules by liquid demixing and confining them 

in droplets at higher local concentrations than the surrounding matrix [131,132], 

thereby creating dynamic proteinaceous microreactors [133] (see Appendix C). 

LLPS can occur through heterotypic (i.e., interaction and de-mixing of two or more 

polymers) or homotypic coacervation (i.e., single-polymer self-association) 

[134,135]. Coacervation usually occurs at concentrations and temperatures 

thermodynamically favoring self-interaction of polymers. Biomolecular 

condensates are generally enriched with multivalent molecules prone to 

establishing multiple intra-chain and interchain interactions [128]. Therefore, 

proteins with a modular architecture, encompassing low-complexity regions and/or 

repeats of short-linear motifs, are particularly well suited to nucleate coacervation. 

It is therefore not surprising that IDPs/IDRs display a strong propensity to undergo 

LLPS. 

Different types of non-covalent interactions have been implicated as triggering 

factors: Hydrogen bonding, cation–π contacts, electrostatic and dipolar attractions, 

and π–π interactions between aromatic rings [128,136] (see also Appendix C). Our 

understanding of sequence determinants of phase behavior is in its infancy and we 

have just started learning its “grammar” [136,137]. Aromatic residues (Phe, Tyr), 

along with charged ones (Arg in particular), have often been shown to be key 
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determinants of in vivo and in vitro LLPS occurring through short-range attractive 

forces due to π–π or cation–π interactions [134,136,138–142]. Fewer studies have 

investigated long-range electrostatic interactions between charged residues and 

their patterning on LLPS [46,139,142], although they might have a prominent role, 

due to the compositional features of IDPs [143]. To assess the role of electrostatic 

interactions, experiments are typically carried out in the presence of varying 

concentrations of salt, most often represented by NaCl. A seminal work on the N-

terminal domain of Ddx4 (Ddx4N), a primary constituent of human germ granules, 

has unveiled that its coacervation is dominated by π–cation interactions involving 

Phe and Arg residues. The LLPS of Ddx4N is hence extremely sensitive to ionic 

force, as highlighted through experiments at increasing concentrations of NaCl 

[134]. 

Two other illustrative examples are provided by hnRNPDL and NPM1, which are 

involved in a form of muscular dystrophy and in the spatial organization of the 

nucleolus, respectively. HnRNPDL (and its isoforms) was found to only form 

liquid-like droplets at low ionic strength [144], and homotypic LLPS of NPM1 is 

similarly impaired at high NaCl concentrations [145]. Overall, these behaviors are 

consistent with the polyampholyte theory and with the hypothesis that LLPS is 

driven by the annealing of opposite-sign charges or by cation–π interactions. 

In contrast with the three examples above, the N-terminal prion-like domain of 

galectin-3 undergoes LLPS only when the NaCl concentration is increased above 

600 mM, with LLPS being driven by π–π interactions between aromatic residues 

[146]. 

Examples also exist where salt, namely NaCl, does not exert any significant impact 

on LLPS, suggesting that the formation of coacervates relies on hydrophobic 

interactions. An illustrative example is provided by PNT3, a viral protein region 

that undergoes LLPS with concomitant formation of amyloid-like fibrils [147]. 
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Although this protein is classified as a strong polyampholyte (FCR = 0.364, 

|NCPR| = 0.164), NaCl does not affect its ability to form aggregates (at least up to 

300 mM). In support for the hypothesis of the involvement of π–π interactions, the 

most amyloidogenic region contains three contiguous tyrosine residues whose 

replacement with alanine residues abrogates fibrillation [147]. Finally, we can cite 

the case of γ44-gliadin, a wheat storage protein with an intrinsically disordered 

domain that undergoes LLPS in a salt-dependent manner in spite of its very weakly 

charged nature (FCR = 0.04 and NCPR = 0) [148]. In particular, increasing NaCl 

concentrations were found to lead to a drastic decrease in the number of droplets 

and to an increase of γ44-gliadin saturation concentrations, corresponding to 

equilibrium concentrations above which phase separation occurs in in vitro 

experiments. This behavior argues for a contribution of electrostatic interactions in 

the formation of γ44-gliadin liquid-like droplets. Since the few charges are mainly 

located in the C-terminal domain, the authors proposed that this unequal charge 

distribution along the sequence likely promotes directional interactions: Aromatic 

residues of the N-terminal domains and positively charged residues of the C-

terminal ones could participate in LLPS by π–cation interactions, as already 

reported [134,149,150]. 

The relentless tug of war between electrostatics and the hydrophobic effect is also a 

determinant for the link between aggregation and LLPS. To cite an instance, a 

connection between aggregation and LLPS of tau protein has for a long time been 

suggested [151–153] and recently ruled out [154]. For tau protein, LLPS is driven 

by complex coacervation mechanisms, dominated by long-range multivalent 

electrostatic attractions [155]. Instead, the amyloidogenic pathway seems driven by 

hydrophobic interactions [154]. In line with the behavior of tau, in the case of 

hnRNPDL, LLPS exerts a protective role against fibril formation [144]. On the 

contrary, when LLPS is triggered in vitro under high-salt concentrations, thereby 

becoming partially driven by hydrophobic contacts, a direct correlation with 
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increased amyloid propensity is observed, suggesting that this two phenomena not 

only could occur under coinciding conditions but could also positively influence 

one another [154]. 

Although we can try to rationalize these complex responses, we are still far from 

acquiring the ability to predict them. The emerging scenario from the available 

literature data is that the effect of salt on LLPS is poorly predictable and highly 

protein dependent, analogously to its impact on protein fibrillation (see Section 4). 

This lack of a clear trend may depend on the double role of charged residues in the 

so-called architecture of “stickers” and “spacers” [141,156,157]. Stickers are 

protein motifs or domains reversibly interacting with other protein molecules or 

nucleic acids, thus creating coacervate networks. Spacers are located between 

stickers and preferentially interact with solvent molecules, acting as a scaffold 

[141,156,157]. In contrast with aromatic residues, which are definitely enriched in 

stickers’ elements, charged residues could play a role either in stickers, by 

electrostatic attractions, or in spacer regions, by conferring solubility and flexibility 

to the scaffold itself. This ambiguity can also entail the difficulty of designing 

electrostatically driven LLPS models with predictable and controllable behavior 

[142]. 

An even smaller number of studies deal with the role of charge distribution in 

LLPS. Coacervation was found to strongly depend on the segregation of opposite 

charges in the Ddx4
N
 and Nephrin intracellular domain, which also a share similar 

value of κ (= 0.237 and 0.217, respectively) [134]. For instance, LLPS was 

suppressed by attenuating charge segregation in Ddx4
N
 in a permutant with κ = 

0.053 [134]. A systematic analysis of the relationship between LLPS propensity 

and the linear pattern of charge distribution, namely the values of κ, has been 

addressed by computationally predicting the phase diagrams of (Glu-Lys)25 by a 

random-phase approximation approach [46]. Overall, the system shows a binodal 

curve with an upper critical temperature of coacervation (see Figure A2), which 
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correlates well with κ. Since Rg decreases with increasing κ, a power law linking Rg 

to the critical temperature (CT) holds as well [46]. Thus, the more compact the 

conformation, the higher the critical temperature, which is overall consistent with 

experimental evidence [134,158]. We propose, however, the existence of a 

“compaction threshold”, above which the dependence of CT on κ is inverted. That 

is, compaction would promote phase separation up to a certain limit, beyond which 

highly collapsed conformations would instead disfavor inter-chain interactions. In 

our hypothesis, IDPs/IDRs with low-to-moderate κ values display a higher 

propensity to undergo LLPS, while those containing interspersed charged residues 

(κ~0), as well as those with highly segregated charges (κ~1), present a lower 

coacervation propensity (Figure 5, top panel). To test this hypothesis, IDRs from 

the PhaSePro database [159] undergoing electrostatically driven phase separation 

were analyzed herein to extract a κ-value distribution. Each frequency class was 

compared with that of IDRs from the entire DisProt database. As shown in Figure 

5, the frequency of sequences with 0.2 < κ < 0.25 in PhasePro is double compared 

to DisProt. By contrast, the frequency of sequences with 0.25 < κ < 0.3 is less than 

half (Figure 5, bottom panel). These data indicate that IDRs undergoing 

electrostatically driven phase separation have κ values mostly comprised between 

0.2 and 0.25. Such κ values, as in the case of Ddx4 [66,160] and NICD [158], are 

those that probably allow to better exclude the solvent and favor inter-chain 

interactions. Nonetheless, the still limited size of PhaSePro (28 entries of 

IDPs/IDRs undergoing electrostatically driven phase separation at the time of this 

analysis) points to the need of addressing this issue in a more systematic way in the 

future, so as to be able to confirm the existence of an optimal value of κ favoring 

phase separation and possibly draw general conclusions. Our hypothesis is in line 

with a recent work indicating how critically important the patterning of sticking 

elements is, with the implication that too many sticky elements may hamper 

coacervation [141]. 
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Figure 5. Charge decoration and propensity to undergo electrostatically driven 

phase separation. (Top) Lys-Glu sequences of different κ values, with K and E 

residues in red and blue, respectively. Charge distribution is related to protein 

compactness and phase separation (square boxes). κ = 0: attractions within and 

among polyampholytes lacking long same-charge clusters are weak. These chains 

are overall expanded and show weak scarcely cooperative inter-chain interactions, 

as symbolized by small ovals in pale yellow (scheme inspired by [46]). 0.1< κ < 

0.3: most favorable inter-chain interactions among chains presenting blocks of 

segregated charges. κ = 1: complete, or almost complete, charge segregation favors 

strong intra-chain interactions (dark yellow areas) that, reflecting monomolecular 

events, efficiently out compete inter-chain attractions. (Bottom) IDP/IDR 

propensity to undergo electrostatically driven LLPS as a function of κ values. The 

orange histogram shows the ratio between PhasePro (subset of electrostatically 

driven phase separation) and DisProt k-class frequencies [159] (left vertical axis). 

The κ-class frequencies from DisProt are shown as the shadowed blue bar 
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histogram (right-hand vertical axis). Sequences from the PhaSePro database were 

manually retrieved and further analyzed for their level of disorder by IUPred [161]. 

Only regions with an overall disorder level higher than 0.6 (in a scale 0–1) were 

used to compute κ values. The latter were calculated through CIDER webserver 

(http://pappulab.wustl.edu/CIDER/, [11]). DisProt entries were filtered by 

discarding sequences shorter than 20 amino acids or devoid of charged residues 

(FCR = 0) and redundant sequences. Two sequences were considered redundant if 

they were associated to the same DisProt_ID and if the start (residues 1–20) and 

the end (last 20 residues) of the two compared regions are respectively comparable. 

An obvious limitation in LLPS studies is that in vitro experiments cannot 

reproduce the complexity of the intracellular environment. Therefore, the picture 

needs to be further detailed, bearing in mind the peculiar features of the cellular 

context, in addition to simplified molecular models. 

6. Conclusions 

Today more than ever, knowledge concerning the role of electrostatics on the 

structure and function of IDPs/IDRs benefits from theoretical, experimental, and 

heuristic contributions from the fields of polymer physics and computational 

science. Tapping into such concepts has become imperative albeit challenging, as 

already pondered more than 20 years ago by one of the fathers of modern 

molecular biology [162]. Useful descriptors of IDP/IDR charge density and 

patterning, such as NCPR, κ, and SCD, arise from this very productive crosstalk 

between polymer theory, biophysics, computational simulations, and protein 

science, and contribute to deciphering the hidden structural code of IDPs/IDRs. 

The unfolded states of proteins have long been recognized as crucial models to 

interpret relevant biological processes, such as protein folding, membrane 

translocation, and stability, aided by the theoretical framework of statistical and 

polymer physics [163]. In this regard, IDPs/IDRs represent an interesting 
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experimental model, as they offer significantly populated unfolded states in the 

absence of denaturants. One useful aspect resides in their remarkable designability 

and stimuli responsiveness. The high designability of disordered proteins allows for 

functional remodeling and modification of entire biological networks [164,165].We 

have learnt that such a reshaping can be obtained by tuning simple sequence 

parameters, such as the fraction of positive and negative charges and their 

clustering. The abundance and distribution of charged residues can confer specific 

sensitivity to changes in the environment, i.e., pH, ionic strength and ligands 

[56,83]. This plasticity is likely one of the reasons of their evolutionary success in 

regulatory networks. An interdisciplinary approach is essential for (i) a deeper 

understanding of the molecular mechanisms underlying physiological and 

pathological events, and (ii) translating our knowledge on polymers physics into de 

novo design of polypeptides with the desired properties of compactness, 

fibrillation, and phase separation, envisaging expectedly impactful biotechnological 

applications. Our knowledge of polymer physics does not yet allow to fully 

understand and especially control these events, particularly concerning phase 

separation, fibrillation, and their connection. This is partly due to the fact that this 

research field is still in its infancy. This area of research will benefit from the 

growth of dedicated databases, such as AmyPro [166], CPAD [167], DrLLPS 

[168], or PhasePro [159], and from data analysis through advanced data-mining 

tools, which will also become increasingly available in the future. 
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Abbreviations 

Cryo-EM Cryo-electron microscopy  

CT  Critical temperature 

FCR  Fraction of charged residue  

GdmCl  Guanidinium chloride 

IDP  Intrinsically disordered protein 

IDR  Intrinsically disordered region 

LCP  Lower critical point 

LLPS  Liquid-liquid phase separation  

MC  Monte Carlo (simulation) 

NCPR  Net charge per residue 

NMR  Nuclear magnetic resonance (spectroscopy) 

PNT  N-terminus moiety of measles virus phosphoprotein  

ProTα  C-terminal domain of Protα 

PrP  Human prion protein 

RAM  RBP-Jk-associated-molecule (region) 

RDA  Donor-acceptor distance 

Rg  Radius of gyration; 

Rh  Hydrodynamic radius 

rNFH-SA Disordered region from the heavy subunit of the rat neurofilament 

complex  

SAXS  Small angle X-ray scattering (spectroscopy) 

SCD  Sequence charge decoration 
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SEC  Size-exclusion chromatography 

smFRET Single-molecule Förster resonance energy transfer 

α-Syn  α-Synuclein 

UCP  Upper critical point 

  

Appendix A. Parameters of Polymer Dimension: Hydrodynamic Radius, 

Radius of Gyration, and Their Relationships 

According to the IUPAC recommendation, the dimensions of linear flexible 

macromolecules are usually expressed as the ensemble averages of the end-to-end 

distance, S, and radius of gyration Rg [169]. Notably, a pronounced decoupling 

between Rg and S has been observed, especially for heteropolymers, in both globule 

and coil-like states, probably due to the chemical heterogeneity of interactions [37]. 

Along Rg and S, the Rh can also return a reasonably adequate representation of IDP 

average dimensions and coil-globule transitions. The Rg and Rh parameters are 

measurable by biochemical/biophysical techniques and suitable to investigate the 

impact of sequence determinants on IDP/IDR conformation. As physical principles 

underlying Rg and Rh are distinct, they report on slightly different protein features. 

The Rh is the radius of an idealized sphere having the same diffusion coefficient as 

the molecule of interest (Figure A1a). It can be calculated according to the Stokes–

Einstein relation in Equation (A1), where kB is the Boltzmann constant, T is the 

temperature, η is the viscosity coefficient of the medium, and D is the translational 

diffusion coefficient: 

Rh = 
    

    
    (A1) 

Rh can be experimentally measured by SEC, pulsed-field-gradient NMR, dynamic 

light scattering, and analytical ultracentrifugation. 
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The Rg is numerically assimilable to Rh, yet conceptually different and specifically 

used in polymer physics to describe the dimension of a polymer chain (Figure 

A1b). It can be measured through static light scattering, small angle neutron- and 

X-ray scattering, or calculated from simulated conformational ensembles. For a 

polymer composed of N subunits, Rg is defined by Equation (A2): 

 

Rg
2
 = 

 

   
           

   
   ,   (A2) 

 

where Ri is the vector indicating the position of any subunit and RCM is the vector 

indicating the position of the polymer mass center [170]. Rg is averaged over the 

polymer ensemble, as denoted by the angular brackets < . . . > (Figure A1b). 

Notably, Rg is also proportional to the end-to-end distance S, according to the 

following equation: 

Rg
2
 = S

2
/6.    (A3) 

 

For the sake of completeness, S is given by: 

S
2 

= <(RN − R0)
2
>,           (A4) 

where S is the average end-to-end distance between the position of the first (R0) and 

the latter subunit (RN) over the ensemble. 

For an ideal polymer whose residue units do not interact with each other, i.e., a 

freely jointed chain, Rg is given by: 

Rg = 
 

  
1    ,    (A5) 
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where a is dependent on the polymer stiffness and can vary over orders of 

magnitude. The scaling law of Equation (A5) could be re-written in more general 

terms as Equation (A6), to relate both Rg and Rh to chain length, i.e., to N: 

 

Rxs = R0xsN
ν
xs,    (A6) 

 

where R0 is the value for the compact state, in a given solvent, for structures where 

the volume scales linearly with the number of subunits; x = (g, h) determines 

whether the relationship refers to Rg or Rh; and s = (folded, unfolded, IDP) refers to 

the specific conformational class. It can be observed that the scaling law has not yet 

been declined for the different categories of IDPs. Empirically determined values 

for these parameters reveal that the scaling exponents v can vary from 0.33, for 

folded proteins, to 0.6 for disordered ones [171]. 

An empirical linear relationship between the Rg of a simulated conformational 

ensemble and its Rh was derived by Choy and collaborators [172]: 

 

Rg / Rh = aRg + b.    (A7) 

 

Although a roughly linear relationship exists for each protein, the values of a and b 

are different and vary with the protein length. This issue was subsequently 

addressed by Nygaard and co-workers [171], through an empirical method based 

on Rg and Rh data for 100 conformations of 30 IDPs or IDP-like peptides: 

    
  

  
        

         
     

                (A8) 
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where α1 = (0.216 ± 0.001) Å
−1

, α2 = (4.06 ± 0.02) Å, and α3 = (0.821±0.002), 

obtained as the best-fit values for empirical data from calculations/simulations. 

  

 

 

  

 

 

 

 

 

Figure A1. (a) Schematic representation and definition of Rh (Figure adapted from 

[171]). (b) Schematic representation and definition of Rg showing two 

conformations sampled from the ensemble of an ideal polymer, a freely jointed 

chain of 85 subunits, highlighting the position of their mass center (CM, at position 

RCM) and its distance from given subunits at generic position Ri. A bias toward 

compact or extended conformations, reshaping the conformational ensemble, 

results in different average distances between CM and each subunit and, hence, 

different < Rg > values. 

Appendix B. Protein Fibrillation and Peptide Self-Assembly 

The misfolding of proteins and peptides can lead to supramolecular assembly and 

ordered amyloid-type fibrils [173], as typically observed in neurodegenerative 

disorders. This transition results in a cross-β (core) structure [173] and can be 

triggered by different physicochemical stimuli (e.g., temperature, Coulomb 
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interaction, pH, metal ions, and chemical additives). Chain segments embedded 

within the cross-β core generally possess hydrophobic clusters, few charged 

residues, and patterns of alternating hydrophobic and hydrophilic amino acids, as 

well as an intrinsic β-sheet propensity [173]. Amyloid fibrils maximize the number 

of hydrogen bonds and hydrophobic interactions along the fibril axis, which 

generally is achieved through a parallel in-register arrangement of strands. Such an 

extended hydrogen-bonded β-sheet imparts mechanical strength and stability to 

amyloid fibrils, regardless of the folded or disordered nature of the native state 

[174–176]. A continuum of accessible pathways for amyloid conversion has been 

suggested, dependent on the environmental conditions, sequence, and 

conformational state of the amyloidogenic monomer [173,177–179]. Such 

alternative mechanisms could converge into the formation of growth-competent 

nuclei or aggregates, which support conversion into amyloid-like oligomers and 

eventually fibrils. This variety of fibril formation pathways could concern even a 

same polypeptide chain, resulting in polymorphism of the mature fibrils. 

A way to tackle the extraordinary complexity of these structural transitions consists 

in investigating and manipulating self-assembling peptides (16–20 residues). Self-

assembly refers to the association of two or more molecules, giving rise to ordered 

nanostructures (e.g., nanofibers, nanoribbons, nanotubes, or vesicles), from a few 

nanometer to hundreds of micron size. Such materials attract enormous interest as 

being bio-compatible and suitable to green technology and biomedical applications. 

Their formation is due to the synergistic and cooperative effect of various 

intramolecular and intermolecular non-covalent interactions, including hydrogen 

bonding, π–π stacking, electrostatic, hydrophobic and van der Waals interactions, 

as well as metal–ion coordination, which are also relevant for the formation of 

amyloid fibrils [180]. In line with the focus of this review, some examples of 

electrostatically driven self-assembly are described here. Peptide nanostructures 

based on electrostatic interactions have been reviewed [181]. The 20-mer MAX1 is 
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mainly composed of Val and Lys residues (pI: 10.85) and reversibly responds to 

pH with gelification [182]. Under basic conditions, due to the neutralization of Lys 

side chains, the peptide folds into an amphiphilic β-hairpin with one face lined by 

hydrophobic Val residues and the other face exposing hydrophilic Lys residues. 

Self-assembly then occurs between hairpins both laterally, via H-bond formation, 

and facially, by hydrophobic association of the valine-rich faces of the folded 

peptide [182]. 

Another example is represented by the group of ionic self-complementary peptides, 

with a net charge that is almost zero at neutral pH and special amphiphilic features. 

In particular, RADA (RADA4 or RADA16) has been widely studied as it forms 

relatively regular nanofibers giving rise to a hydrogel exploitable for cell culturing, 

encapsulation, and molecule delivery in vivo. One side of the RADA4 monomer is 

thought to consist predominantly of nonpolar hydrophobic Ala (A), and the other 

side of alternating oppositely charged amino acids, namely Arg (R) and Asp (D). 

Recent publications suggest that the surface net charge is a crucial physicochemical 

parameter in protein aggregation [183,184]. The latter work, based on CD analysis 

and metadynamics simulations, concludes that RADA16 fibrillation could be easily 

modulated by pH and ionic strength. In particular, fibril formation is promoted at 

pH~pI, when a low net charge is achieved. This is due to poor electrostatic 

repulsions, favoring intermolecular interactions, and to the peptide conformation. 

Indeed, at this pH, RADA16 is predicted to have a β-hairpin conformation, 

promoting fibril formation. Ionic strength can promote fibrillation even at pH far 

from pI and in the presence of a large number of uncompensated charges, by 

shielding effects. This study highlights the main aspects that have to be taken into 

consideration when describing protein fibrillation, i.e., the effect of polymer 

charges and solution charges on conformation, aggregation propensity, and fibril 

shape. These issues are addressed in more detail in Section 4 of the main text. 

 



 

209 
 

Appendix C. Liquid–Liquid Phase Separation 

In polymer chemistry, liquid–liquid phase separation (LLPS) occurs whenever 

polymer self-interactions prevail over polymer–solvent ones (poor solvent 

conditions), defining two immiscible phases, a low-concentration diluted phase and 

a high-concentration condensed one [128]. Figure A2 illustrates this concept 

referring to three kinds of stimuli-sensitive systems. Both phases retain liquid-like 

properties and the same chemical potential, thus impeding any net diffusive flux 

between them, yet permitting the rapid exchange of single molecules [128]. In 

cellular protoplasm, phase separation could account for the formation of 

proteinaceous, membraneless compartments assimilable to organelles, employed to 

control chemical reactions (specificity, inhibition, kinetics), store biomolecules, 

sequester damaging factors, and enhance signal transduction [129]. Such 

biomolecular condensates are optically resolvable as micron-sized, spherical, and 

deformable coacervates [129,150] localized either in the cytoplasm or in the 

nucleus. Among others, we can list, in the nucleus, nucleoli [185,186], Cajal bodies 

[187], PML (promyelocytic leukemia) nuclear bodies [188,189], and nuclear 

speckles [190]; and in the cytoplasm, P bodies, stress, and germ granules [191]. 

Multivalent molecules, such as IDPs and modular multi-domain proteins, elicit the 

formation of either large homogeneous or heterogeneous complexes, reducing 

macromolecule solvation preceding phase separation. All kinds of weak and non-

specific interactions can contribute to such adhesive contacts. Specific involvement 

in coacervation has been documented for cation–π contacts, between positively 

charged residues and π electrons in aromatic residues, π–π interactions between 

aromatic rings, electrostatic attractions, and dipolar forces [128,136], along with 

hydrogen bonding [192] and hydrophobic interactions [193]. Poly-ions, as well as 

RNA or ssDNA, can seed LLPS by favoring the interactions of RNA with the 

RNA-binding domain [130] or RNA base pairing [129]. The consequent extent of 

interactions and spatial ordering within the droplet dictates its state of matter, 
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which could be simply liquid, liquid-crystalline, liquid-gel, semi-crystalline-solid, 

crystalline-solid, solid-gel, or solid [129]. In particular, IDP-based liquid droplets 

likely undergo a progressive phase transition towards viscoelastic and then solid 

aggregates, eventually interrupting any material exchange with the cytoplasm. 

Several mechanisms could account for this hardening process, including the growth 

of amyloid fibrils, vitrification of amorphous aggregates, crosslinking, or simply 

entanglement of disordered chains [128]. Changes in the droplet physical properties 

are related to several functions [194,195]. For instance, LLPS and other forms of 

hardening may contribute to reduce the kinetics of reactions, benefiting from the 

increase in viscosity to slow the diffusion of molecules and thus reaction rates. This 

has led to envisage a biotechnological exploitation of the LLPS phenomenon in the 

field of enzymology and heterogeneous-phase catalysis [196]. However, the precise 

mechanisms underlying phase separation, and most of all their regulation, still 

remain to be fully elucidated. 

 

Figure A2. A two-component mixture can give rise to a single-phase well-mixed 

system, or to a two-phase system, in which the two components are separated. The 

separation into two phases can occur below or above a critical value of 

temperature, pH, ionic strength, etc. The diagram illustrates the coexistence curve 

(binodal) of three reference systems in response to a generic stimulus. (Left side): 

the transition can occur below a threshold point, which is therefore called the upper 
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critical point (UCP). Phase separation is only observed upon a rate-limiting 

nucleation event, under conditions lying in between the binodal (indicated as solid 

line) and spinodal curves (indicated as dotted line). Once the spinodal curve is 

crossed, nucleation becomes dispensable and phase separation spontaneously 

occurs by spinodal decomposition. The pictorial schemes in the yellow boxes show 

spinodal decomposition (in the middle) and de-mixed states of components A and 

B (left and right); (Middle): phase separation occurs beyond the lower critical point 

(LCP); (Right side): this system features both UCP and LCP behavior. 
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