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ABSTRACT Hepatitis C is an infectious disease that affects more than 70 million people worldwide, even
killing 400 thousand of them annually. To better understand this disease and its prognosis, medical doctors
can take advantage of the electronic health records (EHRs) of patients, which contain data that computer-
based approaches built on statistics and computational intelligence can process to unveil new discoveries
and trends otherwise unnoticeable by physicians. In this study, we analyze EHRs of 540 healthy controls
and 75 patients diagnosed with hepatitis C, and use machine learning classifiers to predict their diagnosis.
We employ the top classifier (Random Forests) to detect the most diagnostic variables for hepatitis C,
that result being aspartate aminotransferase (AST) and alanine aminotransferase (ALT). These two enzyme
levels are also employed by physicians in the AST/ALT ratio, a traditional measure commonly employed in
gastroenterology and hepatology. We apply the same approach to a validation dataset of 123 patients with
hepatitis C and cirrhosis, and the same two variables arose as most relevant. We therefore compared our
approach with the AST/ALT ratio, and noticed that our two-features ensemble learning model outperforms
the traditional AST/ALT ratio on both datasets. Our results confirm the usefulness of ensemble machine
learning for hepatitis C and cirrhosis diagnosis prediction. Moreover, our discoveries can have an impact on
clinical practice, helping physicians predict diagnoses of patients at risk of hepatitis C and cirrhosis more
precisely.

INDEX TERMS AST/ALT ratio, cirrhosis, electronic health records, clinical feature ranking, fibrosis,
hepatitis C, minimal health records, aspartate aminotransferase, alanine aminotransferase.

I. INTRODUCTION
As reported by the World Health Organization (WHO), 71
million people worldwide suffer from chronic hepatitis C,
with about 400 thousand related deaths [1]. Chronic hepatitis
C is a lifelong condition with no effective vaccine, often
leading to the onset of severe conditions such as liver fibrosis
and cirrhosis, and hepatocellular carcinoma [2]. Liver fibrosis
is the results of the wound healing response to tissue damage
caused by chronic hepatitis C, while cirrhosis is an advanced
stage of liver fibrosis with distortion of the hepatic vascula-
ture and architecture [3].

In standard clinical practice, an immediate, quick and non-
invasive assessment of the diagnosis of potential liver damage
can be indirectly derived by measuring the blood levels of
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a few enzymes, known as the liver tests [4], [5]. Although
no test can accurately identify liver disease, nonetheless liver
tests can provide essential insights towards the formulation of
a diagnosis [6], usually by mean of rule-based or arithmetic-
based formulæ called scores. In particular, among all the
deterministic scores appeared in the literature, the DeRitis
ratio still stands the test of time and remains a useful indicator
of liver disease more than 60 years after its definition [7].
Defined as the ratio between the serum levels of aspartate
transaminase (AST) and alanine transaminase (ALT), the
DeRitis indicator owes its success to both the simple for-
mula and the relatively high accuracy, despite its several
limitations [8]. In the last few years, the ever growing public
availability of electronic health records (EHRs) has paved
the way for searching stochastic alternatives to the rule-based
scores by machine learning approaches (see for instance [9]
as a very recent example). In Sec. II we present a wider
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overview of the landscape of the learning models appeared
in the literature.

The current manuscript aims at contributing to the afore-
mentioned research line by demonstrating the effectiveness
of three classical machine learning algorithms in binary and
multi-class tasks on the Lichtinghagen (discovery) cohort
EHR dataset collecting 14 features for 615 individuals [10],
[11] and on the Wu (validation) dataset, with 123 patients
described by 13 features [12]. The contributed findings here
are threefold. In detail, as a first results, Random Forests
achieve good performances in both recognizing patients
affected by liver diseases and, at the same time, discriminat-
ing among three conditions with increasing severity, namely
hepatitis C, liver fibrosis and liver cirrhosis. Interestingly, due
to the natural ranking among the three diseases, we solve
the multi-class task through a regression strategy. As a sec-
ond major result, two different features ranking procedures,
namely univariate traditional statistical tests and Random
Forests, both identify ALT and AST blood levels as the key
predictive factors to discriminate between healthy controls
and patients with hepatitis C in both datasets, confirming the
strong link between these two enzymes and the occurrence
of a liver condition. As a third and main result, we show
that the two-features (AST, ALT) ensemble learning model
is able to predict with high accuracy patients affected by
cirrhosis and hepatitis, in both datasets, even outperforming
the performance achieved by the DeRitis ratio. As a take
home message, we can summarize the provided contribution
stating that, in line with current practice, ALT and AST are
top discriminating features in detecting liver conditions and
that their predictive ability increases when used in a bivariate
model rather than univariately as in the DeRitis ratio.

Finally, it is worth mentioning that to warrant repro-
ducibility and generalization of the study we adopt a resam-
pling strategy as indicated by the United States Food and
Drug Administration (US-FDA) led initiatives MicroArray /
Sequencing Quality Control (MAQC/SEQC) [13]–[15].

We organize the rest of the article as follows. After this
Introduction, we briefly outline the current literature on the
topic (RELATED WORKS section), then we describe the
datasets we analyzed (DATASETS section) and the methods
we employed (METHODS section). Finally, we report the
results (RESULTS section), discuss them and outline some
conclusions and future directions (DISCUSSION section).

II. RELATED WORKS
A. AST AND ALT
Aminotransferases are enzymes used by the liver to pro-
duce glycogen. Aspartate aminotransferase (AST) is present
in liver, brain, pancreas, heart, kidneys, lungs, and skeletal
muscles and, when damage occurs to these tissues, blood-
stream AST levels increase. Alanine aminotransferase (ALT)
is instead found primarily in the liver, and high ALT values
are a direct indication of a liver injury. Measure of AST
and ALT bloodstream values is the paramount component of

the routine Liver Function Tests (LFTs), whose main is the
identification of a patient’s primary disorder as of hepatitic
or cholestatic source [6], [16]. In clinical practice, ALT and
AST values have always been the most commonly indica-
tors in both clinical diagnosis and research involving liver
damages such as viral hepatitis, fibrosis, cirrhosis, NAFLD,
NASH and HCC [17], [18]. Nonetheless, their proper use and
interpretation is not straightforwards [19], [20], and several
studies have pointed out the limitations of serum amino-
transferases for early detection of liver injury and patient
outcome [21]; in particular, both have poor prognostic utility
in acute liver injury and liver failure and they do not rep-
resent reliable measures of liver functions, since they may
be influenced by a wide range of non-hepatic factors [22],
[23]. Such considerations are leading to deeper investigations
into AST and ALT dynamics reflecting into more clinically
accurate insights [24], as well as to the search for alternative
biomarkers [25], even coupled with additional non-invasive
testing modalities, for example US/MRI/CT imaging, elas-
tography and GWAS genomics [26]. As a final note, being
not liver specific makes AST and ALT involved in very
heterogeneous processes: for instance, they play a role in the
detection of metabolic disturbances in the pathophysiology
of Alzheimer’s Disease, due to their consistent associations
with cognitive performance [27].

B. LIVER SCORES AND GUIDELINES
To simplify the assessment of liver damage from LFTs and
other clinical variables, a number of scoring systems have
been developed with diagnostic, prognostic and therapeutic
purposes: they are rule-based or defined by a simple arith-
metic formula, with lab test values as their inputs [28], [29].
Among them, MELD [30] and Child-Pugh [31] and their
recent improvements are the elective clinical tool in liver
disease assessment. However, despite their widespread used,
their accuracy is still debated [32]–[34], and also their relative
effectiveness has not been sorted out yet, with the outcome
of several comparative studies remaining controversial [35].
Being this a still unsettled issue is confirmed by the recent
publication in the literature of proposal for further variants
of the original scores [36]–[38]. In alternative to scores,
a number of guidelines have been published by several insti-
tutions to drive clinicians in the dealing with patients showing
abnormal LFTs results. However, such guidelines are often
complex and time consuming, especially when combined
with demographic and clinical data aimed at producing an
electronic diagnosis and even a management plan [39]–[41].

C. THE DeRitis RATIO
As anticipated in the Introduction, the simplest score still
rules against its competitors despite its age. Originally intro-
duced in 1957 [7] and improved the following year [42],
the DeRitis ratio conveys into a single figure AST/ALT the
relevant association of two aminotransferases with liver dam-
ages, providing useful diagnostic and prognostic insights.
An immediate and essential indicator for the clinicians,
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TABLE 1. Meaning and measurement units of the clinical features of the discovery cohort Lichtinghagen dataset [10], [11]. IU: international units. L: liter.
mg: milligram. g: gram. dL: deciliter. Some of these meanings were described by the authors in the original dataset article [10], and other ones were
confirmed by one of the authors (G.H.) privately via email.

DeRitis ratio has been widely used throughout the years also
in the research setting, as confirmed by the several publica-
tions appeared and still appearing in the literature [43]–[51].
The association of AST (mainly) and ALT with biological
processes involving organs other than the liver yields that the
DeRitis ratio is an useful indicator for a range of different
pathologies [52], [53], even including Covid19 [54], [55]. As
usual, simplicity comes at a price: no generally accepted ref-
erence intervals exist for the ratio, making it hard to define an
healthy interval when transaminases are abnormal [56]. Fur-
ther, Reedy and colleagues [57] pointed out that theAST/ALT
ratio can be useful for cirrhosis suggestion but it should not
be employed for diagnosis, while in [8] limitations are found
in the DeRitis ratio when predicting liver fibrosis. However,
all these bounds are not undermining the fact that, to date,
DeRitis ratio still represents a benchmark to compare against
for any novel scoring system or predictive algorithm being
proposed.

D. MACHINE LEARNING STUDIES
As for other clinical applications, the novel frontier of diag-
nostic and prognostic methods is represented by the pre-
dictive models provided by machine learning approaches.
Such data-driven paradigm – opposite to the classical rule-
or formula-based – has been boosted by the recent intro-
duction of electronic health records (EHRs). In fact, EHRs
play nowadays a major role as a data source, not only for
standard shallow computational intelligence approaches but
also for the growing literature trend associated with the quick
development of novel deep learning algorithms [58], applied
also imaging data [59], [60]. Although more classical data
sources are still used (for example, insurance claims [61]),
EHRs represent now a solid base for building learning mod-
els upon, both for diagnostic purposes in chronic hepatitis
C [9], [62]–[64] and in derived diseases such as liver can-
cer [65]. Notably, in the last few years several research groups
worldwide have been actively involved in assessing and

predicting the progression of chronic hepatitis C into fibrosis
first and then cirrhosis, proposing several methodological
alternatives to carefully stage such a progressively deteriorat-
ing condition, both by classic shallow models [61], [66]–[69]
as well as by more advanced deep learning approaches such
as Recurrent Neural Networks [70], marking another domain
where Artificial Intelligence will definitely have an impact
in the near future. If better predictive performances often
characterize learning based approaches, on the other hand
their higher complexity (and sometimes their difficult inter-
pretability, too) constitutes an hindrance towards their adop-
tion in clinical practice.

The two-feature model proposed here is planned as a
compromise between achieving an acceptable accuracy (for
instance as compared to the DeRitis performance) but at
the same time being extremely simple, usable and easily
interpretable (being based on ALT and AST only) by the
practitioners.

III. DATASETS
A. DISCOVERY COHORT
In this study, we analyzed a dataset of electronic health
records of 615 subjects whose blood examdatawere collected
at Hannover Medical School (Hannover, Germany, EU) and
publicly released in 2020 [10], [11]. We consider this dataset
our discovery cohort. The clinical records of the subjects con-
tain 14 features (Table 1), including one indicating the disease
condition of the patient (disease category) and one derived
factor dividing the subjects between healthy controls and
subjects (binary condition). Two of the 14 clinical variables
represent biological information (sex and age), while other 10
represent typical blood exammeasurements, such as levels of
albumin, alkaline phosphatase, bilirubin, and others (Table 1).

The dataset contains 238 men and 377 women, with an
average age of 47 years (Table 2 and Table 3). We employed
the binary condition feature as target factor for the binary
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classification, and the disease category feature as target factor
for the regression analysis.

Of the 615 subjects, 540 are healthy controls (87.8%) and
75 were diagnosed with hepatitis C (12.2%). The 75 patients
with hepatitis C can be further divided this way:

• 24 have only hepatitis C (3.9%);
• 21 have hepatitis C and liver fibrosis (3.41%);
• 30 were diagnosed with hepatitis C, liver fibrosis, and
cirrhosis (4.88%).

Regarding the binary condition prediction, our discovery
cohort dataset results being strongly positively imbalanced,
with 87.8% positive data instances and 12.2% negative data
instances.

B. VALIDATION COHORT
To verify the feature ranking discoveries we made on the
discovery cohort dataset, we analyzed another independent
dataset, that we consider out validation cohort. This dataset
was released by Wu et al. [12] in 2015, and contains elec-
tronic health records of 123 patients diagnosed with hepatitis
C, collected at Kanazawa University in Japan (Table 4).

Among these patients, 83 have cirrhosis. This validation
dataset has 13 clinical features, including one called ‘‘cirrho-
sis’’ that indicates if the patient has only hepatitis C (label:
0), or if she/he has both hepatitis C and cirrhosis (label: 1).
Regarding dataset imbalance, we therefore can say that this
dataset is positively imbalanced, with 67.48% positive data
instances and 32.52% negative data instances (Table 10 and
Table 11).

IV. METHODS
In this section, we first describe the methods used for
binary classification and regression (BINARY CLASSIFI-
CATION AND REGRESSION section), and the techniques
employed for feature ranking (FEATURE SELECTION
section). We represent our computational pipeline in a
flowchart in Figure 1.

A. BINARY CLASSIFICATION AND REGRESSION
The analyzed discovery dataset [10], [11] contains 31missing
data related to 23 patients (section III). With 615 subjects and
14 clinical features, the amount of missing data corresponds
then to 0.36%.

In the validation cohort dataset [12], instead, there are
26 missing data. Having 123 patients and 13 variables, the
missing data are the 1.94% of the total.

To impute these missing data, we employed the Predic-
tive Mean Matching (PMM) approach through the Multiple
Imputation by Chained Equations (MICE) software pack-
age [71]. The PMM approach replaces each missing value
with another artificial value generated through a regression
prediction [72], [73], and is one of the most effective methods
for this scope [74].

In the binary classification on the discovery cohort dataset,
the goal of our algorithms was to distinguish between

TABLE 2. Quantitative characteristics of binary features of the
discovery cohort Lichtinghagen dataset [10], [11]. sex: 1 means man
and 0 means woman. binary condition: 1 means sick patient and 0 means
healthy control. Both sex and binary condition have no missing
value (NAs).

healthy controls (with target label 0) and patients with hep-
atitis C (with target label 1). In the regression analysis,
instead, the scope of our algorithms was to correctly predict
the target ordinal label (0: healthy control, 1: patient with
hepatitis C; 2: patient with hepatitis C and liver fibrosis;
3: patient with hepatitis C, liver fibrosis, and cirrhosis), each
corresponding to a different disease condition (DATASETS
section).

We performed the binary classification analysis and the
regression analysis by using three common machine learn-
ing techniques known for their effectiveness for clini-
cal records [75]–[77]: Linear Regression [78], Decision
Trees [79], and Random Forests [80].

Linear Regression is a statistical approach where a linear
model associates some input variables to a response [81];
in our discovery dataset case, the response is 0 or 1 for the
binary classification, and 0, 1, 2, or 3 for the regression
analysis.

Decision Trees are tree-like models where each possible
decision based on a specific dataset feature value represents
a node, whose output becomes the input of the follow-
ing node. The final decision node produces the algorithm
response: 0 or 1 for the binary classification, and 0, 1, 2, or 3
for the regression analysis, in our case. Decision Trees are
often employed by medical doctors and physicians, because
they are easy to interpret and understand, and therefore can
provide insightful decision processes for medical decision-
making [82].

Random Forests are a popular ensemble learning tech-
nique where multiple Decision Trees are applied to sub-
sets of features and data. Each decision tree generates an
outcome, and then Random Forests return a final value
which is indicated by the majority of the Decision Trees’
outcomes [83].

For each algorithm execution, we split the dataset into
80% randomly selected data instances for the training set and
20% test set with the remaining data instances. We measured
the binary classification with typical confusion matrix rates
such as the Matthews correlation coefficient (MCC), the
F1 score, the receiver operating characteristic (ROC) area
under the curve (AUC), and the regression results with tra-
ditional metrics such as the coefficient of determination R2

and the mean squared error. We repeated our script execu-
tion 100 times, and reported the average scores and their
corresponding standard deviation (TARGET PREDICTION
section).

24488 VOLUME 9, 2021



D. Chicco, G. Jurman: Ensemble Learning Approach for Enhanced Classification of Patients With Hepatitis and Cirrhosis

TABLE 3. Quantitative characteristics of real-valued features of the discovery cohort Lichtinghagen dataset [10], [11]. NAs: number of missing values.
disease category: 0 means healthy control; 1 means patient with hepatitis C; 2 means patient with hepatitis C and fibrosis; 3 means patient with hepatitis
C, fibrosis, and cirrhosis.

TABLE 4. Meanings of the clinical features of the Wu validation cohort dataset [12].

B. FEATURE SELECTION
1) UNIVARIATE STATISTICAL TESTS
In the following phase of our analysis, we decided to inves-
tigate which clinical features of the discovery cohort dataset
were the most predictive of the healthy control or patient with
hepatitis C status.

To this end, we first employed traditional univariate bio-
statistics tests, such as Mann-Whitney U test [84] for the
real features and and the chi-square test [85] for the binary
features.

We perform these tests between each feature and the target
feature. For both the tests, the resulting p-value can range
between 0 and 1. The closer the p-value is to the zero,
the stronger is the relationship between the two processed
features; the closer the p-value is to one, the less chance
there is a significant relationship between them. Traditionally,
a relationship between a variable and the target is considered
significant if the p-value is lower than 0.05 (that is 5×10−2),
but in this study we decided to employ the stricter thresh-
old of 0.005 (that is 5 × 10−3), as recently suggested by
Benjamin and colleagues [86]. The p-value obtained by each
feature can be used to generate a ranking by significance,
where the variables which obtained the lowest p-value will
be at the top, and the variables which achieved the highest
p-value will be at the bottom.

2) MACHINE LEARNING FEATURE SELECTION
After having explored the significance of the clinical vari-
ables of our datasets through biostatistics, we decided to
employ the top performing method of the binary classifi-
cation for feature selection purposes: Random Forests [80].
This ensemble learning technique, in fact, been shown to
be effective for feature ranking in health informatics and
bioinformatics [77], [87].

Random Forests compute the prediction accuracy of
the model on the dataset, by removing a feature at each
time, through a procedure known as recursive feature
elimination (RFE). When computing the binary classifica-
tion without a specific feature, Random Forests save the
accuracy drop obtained with respect to the same classi-
fication made with all the variables instead, and asso-
ciates this accuracy decrease to that feature. It repeats this
procedure for each feature, and in the end it ranks all
the variables based on the accuracy drop (mean decrease
accuracy).

RandomForests provide the feature rankingmeasured with
Gini purity decrease, too, but we prefer to stick with the
accuracy decrease because it is a more reliable and stable
measure [88].

For better understanding of this study, we depicted our
computational pipeline in a flowchart in Figure 1.
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FIGURE 1. Flowchart of our computational pipeline. Cylinder shape: dataset. Rectangular shape: process. Parallelogram shape:
input/output.

V. RESULTS
In this section, we first describe the results obtained for
binary classification and regression (TARGET PREDIC-
TION section), and then the results achieved for feature
ranking (FEATURE RANKING section).

A. TARGET PREDICTION
We report the results achieved for the regression analysis of
the patients’ condition in Table 5 and for the binary clas-
sification of healthy controls and patients with hepatitis C
in Table 6.

For the binary classification, we focused and ranked the
results based on MCC, that is the only confusion matrix rate
that generates a high score only if the classifier correctly

predicts most of the data instances in proportion to the
class imbalance [89], [90], rather than using other rates such
as ROC AUC [91]. For the same reason, we based our
regression analysis results on the coefficient of determina-
tion R2, that takes into account the distribution of the target
labels [92].

As one can notice, Random Forests were able to achieve
the top results both for binary classification and regres-
sion: R2 equal to +0.765 (Table 5) and MCC equal to
+0.858 (Table 6), both scores close to+1, which wouldmean
perfect prediction.

In the regression analysis, Random Forests obtained also
the top scores for the other rates (MAE, MSE, and RMSE).
Linear Regression was the second top performing method,
with R2

= +0.523 (Table 6)
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TABLE 5. Results of the regression analysis made with machine learning classifiers, including standard deviation, on the discovery cohort dataset. R2:
coefficient of determination. RMSE: root mean squared error. MAE: mean absolute error. MSE: mean square error. RMSE, MAE, MSE: best value = 0.00 and
worst value = +∞. R2: best value = +1.00 and worst value = −∞. We highligthed in blue and with an asterisk * the top result each rate. mean: average
score of 100 executions. σ : standard deviation of 100 executions.

TABLE 6. Results of the binary classification made with machine learning classifiers, including standard deviation, on the discovery cohort dataset. MCC:
Matthews correlation coefficient. MCC worst value = −1 and best value = +1. TPR: true positive rate, sensitivity, recall. TNR: true negative rate, specificity.
PR: precision-recall curve. PPV: positive predictive value, precision. NPV: negative predictive value. ROC: receiver operating characteristic curve. AUC: area
under the curve. Confusion matrix threshold τ : 0.5. F1 score, accuracy, TP rate, TN rate, PPV, NPV, PR AUC, ROC AUC: worst value = 0 and best value = +1.
We highlighted in blue and with an asterisk * the top result for each rate. mean: average score of 100 executions. σ : standard deviation of 100 executions.

In the binary prediction, Random Forests also obtained
the top F1 score, accuracy, sensitivity, negative predictive
value, PR AUC, and ROC AUC (Table 5). Linear regres-
sion was able to achieve the top specificity (TNR = 0.996)
and top precision (PPV = 0.929). Here, the Decision Tree
is the second top performing method, with MCC equal
to +0.723.

B. FEATURE RANKING
1) DISCOVERY COHORT
After ensuring that machine learning can classify healthy
controls and patients with hepatitis C in this EHR dataset,
we decided to investigate which clinical features result more
predictive for this task.

We first applied traditional biostatistics tests to highlight
the relationship between each clinical variable and the binary
condition target. Our results show that 9 features out of 12
resulted being statistically significant, by achieving a p-value
lower than 0.005: ALB, BIL, CHOL, GGT, ALP, CHE, ALB,
CREA, and ALT (Table 7). These results show that all these
nine clinical variables are correlated to the binary condition.

After using traditional univariate statistical methods, we
employed again machine learning for feature ranking. We
applied Random Forests, which was the top performing
method in the binary prediction (Table 6).

In the Random Forests feature ranking measured through
the accuracy decrease, the level of aspartate aminotrans-
ferase (AST) and the level of alanine aminotransferase (ALT)
resulted being the top most predictive variables (Figure 2a
and Table 12). Random Forests also indicated sex and level
of creatinine (CREA) in the blood as least predictive variable
among the clinical records.

2) VALIDATION COHORT
To further investigate the results obtained by our feature
ranking procedures on the discovery cohort dataset by
Lichtinghagen et al. [10], [11], we decided to apply the same
methods to an alternative dataset of patients with the same
disease and with similar clinical features.

We found the public dataset of Wu and colleagues [12].
TheWu dataset contains data from 123 patients with hepatitis
C (Table 4); from the original dataset, we extrapolated 12
clinical variables, where one of them indicates if the patient
has hepatitis C and cirrhosis (label: 1) or she/he has hepatitis
C without cirrhosis (label: 0).

We applied the univariate statistical tests to this dataset,
between each variable and the cirrhosis target. Their results
indicated the level of aspartate aminotransferase (AST) and
the level of alanine aminotransferase (ALT) as statistically
significant variables (Table 8).

These statistical results highlighted again the role of AST
and ALT in these clinical records.

We therefore executed Random Forests on this validation
dataset, for feature ranking purposes. Interestingly, the results
indicated again AST and ALT levels as the most predictive
variables, even for this validation dataset (Figure 2b and
Table 13). On the other side, serogroup, age, body-mass
index (BMI), and the triglyceride levels resulted being the
least predictive factors, even providing a negative contribu-
tion to the overall prediction.

It is important to reaffirm that the feature ranking proce-
dures (univariate statistical tests and Random Forests) were
identical for both the datasets, but the target was different: in
the Lichtinghagen discovery cohort, the goal was to discrim-
inate patients with hepatitis C from healthy controls, while in
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TABLE 7. Results of the univariate statistical tests to the Lichtinghagen
discovery cohort dataset. We applied the Mann-Whitney U test between
each real-valued feature and the binary condition (healthy control /
patient), and the chi-square test between the ordinal feature sex and the
same binary condition [10], [11]. We listed in blue and with and asterisk *
all the features resulted being significant, that are the ones whose test
result p-value is lower than 0.005.

the Wu validation cohort the goal was to distinguish between
patients with hepatitis C and cirrhosis from patients with
hepatitis C and without cirrhosis.

C. TARGET PREDICTION USING ONLY AST AND ALT
To further verify the predictive power of ensemble machine
learning applied to the AST and ALT clinical components of
the medical records, we decided to perform a binary classi-
fication on both the datasets by employing only these two
features, similar to what we did in another study related to
heart failure [93]. In particular, our aim was to compare the
results obtained by our ensemble learning method with the
results achieved by the traditional AST/ALT ratio.

We divided each dataset into a training set of 80% ran-
domly chosen data instances and a test set of the remaining
20% data instances. We then applied the Random Forests fea-
ture ranking method on the training set, following the previ-
ously described feature ranking procedure (subsection IV-B),
repeated 100 times. Afterwards, we selected the top two
final resulting features, which happened to be AST and ALT,
trained a Random Forests classifier on the training set made
only by 3 features: AST, ALT, and the binary target. We
repeated this whole procedure (feature ranking and testing)
100 times for each test.

It is important to reaffirm that the binary target distin-
guish healthy controls from patients with hepatitis C in the
discovery cohort Lichtinghagen dataset [10], [11], while it
discriminates the patients with hepatitis C and cirrhosis from
the patients with hepatitis Cwithout cirrhosis in the validation
cohort Wu dataset [12].

Once this two-variable model is trained, we applied it to the
test set containing the same features, where the other factors
have been discarded. We repeated the same procedure both

TABLE 8. Results of the univariate statistical tests to the Wu validation
cohort dataset. We applied the Mann-Whitney U test between each
real-valued feature and the binary condition (patient with hepatitis C and
without cirrhosis / patient with hepatitis C and cirrhosis), and the
chi-square test between the ordinal features and the same binary
condition [12]. We listed in blue and with and asterisk * all the features
resulted being significant, that are the ones whose test result p-value is
lower than 0.005.

for Lichtinghagen dataset [10], [11] and Wu dataset [12], and
we reported the obtained results in Table 9.

As one can notice, the Random Forests model trained only
on AST and ALT can predict hepatitis C in the discovery
cohort dataset and cirrhosis in the validation cohort dataset,
with a MCC of+0.81 in the first case and anMCC of+0.275
in the second case.

In the discovery cohort, the two-feature Random Forests
model was able to obtain very high accuracy, specificity,
and negative predictive value, and high MCC, F1 score, and
true positive rate In particular, its true negative rate and
NPV resulted being close to 1, which would mean perfect
prediction.

Regarding the validation cohort, the two-feature Random
Forests model obtained high sensitivity (TPR = 0.796) and
precision (PPV = 0.724), and a just sufficient negative pre-
dictive value (NPV = 0.503); The model, however, failed
to correctly predict most of the true negative data instances,
achieving a specificity of 0.389. This issue might be due to
the imbalance of the validation cohort dataset (Table 10): with
32.62% negative data instances, the model might not be able
to see enough data of patients without cirrhosis to learn well
enough to perform a good prediction.

Our two-feature machine learning methods were able to
outperform the AST/ALT ratio, on both the dataset (Table 9
and Figure 3). In the discovery cohort, our Random Forests
obtained an MCC of +0.781, while AST/ALT ratio’s MCC
was +0.771, which means a 0.5% improvement in the
[−1,+1] interval of MCC.

In the validation cohort, our model attained MCC =
+0.202, and the AST/ALT ratio obtained MCC = +0.037,
which means a 8.25% increment in the [−1,+1] interval
of MCC. In addition to the MCC, the two-feature Ran-
dom Forests outperformed the AST/ALT ratio on the F1

24492 VOLUME 9, 2021



D. Chicco, G. Jurman: Ensemble Learning Approach for Enhanced Classification of Patients With Hepatitis and Cirrhosis

FIGURE 2. Feature ranking of the clinical variables in the discovery cohort (a) and validation cohort (b). (a): feature ranking computed
through Random Forests mean decrease in accuracy, with the goal of classifying patients with hepatitis C and healthy controls, on the
Lichtinghagen dataset discovery cohort [10], [11]. (b): Feature ranking computed through Random Forests mean decrease in accuracy,
with the goal of classifying patients with fibrosis and patients with cirrhosis, on the Wu dataset validation cohort [12].

TABLE 9. Numerical results of the binary classification made with Random Forests after feature selection (AST and ALT) and of the classification made
with the AST/ALT ratio. For the two-features Random Forests, we report the average score of 100 executions. Hepatitis C criterion: AST/ALT ratio > 3.
Cirrhosis criterion among patients with hepatitis C: AST/ALT ratio > 1. RF: Random Forests. MCC: Matthews correlation coefficient. MCC worst value = −1
and best value = +1. TPR: true positive rate, sensitivity, recall. TNR: true negative rate, specificity. PR: precision-recall curve. PPV: positive predictive value,
precision. NPV: negative predictive value. ROC: receiver operating characteristic curve. AUC: area under the curve. Confusion matrix threshold τ : 0.5. F1
score, accuracy, TPR, TNR, PPV, NPV, PR AUC, ROC AUC: worst value = 0 and best value = +1.

score, sensitivity, negative predictive value, PR AUC, and
ROC AUC. It obtained approximately the same results of
the AST/ALT ratio on accuracy, specificity, and was clearly
outperformed by theAST/ALT ratio on precision (Table 9 and
Figure 3).

In the validation cohort, our two-feature model outper-
formed the AST/ALT ratio in all the confusion matrix
rates (Table 9 and Figure 3).

While we consider MCC as the most powerful metric to
compare two classifiers, we also would like to highlight the
importance of the sensitivity (true positive rate) in this scien-
tific problem: identifying which patients have more chance
to develop hepatitis C or cirrhosis, in fact, is more relevant
than correctly predicting healthy controls or patients without
that disease, in this setting. Patients with high likelihood
of hepatitis C or cirrhosis, in fact, need more attention and
have an urgent need to get under specific medical treatments.
Regarding recall, our two-features Random Forests outper-
forms the AST/ALT ratio both in the discovery cohort and in
the validation cohort, confirming its superior predictive skills.

VI. DISCUSSION
A. HEPATITIS C, FIBROSIS, AND CIRRHOSIS PREDICTION
Our results show that machine learning applied to electronic
health records is capable of classifying healthy controls and
patients with hepatitis C and other conditions such as fibro-
sis and cirrhosis, in few minutes, with low computational
resources, and at a low cost.

Random Forests, in particular, resulted being effective
both for the binary classification and the regression analysis.
These results confirm the predictive capability of this popular
ensemble learning method. Our methods can have impact
on clinical activity: our techniques, in fact, can help doctors
to predict if a patient will develop hepatitis C, fibrosis, or
cirrhosis by analyzing just his/her medical records.

B. HEPATITIS C CLINICAL FEATURE RANKING
The two feature ranking procedures (univariate statistical
tests and Random Forests) applied to the discovery cohort
dataset highlighted AST, AST, GGT, ALP, and BIL as top
most predictive clinical variables. Sex, instead, resulted being
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FIGURE 3. Barplots of the results of the binary classification made with Random Forests after feature selection (AST
and ALT) and of the classification made with the AST/ALT ratio. Upper plot: discovery cohort [10], [11]. Lower plot:
valition cohort [12]. Hepatitis C criterion: AST/ALT ratio > 3. Cirrhosis criterion among patients with hepatitis C:
AST/ALT ratio > 1. RF: Random Forests. MCC: Matthews correlation coefficient. MCC worst value = −1 and best value
= +1. TPR: true positive rate, sensitivity, recall. TNR: true negative rate, specificity. PR: precision-recall curve. PPV:
positive predictive value, precision. NPV: negative predictive value. ROC: receiver operating characteristic curve. AUC:
area under the curve. Confusion matrix threshold τ : 0.5. F1 score, accuracy, TPR, TNR, PPV, NPV, PR AUC, ROC AUC:
worst value = 0 and best value = +1.

the least important factor among the clinical records. Choles-
terol was listed on top position in the statistical standing,
but was ranked 9th out of 12 variables in the Random
Forests ranking. These results highlighted the relevance of
alanine aminotransferase (ALT) and aspartate aminotrans-
ferase (AST) to detect hepatitis C. Both these enzymes are
known in the scientific literature to be associated to hepatitis
C [17], [18], and employed in the AST/AST ratio for this
scope [46], [48], [49].

C. CIRRHOSIS CLINICAL FEATURE RANKING
To further investigate the importance of the top features
retrieved, we decided to apply the same feature rank-
ing procedures to an external validation cohort dataset by
Wu and colleagues [12], containing data of patients all having
hepatitis C, where some of them have also cirrhosis. Both
the univariate statistical feature ranking and the Random
Forests standing listed aminotransferase (ALT) and aspartate
aminotransferase (AST) as the two most predictive clini-
cal factors in this dataset, too. These results confirmed the
relevance of alanine aminotransferase (ALT) and aspartate
aminotransferase (AST) to detect cirrhosis among patients
with hepatitis C, and the fact that these two enzyme lev-
els are used in the AST/ALT ratio to this end [43], [45].
In this context, it is also worth mentioning the study of

TABLE 10. Quantitative characteristics of the binary features of the Wu
validation cohort dataset [12]. serogroup NAs: 25. PathDiagNum, sex,
cirrhosis NAs: 0.

Reedy and colleagues [57] which states that the AST/ALT
ratio can be useful for cirrhosis suggestion but it should not
be employed for diagnosis.

D. RANDOM FORESTS APPLIED TO AST AND ALT ALONE
OUTPERFORM THE AST/ALT RATIO
To further verify the predictive power of machine learning
applied AST and ALT, we performed a feature selection
phase we identified the top two factors, trained a model
containing only these two variables, and performed a binary
classification with the trained model on a held-out subset.
The results showed that Random Forests applied to AST and
ALT are sufficient both to predict hepatitis C in the discovery
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TABLE 11. Quantitative characteristics of the real-valued features of the Wu validation cohort dataset [12].

TABLE 12. Results of the Random Forests feature ranking applied to the
Lichtinghagen discovery cohort dataset [10], [11].

cohort dataset and to predict cirrhosis in the validation cohort
dataset. Additionally, we compared the results obtained this
way with the results achieved by the application to the
ALT/AST ratio, and we noticed that our Random Forests
model outperformed this clinical criterion in both the cohorts.

This discovery reinforces the role of machine learning
applied to medical data, in the direction of minimal health
records [93], [94]. Health record data, in fact, derive from
blood tests and other laboratory exams that need time and
resources, which sometimes are unavailable in a hospital. The
usage of a minimal clinical record, with the application of
computational intelligencemethods to a dataset having only 2
clinical variables, can provide results and insights with big
impact, at a very low cost, in a short time.

E. LIMITATIONS AND FUTURE DEVELOPMENTS
A limitation of this study is that, unfortunately, some features
of the discovery cohort dataset were absent from the valida-
tion cohort, and vice versa. If both the datasets had the same
clinical variables, we would have been able to discuss addi-
tional similarities or differences among the obtained feature
rankings.

In the future, we plan to employ the same approach to
bioinformatics datasets of hepatitis C and cirrhosis, contain-
ing data of microarray gene expression [95]–[97]. We also
plan to consider alternative data imputation methods [98] and
to apply techniques to handle data imbalance [99], [100] .

SOFTWARE AND DATA AVAILABILITY
The R software code we developed and used for this study is
available under the GPL-3.0 License at the following URL:
https://github.com/davidechicco/hepatitis_C_virus

The discovery cohort Lichtinghagen dataset [10], [11]
is publically available on the University of California
Irvine Machine Learning Repository at the following URL:
http://archive.ics.uci.edu/ml/datasets/HCV+data

The validation cohort Wu dataset [12] is publi-
cally available on FigShare at the following URL:
https://doi.org/10.1371/journal.pone.0118297.s001

SUPPLEMENTARY INFORMATION
BINARY STATISTICAL RATES
List of statistical rates and their formulas:

MCC

=
TP · TN−FP · FN

√
(TP+FP) · (TP+FN ) · (TN+FP) · (TN+FN )

(1)

(worst value = −1; best value = +1)

F1 score =
2 · TP

2 · TP+ FP+ FN
(2)

(worst value = 0; best value = 1)

accuracy =
TP+ TN

TP+ FN + TN + FP
(3)

(worst value = 0; best value = 1)

true positive rate = recall = sensitivity =
TP

TP+ FN
(4)

(worst value = 0; best value = 1)

true negative rate = specificity =
TN

TN + FP
(5)

(worst value = 0; best value = 1)

positivie predictive value = precision =
TP

TP+ FP
(6)

(worst value = 0; best value = 1)

negative predictive value =
TN

TN + FN
(7)

(worst value = 0; best value = 1)

Precision-Recall (PR) curve
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=

{
true positive rate on the x axis
precision on the y axis

(8)

(worst value = 0; best value = 1)

ROC curve

=

{
false positive rate on the x axis
true positive rate on the y axis

(9)

(worst value = 0; best value = 1)

DATASETS ADDITIONAL INFORMATION
See Tables 10 and 11.

FEATURE RANKING

TABLE 13. Results of the Random Forests feature ranking applied to the
Wu validation cohort dataset [12].

See Tables 12 and 13.
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