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Abstract

This thesis presents a measurement of the mixing and CP violation
parameter yCP using a sample of D0 mesons decaying to the final state
D0 → K0

SK+K−. The measurement is performed with a sample of D0

mesons originating both from the primary vertex and from the secondary
decays of B mesons collected in the Run II (2015-2018) of the LHC by
the LHCb experiment at CERN, using proton-proton collisions, with a
center-of-mass energy of 13 TeV and an integrated luminosity of 5.7 fb−1.

The measurement of yCP is performed using a novel technique for
hadron colliders that involves measuring the difference in the number of
candidates produced in different regions of the three body decay phase-
space. We study the ratio of the number of candidates produced on the
D0 → K0

Sϕ(1020) resonance (ON-resonance) to number of candidates
produced off this resonance (OFF-resonance), and extract yCP through
a fit to the decay time distribution of this ratio,

dNON

dNOFF
= 1 − 2 (fON − fOFF) t

τD0
yCP .

At the time of submitting the thesis, the measurement of the value of
yCP is still blinded as per LHCb procedure and to avoid any biases while
the analysis is finalised. A preliminary estimation of the statistical and
systematic uncertainties is calculated and we measure,

yCP = (X.XX ± 0.099 (stat) ± 0.083 (syst)) %.
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Sommario

L’argomento principale di questa tesi è la misura del parametro di
mixing e violazione di CP yCP nei decadimenti dei mesoni con Charm.
Per effettuare questa misura si è studiato un campione di decadimenti
D0 → K0

SK+K− raccolto a LHC durante il RunII (2015-2018) dall’e-
sperimento LHCb, corrispondente ad una energia nel centro di massa di
13 TeV e ad una luminosità integrata di 5.7 fb−1. I decadimenti del D0

sono ricostruiti sia se prodotti nel punto di collisione dei due protoni che
se originati da decadimenti di adroni con Beauty.

La misura di yCP è ottenuta utilizzando una tecnica nuova per i colli-
sori adronici misurando il rapporto tra il numero di candidati ricostruiti
in regioni distinte dello spazio delle fasi del decadimento a tre corpi. Le
regioni prese in considerazione sono quella dominata dal decadimento
D0 → K0

Sϕ(1020) (ON) e quelle intorno a questa risonanza (OFF). La di-
stribuzione del rapporto tra il numero di eventi nelle due regioni permette
di misurare yCP :

dNON

dNOFF
= 1 − 2 (fON − fOFF) t

τD0
yCP .

Al momento di sottomettere questa tesi il valore yCP è ancora nascosto al
fine di permettere una revisione imparziale da parte della collaborazione
LHCb. Viene perciò riportata una stima preliminare delle incertezze
statistiche e sistematiche di questa misura:

yCP = (X.XX ± 0.099 (stat) ± 0.083 (syst)) %.
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For thousands of years humankind has thought about what constitutes the3

fundamental matter that makes up our universe. Over two thousand years4

ago, the Greek philosopher Democritus proposed the theory that everything is5

composed of ‘atoms’, which are physically, but not geometrically, indivisible;6

that between atoms, there lies empty space; that atoms are indestructible, and7

have always been and always will be in motion; that there is an infinite number8

of atoms and of kinds of atoms, which differ in shape and size [1]. Over time the9

theory of the fundamental matter has evolved, from Newton, who introduced10

the idea of infinitely hard smooth balls as the constituents of matter, and11

gravity as the first force that acts between them [2]. Chemists then discovered12

the atoms of a large number of elements, which were found to be divisible,13

consisting of a nucleus surrounded by an electron cloud, and then this nucleus14

was found to be made of protons and neutrons. This was the picture of the15

atom and fundamental matter that was prevalent until around 193016

Further discoveries in the 20th century led to a far richer understanding of17

the sub-atomic world. The ‘particle zoo’ with lots of newly discovered mesons,18

pions and ‘strange’ particles was leading to confusion. New elementary particles19

such as quarks, leptons and gauge bosons were discovered and a more complete20

picture evolved. Today almost all of fundamental particle physics can be ex-21

plained through the Standard Model, it is able to provide precise predictions22

about the existence of particles and their interactions. In the last few decades,23

the discovery of the top quark [3,4] and the tau neutrino [5] gave further valid-24

ation of the theory. Then in 2012 the last missing piece of the Standard Model,25

the Higgs Boson, was discovered by the ATLAS and CMS collaborations at26

CERN [6,7].27

Despite the remarkable success of the Standard Model in its predictions,28

it cannot be the final theory for our understanding of fundamental matter29

in the universe. There are too many arbitrary parameters (e.g. masses of30

particles, values of couplings) which have to be determined experimentally; an31

underlying theory based on first principles is still missing. There are further32

problems posed by mainly astrophysical data that also cannot be explained by33

the Standard Model: it does not fully explain the baryon asymmetry [8–10];34

there is no inclusion of gravity and general relativity in the theory; the theory35

contains no viable dark matter or dark energy candidates; and it cannot account36

for neutrino oscillations [11,12] or their non-zero masses [13].37

To date all attempts to find experimental deviations from the Standard38

Model of particle-level observables have failed. The are two main approaches39

to searches for New Physics, that is physics beyond the Standard Model: direct40

searches and indirect searches. Direct searches look directly for new on-mass41

shell particles or interactions predicted by a theoretical model, an example of42
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this include searches for SUSY particles. The other approach, which is the43

approach taken in this thesis, is to test the Standard Model to ever increasing44

levels of precision. If there is found to be a statistically significant deviation45

between an experimental observation and its theoretical prediction, then this46

would be a strong indication that there is New Physics and would perhaps47

provide a hint as to where to look for this. In this thesis we are focussing on48

the latter approach, indirect searches for New Physics, in particular in the area49

of flavour physics.50

Flavour physics is the study of particles and their interactions between other51

particles of different flavours. The Standard Model gives six flavour of leptons52

and six flavour of quarks, and the interactions between them is predicted by53

the Standard Model. By studying these interactions we can perform indirect54

searches for New Physics. Two particular phenomena are interesting in flavour55

physics, neutral meson mixing and CP violation.56

Neutral meson mixing is the phenomenon in which a particle can oscillate57

back and forth with its antiparticle counterpart. The property was predicted,58

initially for neutral kaons (K0), by Murray Gell-Mann and Abraham Pais in59

1955 [14] and was necessary to explain the regeneration patterns of the K060

meson in 1960 [15]. Neutral meson mixing has subsequently been observed61

in the neutral beauty meson (B0) system by the ARGUS collaboration in62

1987 [16]; in the neutral strange-beauty meason (B0
s ) system by the CDF col-63

laboration in 2006 [17]; and in the neutral charm meson (D0) system initially64

by the BaBar and Belle collaborations in 2007 [18, 19], then in a single exper-65

iment by the LHCb collaboration in 2012 [20]. The study of mixing between66

D0 and D0 is extremely challenging due to the oscillation rate being highly67

suppressed relative to the mixing rates of the kaon or beauty systems.68

The second phenomenon of interest is CP violation, which can be seen69

in differences between the behaviour of matter and antimatter. A surprising70

absence in our universe is that of ‘primordial’ antimatter from the Big Bang.71

In the early stages of the expanding universe, a hot (1032K) and dense plasma72

of quarks, antiquarks, leptons, antileptons, and photons existed in equilibrium.73

As the universe cooled down, all the matter and antimatter could combine and74

annihilate into photons. If all interactions were symmetric between matter75

and antimatter and baryon and lepton numbers are conserved, all the particles76

would eventually convert to photons and the expansion of the Universe would77

shift the wavelength of these photons to the far infrared region [21]. This78

cosmic background radiation was observed by Penzias and Wilson in 1965 [22]79

and its wavelength distribution corresponds exactly to the expected Planck80

black-body radiation temperature. However there is also a small amount of81

baryonic matter left over, and this phenomenon can only be explained if the82
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three conditions of Sakharov are fulfilled [23]: there must be an interaction83

violating CP invariance, where C is the particle-antiparticle transformation84

and P the space inversion operator; there must be an interaction violating the85

conservation of baryon number; and there must be phases of the expansion86

without thermodynamic equilibrium.87

The first condition was shown to be fulfilled by the discovery of CP violation88

in decays of neutral K mesons by James Cronin and Val Fitch in 1964 [24].89

Later it was observed in the B sector by the BaBar and Belle collaborations in90

2001 [25,26] and in the D sector by the LHCb collaboration in 2019 [27].91

CP violation occurs in the Standard Model in the quark sector due to the92

presence of a single complex phase in the Cabibbo- Kobayashi-Maskawa (CKM)93

matrix [28]. Aditional sources of CP violation arise in BSM theories. The phase94

was originally introduced when only three of the six quarks were known and95

was a consequence of the extension to the GIM mechanism [29] required to96

account for CP violation. The CKM mechanism successfully predicted the97

existence of the heaviest two quarks, the beauty and top quarks, which were98

discovered at Fermilab in 1977 [30] and 1995 [3, 4] respectively. All measure-99

ments of CP violation so far have been consistent with the Standard Model100

predictions. However our current understanding of CP violation is not suffi-101

cient to explain the baryon asymmetry in the universe and thus New Physics102

beyond the Standard Model is still needed to explain this asymmetry.103

In this thesis a measurement of the mixing and CP violation parameter104

yCP is presented by studying D0 → K0
SK

+K− decays at the LHCb experiment.105

The parameter yCP is measured using a novel technique first developed by the106

BaBar collaboration [31, 32]. By studying different regions of the three body107

decay phase-space, we can avoid flavour tagging the D0 sample and extract108

yCP by directly measuring the ratio of events produced in different regions of109

phase-space. The analysis presented makes use of proton-proton (pp) collision110

data collected by the LHCb experiment during the Run II (2016-2018) data111

taking period of the LHC at a centre-of-mass energy of 13 TeV. The data112

sample corresponds to an integrated luminosity of 5.7 fb−1. The parameter113

yCP is measured using D0 decays to the K0
SK

+K− final state.114

The thesis has the following structure: Part I gives an introduction to the115

physics relevant to the thesis. Chapter 1 offers a description of the Standard116

Model and of flavour physics, while in Chapter 2 the LHCb detector is de-117

scribed. Part II describes the analysis performed to measure yCP , with Chapter 3118

describing the formalism of the technique, Chapter 4 gives details about the119

data used and how it was selected, Chapter 5 shows how the measurement120

was performed, and Chapter 6 outlines how the systematic uncertainties were121

treated and estimated.122
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1 Theory and Motivations123

1.1 The Standard Model124

The Standard Model (SM) of particle physics is a quantum field theory that125

describes three of the four fundamental forces of nature:126

• The electromagnetic force is responsible for interactions between electric-127

ally charged particles.128

• The strong force is responsible for the interaction of quarks inside the129

nuclei of atoms.130

• The weak force facilitates the radioactive decays of atoms.131

The fourth force, the gravitational force, is not described by the SM.132

The SM gives rise to a rich set of interactions between particles, where133

these interactions are governed by a local relativistic quantum field theory. To134

each fundamental, or point-like particle, is associated a field with appropriate135

transformation properties under the Poincare group (the relativistic space-time136

coordinate transformations). The description of all the particle interactions is137

based on a common principle of gauge invariance. A gauge symmetry is invari-138

ant under transformations that rotate the basic internal degrees of freedom but139

with rotation angles that depend on the space-time point. Theories with gauge140

symmetry are completely determined by the given symmetry group and rep-141

resentations in the interacting fields. The whole set of electromagnetic, strong,142

and weak interactions is described by such a gauge theory, with twelve gauged143

non-commuting charges, referred to as the Standard Model.144

However, only a subgroup of the SM symmetry is directly reflected in the145

spectrum of physical states. A part of the electroweak symmetry is hidden146

by the Higgs mechanism for the spontaneous symmetry breaking of a gauge147

symmetry [21].148

The SM is a non-abelian, local gauge invariant theory, under the symmetry149

group [33],150

GSM = SU(3)C ⊗ SU(2)L ⊗ U(1)Y . (1.1)

13
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• SU(3)C is the colour group of the theory of strong interactions [34–38].151

• The SU(2)L ⊗U(1)Y group describes the electroweak interactions [39–41].152

The SM symmetry group, shown in Equation (1.1), has 8 + 3 + 1 = 12153

generators. In a gauge theory, to every generator, T , is associated a vector154

boson (or gauge boson) with the same quantum numbers as T . If the gauge155

symmetry is unbroken, then this boson is of vanishing mass. These vector156

(i.e of spin 1) bosons act as mediators of the corresponding interaction. The157

SU(3) group has 8 massless gluons associated to the color generators, while158

the SU(2) ⊗ U(1) group has 4 gauge bosons: W+, W−, Z, and γ. Of these159

only the photon, γ, is massless because the symmetry induced by the other160

three generators is spontaneously broken. The masses of the W+, W−, and161

Z are fairly large on the scale of elementary particles: mW ∼ 80.4 GeV 1,162

mZ ∼ 91.2 GeV [42].163

In the electroweak theory, the breaking of the symmetry is spontaneous.164

In this mechanism the charges and currents are dictated by the symmetry of165

the group, but the fundamental state of minimum energy, the vacuum, is not166

unique. There is a continuum of degenerate vacuum states that respects the167

symmetry of the group, meaning the whole vacuum orbit can be spanned by168

applying the symmetry transformations. A simpler example of the potential of169

a U(1) symmetry group with potential, V (ϕ⋆ϕ) = µ2 (ϕ⋆ϕ)+λ (ϕ⋆ϕ)2 is shown170

in Fig. 1.1.171

The symmetry breaking is due to the system, which has infinite volume and172

infinite degrees of freedom, being found in one particular vacuum state. This173

choice of state is made in the beginning instants of the universe, and violates174

the symmetry in the spectrum of states. In the SM, this spontaneous symmetry175

breaking is realized by the Higgs mechanism [44–48]2: There is a scalar (spin176

0) boson with a potential that produces an orbit of degenerate vacuum states.177

The SM can be formulated in terms of its Lagrangian, which when written178

in the compact representation [49], is written as179

1Here and generally elsewhere in this thesis (unless when it is clearly not the case), we
use natural units by taking c = h = 1

2Although the mechanism and boson have become known by the name Higgs, the mech-
anism was discovered independently by a number of physicists all within a short space of
time. However Peter Higgs was the only one to explicitly state that the Higgs mechanism
necessitated the existence of a massive scalar boson, hence the mechanism and boson were
subsequently named after him. The other physicist who wrote papers at the same time on
the topic are: Englart, Brout, Guralnik, Hagen and Kibble.
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Figure 1.1: An illustration of the Higgs potential in the case that µ2 < 0,
in which case the minimum is at |ϕ|2 = −µ2/ (2λ). Choosing any of the
points at the bottom of the potential breaks spontaneously the rotational U(1)
symmetry [43].

LSM = −1
4
FµνF

µν

+ iψ̄��Dψ + h.c.

+ ψ̄iyijψjϕ+ h.c.

+ |Dµϕ|2 − V (ϕ).

(1.2)

The fundamental particles of the SM can be split into two categories, gauge180

bosons and fermions. The gauge bosons, as described above are the mediators181

of their respective theories, and obey Bose-Einstein statistics. Fermions are182

spin- 1
2 , and each fermion has an anti-particle with the same mass but opposite183

charge. Fermions are separated into three generations, whose main difference184

is the mass. Further, fermions can be split into two types: leptons and quarks.185

Leptons are split into two groups: charged leptons and neutrinos. The186

charged leptons have a charge of −1 and the three generations are the elec-187

tron, muon, and tau lepton. Each charged lepton has a corresponding neutral188

neutrino. The SM predicts the neutrinos to be massless; however, recent obser-189

vations of neutrino oscillations mean that at least two of the three generations190

must have a non-zero mass [13]. Leptons are not sensitive to the strong force191

as they don’t posses colour charge.192

There are six types of quarks that are sensitive to all three forces of the SM.193

They each possess a flavour. There are three quarks that have a positive, + 2
3194

charge: up, charm, and top. Similarly there are three quarks with a negative195
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Figure 1.2: Overview of the Standard Model and its fundamental particles [50].

− 1
3 charge: down, strange, and beauty (or bottom). All quarks have a color,196

red, green, or blue, that dictates how the gluons interact with them.197

To summarize, also shown in Fig. 1.2:198

Gauge bosons199

• 8 massless gluons, g, the strong-force carriers that bind quarks together.200

Any hadron constructed from quarks must be color neutral.201

• 3 massive weak bosons, W+, W−, and Z. They are the weak-force carri-202

ers and mediate flavour changing processes and particle decays.203

• 1 massless photon, γ, the electromagnetic-force carrier.204

Fermions205

• 6 quarks and anti-quarks. They have a flavour, color charge, and interact206

with all the forces of the SM.207

• 6 leptons and anti-leptons. Come in two types, charged leptons and208

neutrinos. They do no interact via the strong force.209
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1.2 Discrete symmetries210

A discrete symmetry is a symmetry that describes non-continuous changes in211

a system. In the SM there are three discrete symmetries, meaning there are212

three non-continuous transformations that can be applied to the theory:213

• The charge-conjugation transformation, C, transforms a particle into its214

anti-particle, and vice-versa.215

• The parity transformation, P , inverts the spatial coordinates of a particle:216

x → −x.217

• The time reversal transformation, T , inverts the time coordinate: t → −t.218

The electromagnetic and strong forces conserve all three of these symmet-219

ries, and their combinations, so their interactions are unchanged after any of220

the symmetry transformations. The weak interaction, however, violates all221

three of these symmetries.222

An interesting property of the weak theory is that it is a chiral theory.223

Chirality is a fundamental property of the particle which breaks left-right sym-224

metry. For a massless particle it is identical to helicity which is a property225

that defines the direction of spin of a particle with respect to the direction of226

its momentum. For a massless left-handed particle, the direction of its spin is227

opposite to the direction of its momentum, while the opposite is true for right-228

handed particles, as shown in Fig. 1.33. Robert Marshak, George Sudarshan,229

Richard Feynman and Murray Gell-Mann developed the V-A theory [51,52] in230

1957, that states the weak interaction only acts on left-handed particles and231

right handed anti-particles. Thus it maximally violates P symmetry.

Figure 1.3: Diagram of helicity of particles [53].
232

The violation of P symmetry was discovered before the formulation of the233

electroweak theory. In 1956 theorists Chen-Ning Yang and Tsung-Dao Lee234

3For massive particles, chirality is slightly more abstract. It is determined by whether
the particle transforms in a right- or left-handed representation of the Poincaré group. It is
possible to boost to a reference frame to reverse the direction of momentum and thus switch
the helicity of the particle.
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questioned why the τ+ and θ+4 particles had identical properties but decayed235

weakly to two different final states with opposite parities. They proposed that236

parity conservation had never been tested experimentally in weak decays, and237

suggested an experiment to test the idea [54]. Chinese physicist Wu Chien-238

Shiung later tested the theory through an analysis of the beta decay of Cobalt-239

60. She found that the weak interaction violates parity symmetry as some240

processes did not occur with the same probability as they did for their mirror241

images [55].242

In 1964, two American physicists, James Cronin and Val Fitch, studied the243

decay of neutral kaons and found that the combination of C and P symmetry,244

CP symmetry, was not conserved. This gave rise to the study of CP violation245

which has been discovered in the B meson system by the BaBar and Belle246

collaborations [25, 26], and recently in the D0 meson by the LHCb collabora-247

tion [56].248

CP violation has been suggested as a explanation for the observed asym-249

metry between matter and antimatter. In 1967, Andrei Sakharov set out three250

conditions that need to be fulfilled to explain the remaining baryonic matter251

we observe in our universe after the big bang [57]:252

• There must be an interaction violating CP invariance.253

• There must be an interaction violating the conservation of baryon num-254

ber.255

• There must be phases of the expansion without thermodynamic equilib-256

rium.257

However it has since been established that the amount of CP violation predicted258

by the SM is insufficient to explain the matter antimatter asymmetry observed259

in the universe [58]. Thus new physics beyond the SM is needed and expected,260

in order to explain the matter-antimatter asymmetry phenomenon.261

1.3 Quark flavour changing transitions262

As was mentioned in Section 1.1, there are six types of quarks each with a263

distinct flavour. In the weak interaction a quark can change its flavour through264

the exchange of a W± boson. This results in a flavour change from an up-265

type quark to a down-type quark. In 1963, only three of the six quarks had266

been observed, Italian physicist Nicola Cabibbo proposed a cabibbo angle θc267

4Now known to be the same particle, K+, and the τ here is not the same as the tau
lepton described before.
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to describe how the flavour of quarks can change in the weak interaction [59],268

d′ = d cos θc + s sin θc. (1.3)

It can be seen that d′ is the superposition of the down, d, and strange, s,269

quarks. Cabibbo then introduced the Cabibbo matrix, Vc to describe the weak270

transitions of the first two generations of quarks,271 [
d′

s′

]
= Vc

[
d

s

]
=

[
cos θc sin θc

− sin θc cos θc

][
d

s

]
. (1.4)

The quark transitions described by the matrix Vc progress via the exchange272

of a W± boson. In this process the W± boson mediates transitions from273

up to down type quarks (and vice-versa), and due to the maxing between the274

generations transitions are possible not only within a single generation, but also275

between generations. The relative amplitudes of these transitions are given by276

the relevent matrix element of the Cabibbo matrix.277

In the late sixties came more measurements relating to strangeness chan-278

ging neutral current processes such as K0
L → µ+µ− decays and K0 −K0 mixing,279

which revealed discrepancies of several orders between experimental values and280

theoretical predictions of the current models. Experiments showed strong sup-281

pression of these processes with respect to existing theoretical predictions. The282

solution to this came from Sheldon Glashow, John Iliopoulos, and Luciano Mai-283

ani, who in 1970 introduced an additional quark, the charm quark, to describe284

the new amplitudes needed to explain experimental measurements. This came285

to be known as the GIM mechanism [29]. Its application to K0 −K0 mixing is286

shown in Fig. 1.4. It can be shown that in the case of mu = mc, amplitudes for287

the d→ s transition would perfectly cancel out [60]. This model thus suggests288

why the processes are found to be suppressed in experimental data. The GIM289

mechanism predicted the mass of the charm quark to be much heavier than the290

rest of the quarks discovered at the time (mc ≃ 1.5 GeV), in order to account291

for the level of neutral current suppression observed.292

The predictions of the GIM mechanism were successfully confirmed in 1974293

with the discovery of the J/ψ meson (a cc pair) at the Brookhaven National294

Laboratory (BNL) and the Stanford Linear Accelerator Center (SLAC) [61,62].295

Despite the success of the GIM mechanism in explaining K0
L → µ+µ− de-296

cays and K0 −K0 mixing, it was unable to account for CP violation. In 1973,297

Japanese physicists, Makoto Kobayashi and Toshihide Maskawa, noticed that298

CP violation could not be explained mathematically by only the first two gen-299

erations of quarks. They then introduced two additional quarks, the b and t 5,300

in a third generation, to build a 3 × 3 unitary matrix, VCKM [28],301

5Subsequently discovered by the E288 experiment at Fermilab in 1977 [30] and by the
CDF and D0 collaborations in 1995 [3,4] respectively.
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d

s

s

d

K0 K
0

u, c u, c

W +

W −

cos θc, − sin θc

cos θc, sin θc

Figure 1.4: Feynman diagram of K0 − K0 mixing. In the case of mu = mc

the magnitude of the d→ s amplitude would perfectly cancel out, cos θc sin θc +
(− sin θc) cos θc = 0.

d
′

s′

b′

 = VCKM

ds
b

 =

Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb


ds
b

 . (1.5)

A N × N complex matrix, such as VCKM, has 2N2 degrees of freedom.302

However since the matrix is unitary 6, the number of degrees of freedom is303

reduced to N2. 2N − 1 of the degrees of freedom have no physicality. Thus304

the number of parameters independent of the chosen set of phases is N2 −305

(2N − 1) = (N − 1)2. Of these, 1
2N (N − 1) are the quark mixing angles, and306

the remaining 1
2 (N − 1) (N − 2) are the CP -violating complex phases.307

For the CKM matrix, VCKM, which is a 3 × 3 unitary matrix, this leads to308

three mixing angles, θ12, θ23, and θ13, and one complex phase, δ. This single309

complex phase is responsible for all of the CP violation in the Standard Model.310

By writing cij = cos θij and sij = sin θij , the CKM matrix can be written311

as,312

VCKM =

 c12c13 s12c13 s13e
iδ

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13

s12s23 − c12c23s13e
iδ −c12s23 − s12c23s13e

iδ c23c13

 . (1.6)

This is referred to as the standard parametrization, however it is not very313

useful when trying to derive physical parameters that can be tested experi-314

mentally. In 1983, American physicist Lincoln Wolfenstein, introduced a new315

parametrization of the CKM matrix, which is more useful for experimental316

analysis, the Wolfenstein parametrization [63]. It is a precise approximation317

of the CKM matrix and highlights the hierarchy of the CKM elements. The318

Wolfenstein parametrization expresses the CKM matrix elements in terms of319

four parameters, λ, ρ, η, and A, which are related to the standard parametriz-320

6A unitary matrix is a square matrix whose inverse is equal to its conjugate transpose,
and thus satisfies V −1 = V † ⇔ V V −1 = I
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ation by,321

λ ≡ s12,

Aλ2 ≡ s23,

Aλ3 (ρ− iη) ≡ s13e
−iδ.

(1.7)

With these four parameters, ρ, η, and A are of order unity and thus the CKM322

matrix can be expressed as a power series of λ = |Vus|2 ≈ 0.23, truncated at323

an order of O
(
λ5),324

VCKM =

 1 − λ2

2 − λ4

8 λ Aλ3 (ρ− iη)
λ+ λ5

2 A
2 (1 − 2 (ρ+ iη)) 1 − λ2

2 − λ4

8
(
1 + 4A2) Aλ2

Aλ3 (1 − (ρ+ iη)) + λ5

2 A (ρ+ iη) −Aλ2 + λ4

2 A (1 − 2 (ρ+ iη)) 1 − λ4

2 A
2

 .

(1.8)
From the order on λ for the CKM matrix elements it can be seen what325

transitions are suppressed and what are favoured. The most suppressed ones326

are the ones between the most separated generations of quarks such as b → u327

and t → d transitions.328

From the unitarity of the CKM matrix, we can write,329 ∑
k=u,c,t

V ⋆
kiVkj = δij with i, j ∈ {d, s, b}

∑
k=d,s,b

V ⋆
ikVjk = δij with i, j ∈ {u, c, t}.

(1.9)

Where δij is the Kronecker delta. This leads to the following relations between330

the CKM matrix elements,331

V ⋆
udVub + V ⋆

cdVcb + V ⋆
tdVtb = 0. (1.10)

The relation in Equation (1.10) can be visualised as a triangle in the complex332

plane, as shown in Fig. 1.5, and is referred to as the unitary triangle7. The333

unitary triangle is a useful tool for visualising the CKM matrix and the relations334

between the CKM matrix elements.335

After rescaling for convenince, the vertices of the unitary triangle are (0, 0),336

(1, 0), and (ρ, η), where ρ and η follow,337

ρ+ iη = −VudV
⋆

ub

VcdV ⋆
cb

. (1.11)

7There are six such triangles, one for each of the unitary relations with a zero on the right-
hand-side. One of these triangles is especially interesting in the contect of flavour physics
and CP violation which we refer to as the unitary traingle.
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Figure 1.5: The unitary triangle with constraints as of Summer 2021. The
circles are experimental constraints on the lengths of the two non-fixed sides,
while each angle is also constrained independently. Finally there s a band from
the measurements of kaon CP violation, marked as εK . [64].

The unitary triangle has angles α, β, and γ, which are defined as,338

α = arg
(

− VtdV
⋆

tb

VudV ⋆
ub

)
,

β = arg
(

−VcdV
⋆

cb

VtdV ⋆
tb

)
,

γ = arg
(

−VudV
⋆

ub

VcdV ⋆
cb

)
.

(1.12)

A key objective of the flavour physics community consists of constraining339

the unitary triangle by measuring the phases and various CKM matrix elements340

magnitudes, through the study of weak decays.341



1.4. Neutral meson mixing 23

1.4 Neutral meson mixing342

Neutral meson mixing refers to the quantum mechanical phenomenon in which343

neutral mesons can oscillate between particle and anti-particle states. This344

has been observed in K0, B0, B0
s , and D0 mesons, which are the only mesons345

which can exhibit mixing (the neutral mesons which can be distinguished from346

their antiparticles).347

The propagation of a neutral meson and its anti-particle, N0 and N
0 re-348

spectively, is given by the Schrödinger equation [65],349

i
∂

∂t

(
|N0⟩
|N0⟩

)
= H

(
|N0⟩
|N0⟩

)
(1.13)

The mixing between the states causes the Hamiltonian to be non-diagonal.350

Thus, the flavour states are not eigenstates of the Hamiltonian, and as such do351

not have well defined masses or lifetimes. As with any quantum mechanical352

system, we can change to a different orthonormal, complete basis. In this bases353

we can write the quantum state of a neutral meson, |ψ⟩, produced at t = 0, as354

the superposition of two flavour eigenstates, N0 and N
0,355

|ψ⟩ = a(0) |N0⟩ + b(0) |N0⟩. (1.14)

If we allow the state, |ψ⟩ to evolve in time, it will evolve into a superposition356

of all its possible states including its final states, fn,357

|ψ(t)⟩ = a(t) |N0(t)⟩ + b(t) |N0(t)⟩ +
∑

n

cn(t) |fn⟩. (1.15)

Here only a(t) and b(t) are of interest to study neutral meson mixing. Now358

consider a window of time [t, t+ ∆t], where t is orders of magnitude larger359

than the time scale considered when dealing with strong interaction processes.360

The time-dependent evolution of the system is then described by a 2 × 2 non361

hermitian effective Hamiltonian, H , written explicitly as,362

H = M − i
Γ
2

=

[
M11 − iΓ11

2 M12 − iΓ12
2

M21 − iΓ21
2 M22 − iΓ22

2

]
. (1.16)

The Hamiltonian can be separated as a complex sum of two hermitian363

matrices, M and Γ. Here M is the dispersive mixing amplitude. In the SM it is364

dominated by short distance contributions of off-shell, or virtual, intermediate365

states. Additional undiscovered particles beyond the SM can appear in the366

virtual loops and hence influence these short distance amplitudes. Γ is the367

absorptive mixing amplitude, due to long distance contributions of on-shell368

intermediate states, i.e. decays [66].369



24 1. Theory and Motivations

Calculating the eigenvectors of the Hamiltonian, H , gives access to the370

eigenstates |N1⟩ and |N2⟩. These are also referred to as the mass eigenstates.371

From this we can now relate the mass eigenstates to the flavour eigenstates as,372 [
|N1⟩
|N2⟩

]
= Q

[
|N0⟩
|N0⟩

]
with Q =

[
p q

p −q

]
. (1.17)

Which gives,373

|N1⟩ = p|N0⟩ + q|N0⟩ (1.18)
374

|N2⟩ = p|N0⟩ − q|N0⟩ (1.19)

where p and q are complex numbers that satisfy the relationships [67]375

|p|2 + |q|2 = 1, (1.20)

and376 (
p

q

)2

=
M21 − i

2 Γ21

M12 − i
2 Γ12

=
M⋆

12 − i
2 Γ⋆

12

M12 − i
2 Γ12

. (1.21)

As previously stated, |N1⟩ and |N2⟩ are the mass eigenstates, with masses377

M1,2 and decay widths Γ1,2. In the limit of CP symmetry, |N1⟩ is the CP -even378

eigenstate, while |N2⟩ is the CP -odd eigenstate. As |N1,2⟩ are the eigenstates379

of the Hamiltonian, H , we can express the eigenvalues, λ1,2 of the eigenvectors380

|N1,2⟩ in terms of their masses and decay widths,381

λ1 ≡ M1 − i
Γ1

2
= M11 − i

Γ11

2
+ q

p

(
M12 − i

Γ12

2

)
, (1.22)

λ2 ≡ M2 − i
Γ2

2
= M22 − i

Γ22

2
− q

p

(
M12 − i

Γ12

2

)
. (1.23)

The differences between the masses and the widths of the mass eigenstates,382

∆M = M1 −M2, (1.24)
383

∆Γ = Γ1 − Γ2. (1.25)

Here we take M1 to be the greater of the two masses, thus ∆M is semi positive-384

definite. These parameters can be expressed in terms of dimensionless observ-385

able mixing parameters of neutral meson mixing,386

x = ∆M
Γ

, (1.26)
387

y = ∆Γ
2Γ

, (1.27)

where Γ = Γ1+Γ2
Γ .388
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Returning to the Schrödinger equation for a quantum state |ψ(t)⟩ [65],389

i
∂

∂t
|ψ(t)⟩ = H |ψ(t)⟩. (1.28)

The solution to this equation gives,390

|ψ(t)⟩ = e−iH t|ψ(0)⟩. (1.29)

As |N1,2⟩ are the eigenvectors of H , this implies,391

|N1,2(t)⟩ = e−iλ1,2t|N1,2⟩. (1.30)

By using Equation (1.17) to change the basis we obtain,392 [
|N0(t)⟩
|N0(t)⟩

]
= Q−1

[
e−iλ1t 0

0 e−iλ2t

]
Q
[

|N0⟩
|N0⟩

]
=

[
g+(t) q

pg−(t)
p
q g−(t) g+(t)

][
|N0⟩
|N0⟩

]
.

(1.31)
Writing out the terms gives,393

|N0(t)⟩ = g+(t) |N0⟩ + q

p
g−(t) |N0⟩, (1.32)

394

|N0(t)⟩ = p

q
g−(t) |N0⟩ + g+(t) |N0⟩, (1.33)

where N0(t) means the state at time t of a meson which was N0 at time 0, and395

similarly for N0(t). The coefficients g±(t) are given by,396

g±(t) = e−iλ1t ± e−iλ2t

2
. (1.34)

From Equations (1.32) and (1.33), we are able to calculate the probabilities397

of an initially produced N0 evolving into a given state at time t,398

P
(
N0 → N0, t

)
=
∣∣⟨N0(t) |N0⟩

∣∣2 = |g+(t)|2 , (1.35)
399

P
(
N0 → N

0, t
)

=
∣∣∣⟨N0(t) |N0⟩

∣∣∣2 =
∣∣∣∣qp
∣∣∣∣2 |g−(t)|2 . (1.36)

Similarly for N0,400

P
(
N

0 → N
0, t
)

=
∣∣∣⟨N0(t) |N0⟩

∣∣∣2 = |g+(t)|2 , (1.37)
401

P
(
N

0 → N0, t
)

=
∣∣∣⟨N0(t) |N0⟩

∣∣∣2 =
∣∣∣∣qp
∣∣∣∣2 |g−(t)|2 . (1.38)

The |g±(t)|2 terms can also be expressed in terms of the mixing parameters, x402

and y,403

|g±(t)|2 = e−Γt

2
(cosh (yΓt) ± cos (xΓt)) . (1.39)
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System x y

K0 −K0 −0.946 ± 0.004 0.99650 ± 0.00001
D0 −D0 (

4.09+0.48
−0.49

)
× 10−3 (

6.15+0.56
−0.55

)
× 10−3

B0 −B0 0.769 ± 0.004 (0.1 ± 1.0) × 10−2

B0
s −B0

s 26.89 ± 0.07 (12.9 ± 0.6) × 10−2

Table 1.1: The experimental status of the measurements of the mixing para-
meters x and y [69].

From Equations (1.35) and (1.37) it is clear that the probability of a N0 →404

N0 process is equal to that of a N
0 → N

0 process, the probability being405

|g+(t)|2. However if |q/p|2 ̸= 1, then the N0 → N
0 and N

0 → N0 process do406

not have the same probability. This is CP violation in mixing which will be407

expanded upon in this thesis.408

Neutral meson mixing is described by the observables, x and y, and dif-409

ferences in these values among mesons results in vastly different behaviors.410

The differences between the K0, D0, B0, and B0
s meson systems can be seen411

in Fig. 1.6. The B0
s system has the highest frequency oscillations and differs412

significantly from the D0 system which has, by a long way, the lowest frequency413

of oscillations. This is due to the D0 system having a very small mass difference414

between the mass eigenstates D1 and D2, so small that it was only recently415

observable as non-zero at the current levels of experimental precision [68].416
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Figure 1.6: Neutral meson oscillations for the K0 (top left), D0 (top right),
B0 (bottom left) and B0

s (bottom right) decays. The evolution of the probability
is depicted as the function of dimensionless variable t/τ , the decay time unit of
the meson. An exponential decay curve not subject to any oscillations is also
drawn in a dotted line for comparison. Note for the D0 meson oscillations, it
is a semilog plot due in order to show the very slow oscillations.
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Figure 1.7: D0 − D0 mixing corresponding to short distance contributions
(left) and long distance contributions (right).
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1.5 CP violation417

The decay amplitude of a D0 or D0 meson to a final state f or f is defined as,418

Af = ⟨f |H |D0⟩, Af = ⟨f |H |D0⟩,

Af = ⟨f |H |D0⟩, Af = ⟨f |H |D0⟩.
(1.40)

There are multiple Feynman diagrams to reach the same final state. These all419

need to be added coherently together to produce the total amplitude. Thus the420

decay amplitudes Af and Af can be expanded as a series of decay amplitudes,421

Af =
∑

k

∣∣Ak
f

∣∣ eiδk
f eiϕk

f ,

Af =
∑

k

∣∣Ak
f

∣∣ eiδk
f e−iϕf ,k

.
(1.41)

Where
∣∣∣Ak

f

∣∣∣ are the magnitudes of the decay amplitudes for each order422

k. The ϕk
f elements are the weak phases, which arise from the CKM mechan-423

ism that describes electroweak physics. Weak phases change sign under a CP424

transformation. The δk
f elements are the strong phases, originating from strong425

interaction processes happening through contributions of intermediate on-shell426

states in the decay process. These phases do not undergo a sign change under427

a CP transformation.428

There are three different and distinct mechanisms through which CP vi-429

olation can occur: CP violation in the decay, through mixing, and in the430

interference between mixing and decay.431

CP violation in the decay432

By taking Equation (1.41) and restricting it to the first two amplitude terms433

(k ∈ [1, 2]), the difference between the squared amplitudes |Af |2 and
∣∣∣Af

∣∣∣2 can434

be written as,435

|Af |2 −
∣∣∣Af

∣∣∣2 = −4
∣∣A1

f

∣∣ ∣∣A2
f

∣∣ sin (δ1
f − δ2

f

)
sin
(
ϕ1

f − ϕ2
f

)
. (1.42)

If |Af | ̸=
∣∣∣Af

∣∣∣, and both the strong and weak phase difference is non-zero,436

then CP violation can proceed through the decay. This is the only mechanism437

of CP violation that occurs in both charged and neutral hadrons.438

Experimentally, CP violation in the decay is measured by estimating the439

asymmetry of the decay time integrated decay widths, Γ, of D0 decays to a440

final state f and D0 decays to a final state f . As Γ
(
D0 → f

)
∝ |Af |2 and a441
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similar relation holds for D0 → f , the asymmetry is given by,442

ACP (f) =
Γ
(
D0 → f

)
− Γ

(
D0 → f

)
Γ (D0 → f) + Γ

(
D0 → f

) =
|Af |2 −

∣∣∣Af

∣∣∣2
|Af |2 +

∣∣∣Af

∣∣∣2 (1.43)

Thus when ACP (f) ̸= 0, then |Af |2 −
∣∣∣Af

∣∣∣2 ̸= 0, and CP violation has443

occurred in the decay.444

For charm decays, CP violation in the decay was observed by the LHCb445

collaboration in 2019 through the measurement of ∆ACP = ACP (KK) −446

ACP (ππ). [27, 70, 71]. The measurement was performed by studying the dif-447

ference in ACP (f) between two D0 decays: D0 → K+K− and D0 → π+π−.448

The resulting measurement in the difference of the asymmetries was, ∆ACP =449

(−15.4 ± 2.9) × 10−4, corresponding to a tension between ∆ACP and zero of450

5.3σ. Another measurement of ACP (K−K+) and ∆ACP in 2022 by the LHCb451

collaboration, indicates that the CP violation is coming from the D0 → π−π+452

decay, at a significance of 3.8σ [72]. So far CP violation in the decay remains453

the only observed CP violation in the charm sector.454

CP violation through mixing455

CP violation through mixing occurs when the probability of a D0 → D0 process456

is not equal to the probability of a D0 → D0 process. This occurs when,457 ∣∣∣∣qp
∣∣∣∣− 1 ̸= 0. (1.44)

CP violation in the interference between mixing and decay458

The final mechanism for CP violation to occur is through interference between459

the mixing amplitude and the decay amplitude. For this, the D0 and the460

D0 meson must share the final state (f = f). This occurs when the decay461

amplitude for the D0 → f process interferes with the decay amplitude for462

the D0 → D0 → f process and induces CP violation. Mathematically it is463

expressed as,464

ϕλf
= arg (λf ) = arg

(
q

p

Af

Af

)
̸= 0, where λf = q

p

Af

Af
. (1.45)

Using this we can now look to yCP , the parameter that is measured in this465



30 1. Theory and Motivations

thesis. Start by defining the effective decay width [66] 8,466

Γ̂
(
D0 → f

)
= Γ ·

[
1 +

∣∣∣∣qp
∣∣∣∣ ∣∣∣∣Af

Af

∣∣∣∣ (y cosϕλf
− x sinϕλf

)]
,

Γ̂
(
D0 → f

)
= Γ ·

[
1 +

∣∣∣∣qp
∣∣∣∣ ∣∣∣∣Af

Af

∣∣∣∣ (y cosϕλf
+ x sinϕλf

)]
.

(1.46)

Now define two variables,467

c±
f =

∣∣∣∣qp
∣∣∣∣ ∣∣∣∣Af

Af

∣∣∣∣±1 (
−y cosϕλf

± x sinϕλf

)
≈ −y ± xϕλf

± y

[
ad

f −
(∣∣∣∣qp

∣∣∣∣− 1
)]

,

(1.47)
where468

ad
f =

|Af |2 −
∣∣Af

∣∣2
|Af |2 +

∣∣Af

∣∣2 ≈ 1 −
∣∣∣∣Af

Af

∣∣∣∣2 . (1.48)

Using the expression for c±
f the effective decay widths can be written as,469

Γ̂
(
D0 → f

)
= Γ ·

[
1 + c+

f

]
,

Γ̂
(
D0 → f

)
= Γ ·

[
1 − c−

f

]
.

(1.49)

It is useful to define an experimentally measurable CP -violating obersvable470

yf
CP as,471

Now we can define the CP -violating observable yf
CP as,472

yf
CP =

Γ̂
(
D0 → f

)
+ Γ̂

(
D0 → f

)
2Γ

=
c+

f + c−
f

2

=
(∣∣∣∣qp

∣∣∣∣ ∣∣∣∣Af

Af

∣∣∣∣+
∣∣∣∣pq
∣∣∣∣ ∣∣∣∣Af

Af

∣∣∣∣) y

2
cosϕλf

−
(∣∣∣∣qp

∣∣∣∣ ∣∣∣∣Af

Af

∣∣∣∣−
∣∣∣∣pq
∣∣∣∣ ∣∣∣∣Af

Af

∣∣∣∣) x

2
sinϕλf

.

(1.50)

In the limit of no CP violation then it can be seen that yCP = y. Thus any473

significant departure in the measurement of yCP from y would be in indication474

of CP violation through mixing and in the interference between mixing and475

decay.476

8Effective decay times are defined as τ̂ = 1/Γ̂
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Figure 1.8: The world average value for yCP , including the most recent LHCb
measurement [74].

1.6 Status of yCP477

The current experimental world average measured value of yCP is [73] 9,478

yCP − yKπ
CP = (0.697 ± 0.028) %. (1.51)

This includes a recent measurement by the LHCb collaboration in which479

the result for yCP is given in the above form [74]. Before the inclusion of this480

analysis, which substantially improved the precision on the world average value481

for yCP , the world average value was [75], yCP = (7.19 ± 1.13) × 10−3, and the482

experimental knowledge of yCP is shown in Figs. 1.8 and 1.9.483

yCP has been measured experimentally multiple times by multiple collabor-484

ations. Each measurement is performed with a different data sample and using485

different techniques. The first measurements were performed at Fermilab by486

the E791 and FOCUS collaborations. The E791 collaboration was based on487

the interaction of a π− beam on a platinum-diamond fixed target. In 1999, it488

measured the yCP through the measurement of lifetimes of D0 → K+K− and489

D0 → K−π+ decays [76]. This was followed by a measurement by the FOCUS490

collaboration, a charm photoproduction experiment at Fermilab. In 2000 it491

performed a measurement of yCP in a similar fashion to the E791 collabora-492

tion [77].493

CLEO was a particle physics experiment based at the Cornell Electron Stor-494

age Ring (CESR), collecting data from e+e− collisions that produced B meson495

9yKπ
CP ∼ −

√
RDy12 ≈ −3.5 × 10−4
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CLEO 2002 -1.200 ± 2.500 ± 1.400 %

FOCUS 2000  3.420 ± 1.390 ± 0.740 %

E791 1999  0.732 ± 2.890 ± 1.030 %

Figure 1.9: The world average value for yCP up to Summer 2020 [75].

decays. In 2001, CLEO measured yCP by estimating the lifetime difference496

between the D0 → K+K− (or D0 → π+π−) and D0 → K−π+ final states [78].497

The Belle experiment was a B meson factory at the High Energy Ac-498

celerator Research Organisation (KEK) in Tsukuba (Japan). It took data499

between 1999 and 2010 from asymmetric e+e− collisions at the centre-of-500

momentum energy equal to the mass of the Υ (4S) resonance. The Belle501

experiment has measured yCP three times, in 2009, 2016, and 2020. The502

first measurement was based on comparing mean decay times for different503

regions of the three-body phase-space distribution using an untagged D0 →504

K0
SK

+K− sample. This measurement used 673 fb−1 of data and yielded505

yCP = (+0.11 ± 0.61 (stat) ± 0.52 (syst)) % [31]. This technique is the basis506

of the analysis method employed and described in this thesis. The subsequent507

measurements by the Belle experiment published in 2016 used D0 → K+K−508

andD0 → π+π− decays and the full Belle dataset, giving the most precise estim-509

ate of yCP by the Belle experiment with an uncertainty of about 2 × 10−3 [79].510

Finally in 2020 yCP was again measured by the Belle experiment using the511

CP -odd D0 → K0
Sω decay [80].512

One measurement of yCP has been performed by the BaBar experiment513

in 2012. The BaBar experiment was a B meson factory based at the SLAC514

National Accelerator Laboratory on the Stanford campus in the US. Similarly515



1.6. Status of yCP 33

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

x (%)

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

y 
(%

)

CPV allowed

σ 1 
σ 2 
σ 3 
σ 4 
σ 5 

0.1− 0.05− 0 0.05 0.1

|q/p|-1

10−

5−

0

5

10

A
rg

(q
/p

) 
[d

eg
re

es
] σ 1 

σ 2 
σ 3 
σ 4 
σ 5 

Figure 1.10: Experimental status of x, y, q, and p as of Summer 2022 [73].

to the Belle experiment, it analysed data from e+e− collisions at the Υ (4S)516

resonance energy. The BaBar experiment measured yCP by measuring the517

lifetimes of the D0 → K+K−, D0 → π+π−, and D0 → K−π+ decays [81].518

The Beijing Spectrometer III (BESIII) experiment performed a measure-519

ment of yCP in 2015. The BESIII experiment collects data from e+e− collisions520

at the Beijing Electron- Positron Collider II (BEPCII) collider with a collision521

energy between 2 and 4.63 GeV. In the measurement of yCP , D0 candidates522

are obtained from the pair production, e+e− → γ → D0D0. One D decay is523

tagged to a CP -eigenstate while the other is tagged to a semi-leptonic decay.524

The parameter yCP is then estimated by comparing the branching fractions525

of semi-leptonic D decays to the branching fractions of D decays to CP -even526

eigenstates [82].527

The final experiment to have performed a measurement of yCP is the528

LHCb collaboration. In both measurements, D0 → K+K−, D0 → π+π−, and529

D0 → K−π+ decays are studied. At LHCb it is very difficult to measure yCP530

through direct measurements of decay lifetimes, due to a selection to remove531

background being dependent on the D0 flight distance which heavily biases532

the D0 decay time. However yCP is only sensitive to the difference of decays533

times between D0 → K+π+ and Cabibbo surpressed decays. This is meas-534

ured in both 2019 [83] and recently in 2022 [74], with the latter measurement535

significantly improving the precision of the world average value of yCP .536
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2 Experimental setup537

2.1 The Large Hadron Collider at CERN538

The European Organization for Nuclear Research (Conseil europeen pour la539

recherche nucleaire, CERN) is a research laboratory hosting the current largest540

particle physics collider in the world, the Large Hadron Collider, LHC. The541

LHC is the last in a chain of accelerators, as shown in Fig. 2.1, which success-542

ively increase the energy of the protons in the machine. The other accelerators543

are:544

• The Linear accelerator (LINAC) 2 accelerates protons, extracted from545

hydrogen gas, up to an energy of 50 MeV.546

• The Proton Synchrotron Booster (Booster) accelerates protons up to547

1.4 GeV.548

• The Proton Synchrotron (PS) accelerates the protons further, to an en-549

ergy of 25 GeV.550

• The final non-LHC component, the Super Proton Synchrotron (SPS),551

accelerates the protons up to an energy of 450 GeV.552

• Protons are injected, in two counter-rotating beams, into the LHC, where553

they are accelerated to their final energy.554

The LHC operates with a nominal number of proton bunches of about555

2800 per beam, where each bunch consists of about 1011 protons. Once the556

beams have been accelerated to their required final energy, the two counter-557

rotating beams are focused to collide at four pp interaction points, each one558

corresponding to a dedicated physics experiment:559

• The ATLAS and CMS are 4π experiments that are particularly interested560

in the direct production and detection of New Physics candidates [85,86].561

• ALICE is a 4π detector, which exploits heavy ion collisions to study quark562

gluon plasma [87].563

35
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Figure 2.1: The CERN accelerator complex [84].

• LHCb is forward spectrometer and a specialist b and c hadron factory,564

searching for indirect signs of New Physics by performing high precision565

comparisons of experimental observables with SM predictions [88].566

2.2 LHCb Detector567

The LHCb detector [88, 89] is a single-arm forward spectrometer covering the568

pseudorapidity range 2 < η < 5, designed for the study of particles containing569

b or c quarks. The pseudorapidity is defined as,570

η = − ln
(

tan θ
2

)
= atanh

(
pz

|p⃗|

)
, (2.1)

where θ is the angle between momentum of the produced particle and the571

beam axis (z-axis). The LHCb detector covers the range 2 < η < 5, which572

is optimised for b-hadron production at the LHC. Tracks with η > 5 are573

generally too close to the beam pipe to be reconstructed, and on the other574

hand tracks with η < 2 are outside the external boundaries of the detector.575

The narrow pseudorapidity range is motivated by the fact that bb and cc pairs576
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are predominantly produced in these forward and backward regions, as shown577

in Figs. 2.2 and 2.3.578

0
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Figure 2.2: bb production angles at the LHC centre-of-mass energy of 14 TeV.
The red region shows the 2D region covered by the LHCb acceptance [90].

The LHCb experiment operates at a lower instantaneous luminosity with579

respect to the one offered by the LHC. A beam focusing lens is employed580

to reduce the instantaneous luminosity from L = 1 × 1034 cm−2 s−1 to L =581

4 × 1032 cm−2 s−1 at the pp interaction point. This reduces the number of582

pp interactions per event, called pile-up. For the LHCb detector the average583

pile-up is around 1, depending on year and running conditions. It is a carefully584

considered design choice to reduce the pile-up in events. In order to make highly585

precise measurements of hadrons containing b or c quarks, excellent vertex586

reconstruction is needed. Increased pile-up in the interaction point would make587

these measurements difficult and computationally less efficient. The LHCb588

detector collected data for physics analysis during Run I (2010-2012) at a589

center of mass energy of
√
s = 7 − 8 TeV and Run II at

√
s = 13 TeV. The590

corresponding integrated luminosity is shown in Fig. 2.4.591

The LHCb detector is shown in Fig. 2.5. It is constructed from a series of592

subdetectors, each of which has a specific function, and the information from593

each subdetector is combined to construct the event.594

• The Vertex Locator (VELO) is placed at the pp interaction point, and595

consists of 42 silicon detector elements with the aim of reconstructing the596
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Figure 2.3: Pseudorapidity acceptance of the LHCb detector and a General
Purpose Detector (GPD), such as ATLAS or CMS, at the LHC centre-of-mass
energy of 14 TeV [90].

decay vertices of particles.597

• The Ring Imaging Cherenkov (RICH-1) detector provides information598

relating to the identity of the particles leaving the VELO.599

• The Tracking Turicensis (TT) is the first of the tracking stations, placed600

before the dipole magnet.601

• The Dipole Magnet creates a 4 Tm magnetic field, whose main component602

is directed across the y-axis with regular polarity changes. This causes603

a charged particle traveling in the z-direction to be deflected in the x-604

direction.605

• The three Tracking Stations, (T1, T2, and T3) and the Inner Tracker606

(IT) are placed after the dipole magnet. Their purpose is to precisely607

reconstruct the tracks of charged particles and determine their momenta.608

• The second RICH detector (RICH-2) covers a higher momenta range with609

respect to RICH-1.610

• The Electromagnetic Calorimeter (ECAL) measures the energies of elec-611

trons and photons.612

• The Hadronic Calorimeter (HCAL) measures the energies of hadrons.613
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Figure 2.4: Cumulative integrated luminosity for each separate data-taking
year as recorded by the LHCb detector [91].

• The five Muon Stations (M1-M5) are used to detect and identify muons.614

The subdetectors can broadly be divided into two subgroups, the tracking615

system and the particle identification system. These are described in more616

detail in Section 2.2.617

The tracking system618

The LHCb tracking system consists of the VELO, the dipole magnet and all619

the trackers (TT, T1, T2, T3, and IT). Charged particles leave a hit when they620

pass through the VELO and trackers. The dipole magnet bends the trajectory621

of the particles, allowing their charge and momentum to be reconstructed.622

The Vertex Locator623

The VErtex LOcator (VELO) [92] is a silicon micro-strip detector placed624

around the pp interaction point. It covers ∼ 1 metre along the beam line.625

The main purpose of the VELO detector is to locate and reconstruct, with a626

high precision, the position of the primary vertex (PV) and the position of the627

decays of hadrons produced at the PV, called secondary vertices (SV). The pre-628

cise identification of the PV and SV are crucial to the LHCb physics program629

as the b- and c-hadrons are formed at the PV and decay at the SV.630
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Figure 2.5: Schematic side view of the LHCb detector [88].

The VELO is contructed in two halves, each comprising an array of semi-631

circular sesnors perpendicular to the beam. It is built from 21 modules that632

measure the azimuthal angle, Φ, and radial distance, r, of the particle hits,633

while z is given by the position of the module, giving a 3D localization of the634

hits.635

The detector is operated in two configurations depending on conditions.636

While the beam is injected into the beam pipe, the two semicircular pieces637

of the VELO modules are kept as a safe distance of 29 mm with respect to638

the beam line in order to protect the detector from radiation damage. This639

is referred to as the open position. During data acquisition the detector is640

then placed in the closed position, at about 8mm from the beamline, as shown641

in Fig. 2.6. In the closed position there is a slight overlap between the two642

semicircular modules to ensure full angular coverage [93].643

The dipole magnet644

The LHCb dipole magnet [94] is a non-superconducting dipole magnet that645

is placed between the TT and T1. Its purpose is to bend the trajectory of646

charged particles in the xz plane by generating an integrated magnetic field of647

4 Tm for tracks in the region z ∈ [0, 10] m648

The LHCb detector is not perfectly symmetrical along the x-axis. There-649

fore in order to avoid any unwanted detection asymmetries, the polarity of650
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Figure 2.6: Layout of the VELO circular modules [88].

Figure 2.7: Left: Drawing of the LHCb dipole magnet. Right: Magnitude of
the B-field along the z-axis. Figures taken from Ref. [88].

the magnet is regularly inverted during data taking. The B⃗ field projection651

along the y-axis can be positive, referred to as MagUp, or negative along the y652

direction, MagDown. Typically the polarity is inverted biannually during data653

taking, resulting in two distinct data samples, corresponding to the MagUp654

and MagDown polarity orientations.655
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The tracking stations656

The tracking stations are modules designed to track the passage of a charged657

particle traversing the detector.658

The Tracking Turicensis (TT) [94] is located upstream of the dipole magnet659

and built from four silicon micro-strip layers with an active area of 8.4 m2,660

covering a pseudorapidity of 2.0 < η < 4.9. The four layers are rotated by 0◦C,661

+5◦C, −5◦C, and 0◦C in the xy plane as shown in Fig. 2.8. It is optimised662

to detect low momentum tracks deflected outside the LHCb acceptance by the663

dipole magnet and tracks of long lived particles that decay outside of the VELO.664

The system provides a measurement of the momentum of a charged particle665

through its curvature.666
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Figure 2.8: Layout of the racking Turicensis stations [95].

The Inner Tracker IT [96] and Outer Tracker OT [97, 98] stations are667

the three downstream tracking modules (T1-T3), located after the magnet,668

as shown in Fig. 2.5. The IT is designed similarly to the TT, it is constructed669

from four silicon micro-strip layers, with two of the layers titled at an angle of670

±5◦C, to allow for 3D reconstruction of tracks. The IT is specifically designed671
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to detect charged particles in the high track density region around the beam672

pipe, downstream of the magnet. It covers an acceptance of 3.4 < η < 5.0, and673

although it only covers 1.3% of the surface of the OT, it processes around 20%674

of the tracks due to the high track density in the region it covers. The OT is675

constructed to envelop the IT subdetector and is a gaseous straw tube detector.676

Each tube is filled with a mixture of Argon (70%), CO2 (28.5%), and O2 (1.5%).677

64 straw tubes are glued together to form modules which are arranged in forms678

of two layers. Groups of four layers are called stations, and similarly to the679

IT and TT, two of the layers are tilted at ±5◦C. Collectively the IT and OT680

are arranged into three stations (T1-T3), with each station consisting of four681

layers of IT and OT modules, having orientations as described.682

Track reconstruction683

Reconstructed tracks from the LHCb tracking system are split into various684

track types depending on what subdetectors of the tracking system they interact685

with:686

• A VELO track is reconstructed from the VELO hits only.687

• A long track is reconstructed from the whole tracking system.688

• A upstream track is bent out of the detector acceptance by the magnet689

before the downstream tracking stations and is only reconstructed by the690

VELO and TT.691

• A downstream track is not reconstructed by the VELO, but with every692

other part of the tracking system.693

• A T track is only reconstructed from the downstream T stations.694

The particle identification system695

A precise tracking system is very important to physics analyses but it is not696

sufficient by itself. It gives important information on vertex locations, charges,697

and momenta of particles passing through the detector, but we also need to698

be able to identify, accurately, the types of particles. The particle identifica-699

tion (PID) system consists of two Ring Imaging Cherenkov (RICH) detectors,700

an electromagnetic calorimeter (ECAL), a hadronic calorimeter (HCAL), and701

muon stations.702
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Figure 2.9: Schematic of track types [99].

The Ring Imaging Cherenkov detectors703

The Ring Imaging Cherenkov (RICH) [100, 101] detectors are based on the704

Cherenkov effect. When a charged particle travels through a medium with a705

velocity, v, higher than the speed of light in that medium, it emits a cone of706

light, which is characterized by an angle θ measured with respect to its incident707

radiation,708

cos θ = c

nv
, (2.2)

where n is the refractive index of the medium and c is the speed of light in a709

vacuum. Thus θ is only dependent on the velocity of the particle as c and n are710

constant. When combined with information from the tracking system, namely711

the momentum of the particle, the RICH detector can determine the velocity712

of the particle by measuring θ, giving access to the mass of the particle and its713

identity.714

There are two RICH detectors placed in two parts of the LHCb detector,715

each covering a different momentum range in order to ensure there is good716

particle identification across the momentum spectrum. RICH-1 is upstream717

of the dipole magnet and uses a C4F10 radiator, covering a momentum718

range of p ∈ [0, 60] GeV/c. The RICH-2 detector is placed downstream of719

the dipole magnet, uses a CF4 radiator, and covers a momentum range of720

p ∈ [50, 100] GeV/c.721

The calorimeters722

The LHCb calorimeters [102,103] provide information of the position and ener-723

gies of final state particles. They also provides information on neutral particles,724

such as neutrons, neutral kaons, and photons, which do not interact with the725

tracking system or the RICH detectors.726
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Figure 2.10: Cherenkov angle versus particle momentum for various gas
radiators [88].

The calorimeter is composed of four main components, which following the727

z direction are:728

• The Scintillating Pad Detector (SPD), discriminates between charged and729

neutral particles, and provides an estimate on the number of tracks.730

• A 14mm lead converter.731

• The Preshower detector (PS), allows for adequate separation between732

electromagnetic and hadronic showers.733

• The Electromagnetic Calorimeter (ECAL), measures the energy and po-734

sition of hits of light particles which interact via the electromagnetic735

interaction, such as electrons or photons.736

• The Hadronic Calorimeter (HCAL), measures the energy and position of737

hits of hadronic particles.738

The ECAL and HCAL are both constructed from alternating layers of739

scintillators and layers of dense material (lead for the ECAL, iron for the740

HCAL). This method induces showers within the calorimeters with different741

types of particles leaving different signatures in the different subsystems as742

shown in Fig. 2.11.743

The muon system744

The muon system [105, 106] consists of five rectangular shaped stations (M1-745

M5). The main process for electrons to produce energy in the calorimeters is746
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Figure 2.11: Signatures of an electron, e; a hadron, h; and a photon, γ in
the calorimeter system [104].

Bremsstrahlung, where energy as electromagnetic radiation is emitted when a747

charged particle is accelerated. The emission power is inversely proportional to748

the square of the mass of the particle. As the muon is 200 times more massive749

than the electron, it deposits significantly less energy in the calorimeters. It is750

also a lepton and therefore does not interact via the strong force.751

Muon chambers are thus placed behind the calorimeters to detect the muons.752

The first chamber (M1) is placed upstream of the calorimeters (but is mainly753

used for triggering purposes). The rest of the chambers (M2-M5) are placed754

downstream of the calorimeters, the furthest point away from the interaction755

point. This is suitable due to the large lifetime of the muon (cτµ ≈ 700m) and756

its low interaction cross section with matter.757

The muon chambers are gaseous detectors, composed of alternating layers of758

iron and multiwire proportional chambers to detect ionization of the gas inside759

the chamber. The gas is a mixture of Argon (40%), CO2 (55%), and CF4 (5%).760

The inner chamber, M1, is made of Gas Electron Multiplier detectors using761

Argon (45%), CO2 (15%), and CF4 (40%), to withstand the harsh environment762

due to the high particle occupancy.763

Particle indentification variables764

The information collected by the particle identification system: the RICH, the765

calorimeters and the muon chambers can be used to build high level variables.766

These variables can then be used by the physics analyst to help determine the767

identity of the particle. Three main algorithms are used:768

• The DLL algorithm, uses the delta log-likelihood. The tracks are by the769
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null hypothesis assumed to be pions, and a log-likelihood difference is cal-770

culated between each particle hypothesis and the null hypothesis. Math-771

ematically it is given by,772

DLLX = ln LX − ln Lπ = ln
(

LX

Lπ

)
. (2.3)

Each likelihood is given by the sum of three probability density functions773

(PDF), one for each of: the RICH system, the calorimeters, and the muon774

system.775

• The ProbNN algorithm is a neural network trained to distinguish between776

the different types of particles. It outputs a score between 0 and 1 for777

each type of particle, X, giving the probability of the particle having the778

respective identity.779

• The isMuon algorithm gives a boolean decision if a track matches hits780

recorded in the muon system. The exact requirements for hits in the781

muon system is momentum dependent and summarised in Table 2.1.782

Momentum Hit requirements
p < 6 GeV/c M2 + M3
6 GeV/c < p < 10 GeV/c M2 + M3 + (M4 or M5)
p > 10 GeV/c M2 + M3 + M4 + M5

Table 2.1: Summary of muon hits requirements [105].

The trigger system783

The LHC provides LHCb with pp collisions at a rate of 40 million per second784

(40 MHz). This volume of information is far too much to practically process785

or store, as it would require storing data to tape at a rate of 1 TB/s. Of the786

40 MHz bunch crossing rate, a large majority of the events are of little interest787

to the physics analyst, whether that be due to common processes already well788

understood, poor track reconstruction or insufficiently energetic hits. In order789

to select the events that are of interest to the physics analyst, the LHCb trigger790

system [107] is designed to reduce the rate and select only the most interesting791

physics events. It broadly consists of two stages, a hardware trigger, also re-792

ferred to as the Level 0, L0, and a software trigger, which is split into two High793

Level Triggers, HLT1 and HLT2. The trigger system is shown in Fig. 2.12.794

The trigger system takes the rate from 40 MHz down to a rate of 12.5 kHz795

which can be stored to tape. Each stage of the trigger is organized into trigger796

lines that look for different signatures. Any event that does not pass any trigger797

line at each level is discarded and does not pass to the next level.798
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40 MHz bunch crossing rate

450 kHz
h±

400 kHz
µ/µµ

150 kHz
e/γ

L0 Hardware Trigger : 1 MHz 
readout, high ET/PT signatures

Software High Level Trigger

12.5 kHz (0.6 GB/s) to storage

Partial event reconstruction, select 
displaced tracks/vertices and dimuons

Buffer events to disk, perform online 
detector calibration and alignment

Full offline-like event selection, mixture 
of inclusive and exclusive triggers

LHCb 2015 Trigger Diagram

Figure 2.12: The Run II trigger system for LHCb [108].

• The Level 0 (L0) trigger takes the rate from 40 MHz down to 1 MHz. It799

is a hardware based trigger that selects events that contain muons or800

high transverse momentum particles using information read out from the801

VELO, calorimeters, and muon chambers.802

• The High Level Trigger 1 (HLT1) trigger is the first of the software based803

triggers. It reduces the rate coming in from the L0 trigger of 1 MHz down804

to 50 kHz. It uses a C++ based algorithm to partially reconstruct events805

using information from all the subdetectors. If events pass a HLT1 line,806

they are stored in a computing farm before being transferred to the next807

level.808

• The High Level Trigger 2 (HLT2) trigger is the second software based809

trigger and final stage of the full trigger process. It reduces the rate com-810
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ing from the HLT1 trigger of 50 kHz to a rate of 12.5 kHz that can then be811

written to tape. The HLT2 trigger performs a full event reconstruction812

from the full information from every subdetector. The selection is split813

into different physics lines which are looking for specific decay channels814

of interest.815

Events that pass the trigger system are written to tape and stored. They816

are then ready to be used and analysed by the physics analyst.817

In the LHCb trigger system, it is important to know whether a given signal818

candidate fired a specific trigger line. This tells us whether the signal candidate819

is the source of the trigger decision or if some unrelated particle, perhaps820

produced in an unrelated decay, fired the line. For this a denomination is821

assigned to the candidate:822

• Trigger On Signal (TOS) shows the signal candidate has fired the positive823

trigger decision.824

• Trigger Independent of Signal (TIS) shows an unrelated candidate, not825

part of the signal, fired the trigger line.826

• Trigger On Both (TOB) shows the candidate is neither TIS nor TOS. Both827

the signal and an unrelated candidate were required to fire the positive828

trigger decision.829

The LHCb software stack830

The LHCb software stack is used to process data from online and offline streams,831

as well as simulation. The data has to be processed from the raw collision data832

read out from the detector to the tabular data format, with high level variables,833

that is used by the physics analyst. Much of the data processing in centralized834

either on dedicated computing farms or distributed across the GRID.835

The LHCb software stack is built on the Gaudi framework [109, 110], in-836

frastructure of application that provides event reconstruction, selection, and837

detector simulation. A diagram of the data flow in LHCb is shown in Fig. 2.13838

and the different applications are described below.839

• Moore is used to perform the HLT1 and HLT2 trigger reconstruction840

and selection.841

• Brunel performs full track reconstruction and particle identification to842

store large data files in the Data Summary Tapes (DSTs) format.843
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Figure 2.13: The LHCb data flow through the software stack during Run
II [111].

• DaVinci performs full event reconstruction and provides many tools for844

calculating important high level variables. The output of DaVinci is845

Root files [112] which is the typical file format used by a physics analyst.846

• Gauss provides the simulation. It simulates pp collision events and the847

detector response to the events.848

• Boole digitizes the detector response as part of the simulation process,849

allowing for the simulation of the electric response and L0.850



Part II851

Measurement of yCP852

51
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3 Formalism853

3.1 Amplitude Structure854

Multibody decays are described by an amplitude distribution which when855

squared gives the probability distribution of the decay. The decay of a particle856

into a final state is allowed to decay within phase-space of the decay, this is the857

space in which all allowed states are respresented. For a three body decay, such858

as the one considered in this thesis, the phase-space can be described using the859

Dalitz plot. In the Dalitz plot formalism the phase-space can be completely860

described using two variables, traditionally taken to be the squares of the in-861

variant masses of two of the final state particles. Here we refer to these Dalitz862

variables as s0, s+, and s−, which correspond to the squares of the invariant863

masses of the K+K−, K0
SK

+, and K0
SK

− respectively.864

The distribution of D0 → K0
SK

+K− decays in the phase-space of K0
SK

+K−865

at time t = 0 is given by,866

⟨K0
SK

+K−|D0(t)⟩ = A(s0, s+) , ⟨K0
SK

+K−|D0(t)⟩ = A(s0, s+) . (3.1)

Where A and A are the amplitude distributions of the decay. As time proceeds,867

mixing introduces a superposition of the decay amplitudes of D0 and D0,868

⟨K0
SK

+K−|D0(t)⟩ = 1
2

(
A(s0, s+) + q

p
A(s0, s+)

)
e1 (t)

+ 1
2

(
A(s0, s+) − q

p
A(s0, s+)

)
e2 (t) ,

(3.2)

869

⟨K0
SK

+K−|D0(t)⟩ = 1
2

(
A(s0, s+) − p

q
A(s0, s+)

)
e1 (t)

+ 1
2

(
A(s0, s+) − p

q
A(s0, s+)

)
e2 (t) ,

(3.3)

where870

ek (t) = e−i(mk−iΓk/2)t k = 1, 2. (3.4)

First lets assume that CP is conserved, this implying that q
p = p

q = 1.871

With the current knowledge of CP violation in mixing this assumption is reas-872

53
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onable [113]. By writing,873

A1(s0, s+) =
(
A(s0, s+) + A(s0, s+)

)
/2 (3.5)

A2(s0, s+) =
(
A(s0, s+) − A(s0, s+)

)
/2 (3.6)

then Equations (3.2) and (3.3) can be written as,874

⟨K0
SK

+K−|D0(t)⟩ = A1(s0, s+) e1 (t) + A2(s0, s+) e2 (t) , (3.7)

⟨K0
SK

+K−|D0(t)⟩ = A1(s0, s+) e1 (t) − A2(s0, s+) e2 (t) . (3.8)

Conveniently these are also the definition of the CP amplitudes,875

CPA1(s0, s+) = A1(s0, s−) , CPA2(s0, s+) = −A2(s0, s−) . (3.9)

The isobar model is used to express the amplitude distributions in terms of876

the amplitudes of the individual intermediate resonances. The three-body de-877

cay can proceed via an intermediate resonance, r, resulting in non-constant |A|2878

across the phase-space. In the isoabr model, the overall amplitude A (A) for a879

D0 (D0) decay to a three-body final state is approximated as a sum of terms880

with individual couplings and propagators, each respresenting a resonance r in881

one pair of particles and a constant non-resonant term. Using the isobar model,882

the amplitude can be written as a sum of intermediate amplitudes,883

A(s0, s+) =
∑

r

are
iϕr Ar(s0, s+), (3.10)

A(s0, s+) =
∑

r

are
iϕr Ar(s0, s+) =

∑
r

are
iϕr Ar(s0, s−). (3.11)

Where in Equation (3.11) it has been assumed CP is conserved in strong interac-884

tion. The individual amplitudes are themselves CP -even or CP -odd, satisfying,885

CP -even : CP [Ar(s0, s+)] = Ar(s0, s−) , (3.12)

CP -odd : CP [Ar(s0, s+)] = −Ar(s0, s−) . (3.13)

Thus A1(s0, s+) is the sum of all the CP -even amplitudes and A2(s0, s+) of886

the CP -odd amplitudes.887

3.2 Time evolution888

The distribution of events in the K0
SK

+K− phase-space at time t is obtained889

by squaring the amplitude,890 ∣∣⟨K0
SK

+K−|D0(t)⟩
∣∣2 = |A1e1(t) + A2e2(t)|2

= (A1e1(t) + A2e2(t)) (A∗
1e

∗
1(t) + A∗

2e
∗
2(t))

= |A1|2|e1(t) |2 + |A2|2|e2(t) |2 + 2Re (A1A∗
2e1(t) e∗

2(t)) ,
(3.14)
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where Ak = Ak(s0, s+) for brevity. Following the development of the time891

dependent terms, we get,892 ∣∣⟨K0
SK

+K−|D0(t)⟩
∣∣2 =|A1|2 e− t

τ (1+y) + |A2|2 e− t
τ (1−y)

+2Re (A1A∗
2) Re (e1(t) e∗

2(t))

+2Im (A1A∗
2) Im (e1(t) e∗

2(t))

=|A1|2 e− t
τ (1+y) + |A2|2 e− t

τ (1−y)

+2Re (A1A∗
2) cos

(
x
t

τ

)
e− t

τ

+2Im (A1A∗
2) sin

(
x
t

τ

)
e− t

τ .

(3.15)

From this, we can integrate over s+ resulting in the interference terms to893

cancel, leaving,894

dN(s0, t)
dt

∝ a1(s0) e− t
τ (1+y) + a2(s0) e− t

τ (1−y), (3.16)

where ak(s0, t) =
∫

s+
|Ak(s0, s+)|2 ds+. Equation (3.16) holds true for both D0895

and D0 decays.896

3.3 Phasespace distribution897

A peculiarity of the D0 → K0
SK

+K− decay is that there is a good separa-898

tion between the CP -odd and CP -even components of the amplitude in the899

K0
SK

+K− phase-space. Therefore it is possible to isolate specific regions of900

phase-space and measure the number of events corresponding to the CP -odd901

and CP -even amplitudes. This is particularly effective in the s0 (mK+K−) in-902

variant mass distribution which is dominated by two amplitudes: a CP -odd903

ϕK0
S resonance, and a K0

SK
+K−CP -even, S-wave contribution [114–116].904

The distribution of events in a region, R, of the s0 invariant mass distribu-905

tion with time is given by,906

dNR

dt
=
∫

R

dN(s0, t)
dt

ds0

=
∫

R

[
a1(s0) e− t

τ (1+y) + a2(s0) e− t
τ (1−y)

]
ds0

=
∫

R (a1(t) + a2(t))∫
R (a1(t) + a2(t))

[
e− t

τ (1+y)
∫

R
a1(t) ds0 + e− t

τ (1−y)
∫

R
a2(t) ds0

]
(3.17)

Now let us define the fraction of the CP -odd amplitude of the total amplitude907

in region R.908

fR =
∫

R a2(t) ds0∫
R (a1(t) + a2(t)) ds0

(3.18)



56 3. Formalism

This is a model-dependent observable that has to be calculated from an amp-909

litude model. With this definition of fR, we can now write,910

dNR

dt
=
∫

R
(a1(t) + a2(t))

[
fRe

− t
τ (1+y) + (1 − fR) e− t

τ (1−y)
]

(3.19)

As was mentioned before, the s0 invariant mass of the D0 → K0
SK

+K−911

decay is dominated by a CP -odd ϕK0
S resonance, and a CP -even S-wave con-912

tribution. If we define two regions, one around the ϕ resonance, which we913

call ON-resonance, and the other off this resonance peak, which we call OFF-914

resonance. It clearly follows that the ON-resonance region will be dominated915

by the CP -odd amplitude and the OFF-resonance will be dominated by the CP -916

even amplitude. We use these definitions for the region R in Equations (3.17)917

to (3.19).918

Therefore by taking the ratio of number of D0 → K0
SK

+K− decays in the919

ON- and OFF-resonance regions we obtain,920

dNON
dNOFF

= fONe
− t

τ (1+y) + (1 − fON) e− t
τ (1−y)

fOFFe− t
τ (1+y) + (1 − fOFF) e− t

τ (1−y) (3.20)

By performing a Taylor expansion and truncating at order y (as we know y to921

be small), we then arrive at,922

dNON
dNOFF

≃ 1 − 2 (fON − fOFF) t
τ
y + O

(
y2) . (3.21)

What has been shown in Equation (3.21) is that by counting the number923

of decays in the ON- and OFF-resonance regions over decay time, taking the924

ratio of decays in the regions as a function of decay time, and not assuming CP925

invariance (in which y = yCP ) we can measure yCP . The result is slightly model926

dependent as the fON,OFF parameters have to be calculated from a model.927

We define precisely the regions as:928

ON-resonance: mK+K− ∈ [1015, 1025] MeV/c2 (3.22)

OFF-resonance: mK+K− ∈ [2mK , 1010] ∪ [1033, 1100] MeV/c2. (3.23)

3.4 Determination of fON and fOFF929

As shown in Section 3.3, the measurement of yCP is slightly model dependent.930

It requires the determination of fON and fOFF which is calculated from a amp-931

litude model. Again, the definition of fR is the ratio of the CP -odd amplitude932

to the total amplitude,933

fR =
∫

R a2(t) ds0∫
R (a1(t) + a2(t))

. (3.24)
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Figure 3.1: The amplitude model for the D0 → K0
SK

+K− decay as reported
by the BaBAr collaboration in 2010 [115]. Showing the full amplitude (black),
as well as the CP -odd (red) and CP -even (blue) amplitudes.

Resonance Mass [ MeV ] Width [ MeV ] |Amplitude| Phase (deg.)

a0(980)0 999 gηπ = 324 1.0 0.0
gKK = 550 ± 10

ϕ(1020) 1019.43 ± 0.02 4.59319 ± 0.00004 0.227 ± 0.005 −56.2 ± 1.0
f2(1270) 1275.1 184.2 0.261 ± 0.020 −9 ± 6
f0(1370) 1434 173 0.04 ± 0.06 −2 ± 80
a0(1450) 1474 265 0.65 ± 0.09 −95 ± 10
a0(980)+

ma0(980)0 gηπ, gKK 0.562 ± 0.015 179 ± 3
a0(1450)+

ma0(1450)0 Γa0(1450)0 0.84 ± 0.04 97 ± 4
a0(980)−

ma0(980)0 gηπ, gKK 0.118 ± 0.015 1138 ± 7

Table 3.1: Amplitudes (ar), phases ϕr, masses, and widths of the resonances
in the BaBar 2010 amplitude model [115].

We consider the model published by the BaBar collaboration in 2010 [115].934

This model follows the isobar model and is constructed from 8 resonances: 1935

CP -odd and 7 CP -even, with no non-resonant contribution.936

This model is built using a custom written C++ package and then fON,OFF937

is calculated by numerically integrating the CP -odd amplitude (the ϕK0
S reson-938

ance) and the CP -even amplitude (all the other resonances) over the respective939

phase-space regions. The resulting value for fON − fOFF is,940

fON − fOFF = −0.753 ± 0.004. (3.25)

The calculation of the systematic uncertainty on the value of fON − fOFF is941

discussed in Section 6.3. In the BaBar analysis the model accounts for detector942

effects and experimentally induced non-uniformaties and is meant to respresent943

the underyling amplitdue model. The model is published with associated un-944

dertainties to account for these effects. In this analysis we take the model945

as given and account for detector effects and other experimentally induced946

non-uniformaties in other uncertainties.947
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3.5 Analysis Strategy948

The overall analysis strategy for the measurement of yCP in D0 → K0
SK

+K−949

decays, presented in this thesis, is as follows. A sample of D0 → K0
SK

+K−950

decays is collected as presented in Chapter 4. The data is then split into951

15 decay time bins constructed to be approximately evenly populated with952

candidates. Within each decay time bin a simultaneous maximum likelihood953

fit, to either the D∗+ or D0 mass, is performed between the ON- and OFF-954

resonance region and the ratio of the two yields is extracted. This then builds955

up a distribution of dNON/dNOFF over decay time. The distribution is then956

fitted with the function,957

dNON
dNOFF

= δϵ

(
1 − 2 (fON − fOFF) t

τD0
yCP

)
. (3.26)

The term δϵ accounts for any differences in acceptance efficiencies between the958

ON- and OFF-resonance regions (as long as these efficiencies are integrated over959

decay time). This analysis strategy has some powerful advantages, notably in960

the cancelling out of many systematic asymmetries between the ON- and OFF-961

resonance regions. Further this approach negates the need for flavour tagging962

of the D0 meson at production, which in other analyses has been a significant963

source of systematic uncertainty.964



4 Selection and Reconstruction965

In this chapter we look at the how D0 → K0
SK

+K− candidates were selected.966

The measurement performed in this thesis uses data collected by LHCb during967

the years 2016 − 2018, corresponding to an integrated luminosity of 5.7 fb−1.968

A second decay channel was also considered, D+
s → K+K−π+, which is used969

as a control channel to validate the analysis technique and estimate systematic970

uncertainties. Data from the control channel was also collected during the971

years 2016 − 2018, corresponding to an integrated luminosity of 5.7 fb−1.972

4.1 Production973

The pp collisions that occur within the LHCb detector produceD0 → K0
SK

+K−974

decays through a number of mechanisms. We broadly classify these produc-975

tion mechanisms into two distinct categories: prompt, and semi-leptonic pro-976

duction. Prompt production occurs when a D∗+ is produced at the primary977

vertex, this in turn decays into a D0 and a π+. The D0 produced then de-978

cays into the K0
SK

+K− channel of interest. The total decay chain is then,979

D∗+ →
[
D0 →

[
K0

S → π+π−]K+K−]π+. In a flavour tagged analysis we980

would determine the neutral D as a D0 or a D0 from the charge of the pion981

(sometimes referred to as the soft pion) coming from the D∗+ 1. However a be-982

nefit of the analysis presented in this thesis is that is unnecessary to know the983

flavour of the D0 at production, so this detail in unimportant in this analysis.984

The second of the production mechanisms is semi-leptonic production, in985

this mechanism a B meson is produced at the primary vertex. Here we further986

distinguish between two different semi-leptonic production mechanisms: single,987

and double tagged. The tagging terminology again refers to using the charge988

of other particles in the decay chain to determine the flavour of the D0 at989

production time. In the single tagged production mechanism a B+ meson990

produced at the primary vertex decays directly into a D0 meson, a µ+, and991

a µ neutrino. The charge of the µ can be used to determine the flavour of992

the D0 at production, B+ →
[
D0 →

[
K0

S → π+π−]K+K−]µ+ν. In the double993

1Unless explicitly stated, charge conjugation is implied throughout.
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[
D0 → K0
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Figure 4.1: Schematic diagrams of the production mechanisms for D0 →
K0

SK
+K− decays. Prompt production (left) and semi-leptonic production

(right).

Figure 4.2: Schematic diagram of the track types in the LHCb tracking system.

tagged production mechanism, a B0 is produced at the primary vertex, this994

then decays into a D∗−, µ+, and ν. The D∗− decays into D0 and π− mesons.995

Now the flavour of the D0 can be determined from both the charge of the µ+996

and the π−, hence it being labelled double tagged. The full decay chain is then,997

B+ →
[
D∗− →

[
D0 →

[
K0

S → π+π−]K+K−]π−]µ+ν.998

We further split the data into two categories depending on where the K0
S999

decayed. If the K0
S decayed inside the VELO, then the two π pass through all1000

the tracking systems, they are refered to as long tracks. Alternatively if the1001

K0
S decays outside the VELO but the π pass through all the tracking stages,1002

these tracks are refered to as downstream tracks. Every sample is then split1003

into LL (long-long) and DD (downstream-downstream) subsamples.1004

4.2 Monte Carlo simulation1005

We use a Monte Carlo (MC) simulation sample [117], which undergoes the1006

same trigger lines and offline selection as data. Broadly MC simulation1007

undergoes two stages: genration using Pythia [118], and EvtGen [119]; and1008

simulation using Geant4 [120,121].1009

We produce MC using the same production methods as we study in1010

data: Prompt decays, where a D∗+ originates from the primary vertex,1011

D∗+ →
[
D0 → K0

SK
+K−]π+; and secondary decays from a B meson,1012
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B+ →
[
D0 → K0

SK
+K−]µ+ν and B0 →

[
D∗− →

[
D0 → K0

SK
+K−]π−]µ+ν.1013

We also construct a “mis-reconstructed” secondary decays MC sample where1014

secondary decays that pass the prompt trigger lines are reconstructed as1015

prompt decays.1016

1017

Two distinct samples of MC were produced for this analysis, first a sample1018

where the MC was generated with a phase-space only distribution, and a second1019

where the MC was generated with a simple amplitude model to ensure a suf-1020

ficient number of events in the ϕ (1020) resonance region. In each case, the1021

production steps and reconstruction was identical and the samples are then1022

combined.1023

We use a truth matching procedure in the MC. This is possi because the MC1024

sample includes truth level information about the generated event, including1025

the type of particle (encoded via the ‘PID’ variable). This truth level informa-1026

tion is then required to correspond to the expected signal particles. For prompt1027

production decays we require: The D∗+, D0 and the soft π PID to be correctly1028

reconstructed; The D0 to not be a background candidate; The PID of the D01029

mother to match that of the D∗+; and the PID of the D0 mother and soft π1030

mother to be the same.1031

For secondary decays we require: The B, D0, and µ PID to be correctly1032

reconstructed; The D0 to not be a background candidate; for single tagged1033

decays, the PID of the D0 mother and µ mother to be the same; and for1034

double tagged decays the PID of the D0 grandmother and µ mother to be the1035

same.1036

4.3 Trigger Requirements1037

As was shown in Section 2.2 the LHCb trigger consists of three stages: Level1038

0 hardware trigger (L0), High Level Trigger 1 (HLT1), and High Level Trigger1039

2 (HLT2). For the prompt production and the semi-leptonic production we1040

have different trigger requirements at each stage. Here we now introduce a1041

further distinction of data within the prompt sample that arises from different1042

trigger requirements. We split the prompt production sample into a prompt1043

sample, and a Lifetime Unbiased (LTUNB) sample. The LTUNB sample has a1044

different trigger requirement that was designed to reduce the bias in the lifetime1045

measurement of the D0 meson. We now have eight distinct samples, which are1046

listed below for completeness:1047

• Prompt LL1048

• Prompt DD1049
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• LTUNB LL1050

• LTUNB DD1051

• SL Single Tagged LL1052

• SL Single Tagged DD1053

• SL Double Tagged LL1054

• SL Double Tagged DD1055

Here SL refers to semi-leptonic production, and LL and DD refer to the K0
S1056

decaying inside the VELO and outside the VELO respectively. Each sample1057

is statistically independent, and as such any overlap of candidates between1058

the samples is removed. The procedure for the overlap removal is described1059

in Section 4.5.1060

For all the prompt production samples we make the requirement that1061

the event has to meet the hardware trigger (L0) requirements either inde-1062

pendently of the D∗+ decay products, Dst_L0Global_TIS, or because the1063

decay products of the D0 candidate meet the hadron-trigger requirements,1064

D0_L0HadronDecision_TOS. Here TIS and TOS refer to Trigger independent1065

of Signal and Trigger on Signal respectively. A candidate is considered to be1066

TOS with respect to a trigger selection if it was accepted by that trigger selec-1067

tion. More precisely, if the LHCbIDs 2 of each of the final state particles of1068

the candidate accepted by the trigger selection overlap for more than 70% with1069

the LHCbIDs of final state particles of the offline particles. For semi-leptonic1070

candidates we require that the event passes the mu_L0MuonDecision_TOS line,1071

meaning that the µ meets the hardware trigger requirements.1072

Moving to the next stage of the trigger we distinguish for the1073

first time between the prompt and LTUNB samples. For the1074

prompt samples we require that the candidates meet the requirements1075

of either the one-track D0_Hlt1TrackMVADecision_TOS, or two-track1076

D0_Hlt1TwoTrackMVADecision_TOS HLT1 trigger. For the LTUNB sample,1077

we make no explicit HLT1 requirement at the HLT1 level. This is to ensure we1078

maintain the lifetime unbiased nature of the sample as it has been shown the1079

HLT1 one-track and two-track MVA lines bias the lifetime of the D0 in non-1080

trivial ways. For the SL samples we require the candidates meet the require-1081

ments of either the one-track, mu_Hlt1TrackMuonDecision_TOS, or one-track1082

MVA, mu_Hlt1TrackMuonMVADecision_TOS, HLT1 trigger.1083

2Every single LHCb sub-detector element has an LHCbID which is unique across the
whole detector. Physics objects, such as tracks, can be defined as sets of LHCbID objects.
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For the final stage of the trigger we have the HLT2 requirements. A1084

full reconstruction is done at the HLT2 level, meaning that downstream1085

tracks (which are not reconstructed at the HLT1 level) are also recon-1086

structed, hence we now distinguish between the LL and DD samples.1087

For the prompt sample we require the candidates meet the require-1088

ments of the Hlt2CharmHadDstp2D0Pip_D02KS0KmKp_KS0{LL,DD}Turbo HLT21089

lines, and Hlt2CharmHadDstp2D0Pip_D02KS0KmKp_KS0{LL,DD}_LTUNBTurbo1090

for the LTUNB samples. The requirements within these lines are given1091

in Table 4.1. For the semi-leptonic samples the candidates are required to1092

meet the criteria of either the two-, three-, or four-body topological lines,1093

B_Hlt2TopoMu{2,3,4}BodyDecision_TOS [122,123]. They are further required1094

to pass an offline stripping line and the requirements are given in Table 4.2.1095

All the selected candidates are processed using DecayTreeFitter [124]1096

(DTF) which constrains the mass of the candidate particle to that of the known1097

mass in the PDG [69]. The DecayTreeFitter is a kinematic refit of all the1098

final state particle 4-vectors subject to different possible physics contraints. It1099

allows external information, such as the products of a decay must orginate from1100

the same point in space, to be incorporated into the reconstruction to improve1101

the resolution of different variables Multiple fit results with DTF are saved,1102

including: A simple refit, with no contraints on particle masses; the K0
S mass1103

constrained to its known value (taken from the PDG [69]); and the K0
S and D01104

mass constrained to known values. For each of these fits the D∗+ is constrained1105

to have come from the PV. This gives a better mass resolution and improves1106

the ability to distinguish between signal and background in the invariant mass1107

distributions.1108

4.4 Offline Selection Requirements1109

A final offline selection is applied to the candidates and is summarised1110

in Tables 4.3 and 4.4. Further track clones can occur in LHCb data. These1111

are defined to be when two tracks share at least 70% of hits in the VELO and1112

70% of hits in the T-stations seeding region. To remove clones it is required1113

that all tracks have a unique set of hits within an event.1114

4.5 Overlap Removal1115

In order to ensure that the samples are statistically independent we have to1116

remove any candidates that are found in more than one sample.1117

If a candidate is found to be in both the prompt and LTUNB samples it1118

is removed from the prompt sample and left in the LTUNB sample. This is1119
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Particle Variable Requirement
D∗ Mass ∈ [−4.57018, 35.42982] MeV/c2

Vertex-fit χ2/ndf < 10
mD∗ − mD0 − mπ ∈ [−4.57018, 25.42982] MeV/c2

soft π± Track χ2/ndf < 3.0
Track-based ghost probability < 0.25
Transverse momentum > 200.0 MeV/c
Momentum > 1000.0 MeV/c

D0 M ∈ [1765.0, 1965.0] MeV/c2

Mass ∈ [1740.0, 1990.0] MeV/c2∑
pT > 1500.0 MeV/c

Transverse momentum > 1800.0 MeV/c
Vertex-fit χ2/ndf < 5.0
Direction angle > cos (0.0356) (Prompt)

> cos (0.1415) (LTUNB)
χ2 separation from Primary Vertex > 20.0 (Prompt)
Proper lifetime > 0.0001 (Prompt)

> 0.00025 (LTUNB)
Daughter vertex distance χ2 > e5

K± Track χ2/ndf < 3.0
Track-based ghost probability < 0.4
Momentum > 1000.0 MeV/c
Transverse momentum > 500.0 MeV/c (LTUNB)
Minimum IP χ2 > 4.0 (Prompt)
PIDK > 5

K0
S Vertex z-position ∈ [−100, 500.0] (LL)

∈ [300, 2275.0] (DD)
Mass ∈ [35, 50] MeV/c2 (LL)

∈ [64, 80] MeV/c2 (DD)
Vertex χ2/ndf < 30
Proper lifetime > 2.0 ps (Prompt)
z distance from PV > 400.0 mm (DD)

π± Track χ2/ndf < 3 (LL)
< 4 (DD)

Minimum IP χ2 > 36 (LL)
Momentum > 3000 MeV/c (DD)
Transverse momentum > 175 MeV/c (DD)

Table 4.1: Prompt Hlt2 selection requirements.
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Particle Variable Requirement
B Mass ∈ [2500, 6000] MeV/c2

Vertex-fit χ2/ndf < 6
Corrected mass ∈ [4000, 6000] MeV/c2

Momentum > 10000 MeV/c
Transverse momentum > 1700 MeV/c
Track χ2/ndf < 4
Minimum IP 2

χ of Primary Vertex > 16
Minimum IP of Primary Vertex > 0.1 mm
cos θ between momentum and flight > 0.999

K0
S Transverse momentum > 500 MeV/c

Momentum > 5000 MeV/c
Track χ2/ndf < 4
χ2 separation from Primary Vertex > 1000
Mass ∈ [467, 527] MeV/c2∣∣∣m(π+π−) − mPDG

K0
S

∣∣∣ < 64 MeV/c2 (DD)
35 MeV/c2 (LL)

Vertex-fit χ2/ndf < 25 (DD)
χ2 separation from Primary Vertex > 4 (LL)
x vertex χ2 < 30 (LL)

π± of K0
S Momentum > 2000 MeV/c2 (DD)

Minimum IP-χ2 of Primary Vertex > 4 (DD)
> 9 (LL)

π+, π− distance of closest-approach χ2 < 25 (DD)
< 30 (LL)

K± Track χ2/ndf < 4
Transverse momentum > 100 MeV/c
Momentum > 1000 MeV/c
Minimum IP-χ2 of Primary Vertex > 4
Track-based ghost probability < 0.4
K+, K− distance of closest-approach < 0.5 mm

Soft π±s Track χ2/ndf < 4
Transverse momentum > 100 MeV/c
Momentum > 1000 MeV/c
Minimum IP-χ2 of Primary Vertex > 4
Track-based ghost probability < 0.4

D∗ D0, π distance of closest-approach < 0.5 mm∣∣m(D0π) − mP DG
D∗

∣∣ < 600 MeV/c2

Vertex-fit χ2/ndf < 10
χ2 separation from Primary Vertex > 36
cos θ between momentum and flight > 0

D0 m (D∗) − m
(
D0) < 200 MeV/c2∑

pT > 1800 MeV/c
Mass ∈ [1765, 1965] MeV/c2

Vertex-fit χ2/ndf < 10
χ2 separation from Primary Vertex > 36
cos θ between momentum and flight > 0

µ Track χ2/ndf < 4
Transverse momentum > 100 MeV/c
Momentum > 1000 MeV/c
Minimum IP-χ2 of Primary Vertex > 4
Track-based ghost probability < 0.4

Table 4.2: Semi-leptonic stripping line selection requirements.
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Particle Variable Requirement
D∗+ Mass ∈ [2004.5, 2020] MeV/c2

∆m (mD∗+ −mD0) ∈ [139.57, 156] MeV/c
Vertex-fit χ2/ndf ∈ [0, 6]

D0 Mass ∈ [1840, 1890] MeV/c2

Vertex-fit χ2/ndf > 0
Decay-time [0.3, 8] τ
Impact parameter χ2 < 9
|Transverse impact parameter| > 80µm
End Vertex χ2 < 15
Pseudorapidity < 4.4

K0
S Mass [485,510] MeV/c2 (LL)

[478,520] MeV/c2 (DD)
Logarithm of the decay-length χ2 > 5
Transverse momentum > 200 MeV/c
Vertex-fit χ2/ndf ∈ [0, 6]
Decay time > 0

K± Track-based ghost probability < 0.5
ProbNNK > 0.1

π+
soft Transverse momentum > 200 MeV/c

Impact parameter χ2 < 25
Track-based ghost probability < 0.25
PIDe < 4

Table 4.3: Prompt offline selection requirements.

to ensure we minimise the bias to the LTUNB sample. A similar procedure is1120

performed between the single and double tagged semi-leptonic samples. Due1121

to mis-reconstruction of double tagged candidates as single tagged candidates,1122

we found a number of candidates in both the single and double tagged semi-1123

leptonic samples. In this case we remove the candidate from the single tagged1124

sample and keep it in the double tagged sample.1125

It is possible for more than one singal candidate to be reconstructed in1126

a single pp interation (‘event’). These are referred to as multiple candidates.1127

They treat them we look over all the candidates and check if two or more1128

candidates share the same event number and run number. In the case that1129

we find a set of candidates with the same event number and run number, we1130

randomly choose one to retain and the rest are removed from the sample [125].1131

This process removes O (1%) of events.1132

Once these steps are completed we are satisfied that all samples are statist-1133

ically independent.1134
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Particle Variable Requirement
D∗+ Mass ∈ [2004.5, 2020] MeV/c2

∆m (mD∗+ −mD0) ∈ [139.57, 156] MeV/c
Vertex-fit χ2/ndf ∈ [0, 6]

D0 Mass ∈ [1840, 1890] MeV/c2

Vertex-fit χ2/ndf > 0
Decay-time [0.3, 8] τ
Impact parameter χ2 < 9
|Transverse impact parameter| > 80µm
End Vertex χ2 < 15
Pseudorapidity < 4.4

K0
S Mass [485,510] MeV/c2 (LL)

[478,520] MeV/c2 (DD)
Logarithm of the decay-length χ2 > 5
Transverse momentum > 200 MeV/c
Vertex-fit χ2/ndf ∈ [0, 6]
Decay time > 0

K± Track-based ghost probability < 0.5
ProbNNK > 0.1

π+
soft Transverse momentum > 200 MeV/c

Impact parameter χ2 < 25
Track-based ghost probability < 0.25
PIDe < 4

Table 4.4: Semi-leptonic offline selection requirements.

4.6 Control channel1135

A sample of D+
s → K+K−π+ candidates is selected in order to validate the1136

measurement of yCP as well as to study systematic uncertainties. Unlike the1137

D0 → K0
SK

+K− sample used for the measurement of yCP , the D+
s → K+K−π+1138

consists of a single sample of promptly-produced candidates. In order to be1139

able to properly validate the technique used, it is important that the selection1140

is as close to the D0 → K0
SK

+K− channel as possible. The candidates go1141

through an almost identical procedure of online and offline selection with some1142

differences in the precise selection criteria used at each stage.1143

The candidates are required to pass the requirements of the L0 trigger either1144

independently of the D+
s decay products, Dplus_L0Global_TIS, or because1145

the decay products of the D+
s candidate meet the hadron-trigger requirements,1146

Dplus_L0HadronDecision_TOS. The candidates are then required to pass the1147

requirements of either the one-track Dplus_Hlt1TrackMVADecision_TOS, or1148

two-track Dplus_Hlt1TwoTrackMVADecision_TOS HLT1 trigger lines. Finally1149

in the online selection the candidates are required to pass the requirements of1150

the Hlt2CharmHadDspToKmKpPipTurbo HLT2 line. The online requirements of1151

the HLT2 line are given in Table 4.5.1152
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Particle Variable Requirement
D+

s Mass ∈ [1889.0, 2049.0] MeV/c2∑
pT > 3000.0 MeV/c

Transverse momentum > 1000.0 MeV/c
Vertex-fit χ2/ndf < 6.0
Direction angle > cos (0.0141)
Proper lifetime > 0.0002

K± Track χ2/ndf < 3.0
Track-based ghost probability < 0.4
Momentum > 1000.0 MeV/c
Transverse momentum > 200.0 MeV/c
Minimum IP χ2 > 4.0
PIDK > 5

π+ Track χ2/ndf < 3.0
Track-based ghost probability < 0.4
Momentum > 1000.0 MeV/c
Transverse momentum > 200.0 MeV/c
Minimum IP χ2 > 4.0
PIDK < 5

Table 4.5: Control channel, D+
s → K+K−π+, Hlt2 selection requirements .

Particle Variable Requirement
D0 Mass ∈ [1890, 2050] MeV/c2

Vertex-fit χ2/ndf > 0
Decay-time [0.4, 8.5] τ
Impact parameter χ2 < 9
End Vertex χ2 < 15
Pseudorapidity ∈ [2.1, 4.4]
Momentum < 1.8 GeV/c
Transverse momentum ∈ [0.3, 10] GeV/c

K± Track-based ghost probability < 0.5
ProbNNK > 0.1
m(K+K−) < 1070 MeV/c2

π+ Track-based ghost probability < 0.5

Table 4.6: Control channel, D+
s → K+K−π+, offline selection requirements.

Again an offline selection procedure is applied and the criteria is summarised1153

in Table 4.6.1154

Finally an identical procedure to the one described in Section 4.5 is per-1155

formed to remove any clones and multiple candidates.1156

4.7 Resolution1157

The experimental resolution on the measured decay time is not accounted for1158

in this thesis. The decay time resolution is determined using simulation by1159

studying the difference between the generated and reconstructed decay times1160

of the events. The resolution can have an impact on the analysis by inducing1161
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Figure 4.3: Distribution of the difference between generated and reconstruc-
ted decay time, as determined by simulation, for the semi-leptonic single tag
samples. Left LL and right DD samples.
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Figure 4.4: Distribution of the difference between generated and reconstruc-
ted decay time, as determined by simulation, for the semi-leptonic double tag
samples. Left LL and right DD samples.
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Figure 4.5: Distribution of the difference between generated and reconstructed
decay time, as determined by simulation, for the prompt samples. Left LL and
right DD samples.

a migration of events from one decay time bin to another. However the resol-1162

utions found are small in comparison to the width of the decay time bins and1163

thus are not expected to induce any large biases. The difference between the1164

generated and reconstructed decay times is shown in Figs. 4.3 to 4.6, for the1165

semi-leptonic, prompt, and LTUNB samples respectively.1166



70 4. Selection and Reconstruction

−1.0 −0.5 0.0 0.5 1.0
(ttrue − treco)/τD0

0

10000

20000

30000

C
an

d
id

at
es

/
0.

02

(13 TeV)LHCb Simulation

Resolution = 0.28

−1.0 −0.5 0.0 0.5 1.0
(ttrue − treco)/τD0

0

10000

20000

30000

40000

C
an

d
id

at
es

/
0.

02

(13 TeV)LHCb Simulation

Resolution = 0.29

Figure 4.6: Distribution of the difference between generated and reconstructed
decay time, as determined by simulation, for the LTUNB samples. Left LL and
right DD samples.

4.8 Efficiency variation as a function of decay time1167

The efficiency variation as a function of decay time, or decay time acceptance,1168

is determined through a fit of the reconstructed decay time distribution of the1169

simulated samples. To model the reconstructed decay time distribution, we1170

take an exponential with the known lifetime that is convolved with a resolution1171

function determined from Section 4.7. This is then multiplied with an empircal1172

acceptance function and a Heaveside function, which is given by,1173

ϵ(t) = θ(t− t0) (t− t0)n

1 + [α (t− t0)]n
eβt. (4.1)

In this the parameters α, β, and n are allowed to float freely and t0 is1174

taken to be the minimum decay time in the sample being fitted. The fits to1175

the simulated samples and extracted decay time acceptance distributions are1176

shown in Figs. 4.7 to 4.10.1177

The low efficiency at small decay times is in large part due to displacement1178

requirements on the D0. The decay time acceptance is expected to be the same1179

across the ON- and OFF-resonance regions, and thus any effects with cancel1180

out in the ratio between the two regions. The acceptance function is used to1181

generate realistic pseudoexperiments but otherwise is not used.1182
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Figure 4.7: (Top) Fits to the simulated semi-leptonic single tag decay time
distributions and (Bottom) the pdf describing the decay time acceptance given
in Equation (4.1). For the LL (left) and DD (right) samples.
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Figure 4.8: (Top) Fits to the simulated semi-leptonic double tag decay time
distributions and (Bottom) the pdf describing the decay time acceptance given
in Equation (4.1). For the LL (left) and DD (right) samples.
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Figure 4.9: (Top) Fits to the simulated prompt decay time distributions and
(Bottom) the pdf describing the decay time acceptance given in Equation (4.1).
For the LL (left) and DD (right) samples.
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Figure 4.10: (Top) Fits to the simulated LTUNB decay time distributions and
(Bottom) the pdf describing the decay time acceptance given in Equation (4.1).
For the LL (left) and DD (right) samples.
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5.1 Fit Model1184

In order to separate the signal events from background we perform a fit to1185

the data. For the prompt and LTUNB samples we fit the D∗+ mass1 dis-1186

tribution in the range m
(
D0π+) ∈ [2004.5, 2020] MeV/c2 and for the semi-1187

leptonic samples we fit the D0 mass distribution in the range m
(
K0

SK
+K−) ∈1188

[1800, 1930] MeV/c2.1189

In both cases we model the distribution as the sum of a signal (either1190

the D∗+ or D0 signal) and a smooth background dominated by combinatorial1191

background. For the prompt and LTUNB samples, this is due to real D0 decays1192

being incorrectly combined with a pion that is not associated with the D0 in1193

a D∗+ decay, and for SL samples due to random combinations of particles1194

consistent with a D0 signal.1195

P = NsigPsig (x) +NbkgPbkg (x) , (5.1)

where x is m
(
D0π+) for prompt decays and m

(
K0

SK
+K−) for semi-leptonic1196

decays.1197

For the prompt and LTUNB samples, we model the signal as the sum of1198

a Johnson SU distribution and two Gaussian functions. The Johnson SU is1199

defined as [126]:1200

J (x|µ,σ, δ, γ) = 1
NJ

e− 1
2 [γ+δ sinh−1( x−µ

σ )]2√
1 +

(
x−µ

σ

)2
, (5.2)

where δ and γ are tail parameters.1201

One of the Gaussian functions shares a mean with the Johnson SU , while1202

the other is allowed a possible mean shift of ∆µ. In order to remove correlations,1203

all three shapes share a common width σ, but the two Gaussians are allowed1204

a width scaling factor s1,2 respectively. The total signal pdf is then described1205

1Charge conjugation is implied unless otherwise explicitly states.
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76 5. Measurement

as:1206

Psig (x|µ,σ, δ, γ, ∆µ, s1, s2, f1, f2) = f1J (x|µ,σ, δ, γ)

+ (1 − f1) f2G1 (x|µ, s1 × σ)

+ (1 − f1) (1 − f2) G2 (x|µ+ ∆µ, s2 × σ)
(5.3)

The background pdf for both the prompt and LTUNB samples is described1207

using an empirical function based on a two-body phase-space model:1208

Pbkg (x|xthr,α,β) = (xthr − x)α
[
1 + eβ(xthr−x)

]
, (5.4)

where xthr is the threshold set to the known mass of a charged pion, and α and1209

β are floating parameters. Fits to the prompt and LTUNB data samples are1210

shown in Fig. 5.1.1211

For the semi-leptonic samples we model the signal as the sum of a John-1212

son SU distribution and a Birfurcated Gaussian distribution. The Birfurcated1213

Gaussian is defined as:1214

B (x|µ,σL,σR) =

 A
NB

e
− 1

2

(
x−µ
σL

)2

for x < µ,
A

NB
e

− 1
2

(
x−µ
σR

)2

for x ≥ µ,
(5.5)

where A =
√

2/π (σL + σR)−1. The Johnson SU and Birfurcated Gaussian1215

share a common mean µ but have independent widths. The total signal pdf is1216

then described as:1217

Psig (x|µ,σ, δ, γ,σL,σR) = J (x|µ,σ, δ, γ) + f1B (x|µ,σL,σR) . (5.6)

The background pdf for the semi-leptonic samples is described using second1218

order Chebyshev polynomials. Fits to the semi-leptonic samples are shown1219

in Fig. 5.2.1220

When a fit is performed, it is considered successful if the fit converges, the1221

covariance matrix is well defined, and the estimated distance to the minimum1222

is less that 1.1223

For the measurement of yCP the fits are performed separately in bins of1224

decay time. In each decay time bin a simultaneous fit is performed between1225

the ON- and OFF-resonance regions, where the signal parameters are shared1226

but the background parameters are allowed to float independently. Fits to1227

the decay time integrated sample are perfomed to get starting values for the1228

parameters in the decay time binned fits, which assists with convergence, but1229

all parameters are still allowed to float independently in each decay time bin.1230
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Figure 5.1: Fits to the D∗+ mass distribution for the prompt and LTUNB
samples. The top plots show the prompt samples, while the bottom plots show
the LTUNB samples. The left plots show the LL samples, while the right plots
show the DD samples.
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Figure 5.2: The fit results for the D0 mass distribution for the semi-leptonic
samples. The top plots are for the LL samples, and the bottom for DD samples.
The left plots are the single tagged samples, and the right are the double tagged
samples.
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5.2 MC Reweighting1231

It is well known that MC simulation does not perfectly match the data. In1232

order to be able to use our MC to accurately describe and model efficiency1233

effects found in data we need to find a way to improve the agreement between1234

the MC and data. In this analysis we follow a procedure called MC reweighting,1235

in which we weight each event in the MC sample such that the full MC sample1236

better matches the data. Reweighting is the procedure of finding weights for1237

an original distribution, that makes the distribution of one or several variables1238

identical in the original and target distribution. There are a number of different1239

algorithms that can be used for this purpose. In this analysis we utilize the1240

GBRewighter algorithm [127].1241

In this procedure we define the original distribution as the MC sample,1242

and the target distribution as the data. Further we set the initial weights1243

of the MC sample to 1 and the weights of the data are sWeights claculated1244

using the sPlot technique [128] obtained from the mass fits described in the1245

previous section. We use a folding technique to ensure that the predictions1246

will be unbiased. We use three folds for the reweighter, this means that the1247

data is split randomly into three chunks. The predictions for each chunk will1248

be calculated from the model trained on the other two chunks, and as such the1249

predictions will not be calculated from a model trained on itself.1250

For all of the samples we use the same input variables in the reweighter:1251

P
(
D0), PT

(
D0), η (D0), and ϕ

(
D0). Due to differences in conditions between1252

years and polarities, this procedure is performed separately for each year and1253

polarity combination. The results are shown in Figs. 5.3 to 5.10.1254

We perform a number of sanity checks to ensure that the reweighter is1255

behaving as expected and the predicted weights look acceptable.1256

5.3 Removal of D0 decay time-momentum correlations1257

In this analysis we measure the yields of signal in the ON- and OFF-resonance1258

regions in bins of decay time and fit the ratio of these yields. By taking the ratio1259

of the signal yields we are cancelling out a number of asymmetries such as any1260

time-integrated asymmetries or phase-space integrated asymmetries. These get1261

absorbed into the R term in the expression Equation (3.26). However, there1262

are still some asymmetries that are not cancelled out. In particular, there1263

are asymmetries that are due to the D0 decay time-momentum correlations.1264

If we consider an efficiency effect that is both dependent on t and mK+K− ,1265
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Figure 5.3: Reweighting of the semi-leptonic LL single tag MC sample to
match the background subtracted data for the P

(
D0), PT

(
D0), η (D0), and

ϕ
(
D0) variables. The plots show the background subtracted (sWeighted) data,

with the MC before and after reweighting, where the weights we calculated using
the GBReweighter algorithm.
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Figure 5.4: Reweighting of the semi-leptonic LL double tag MC sample to
match the background subtracted data for the P

(
D0), PT

(
D0), η (D0), and

ϕ
(
D0) variables. The plots show the background subtracted (sWeighted) data,

with the MC before and after reweighting, where the weights we calculated using
the GBReweighter algorithm.
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Figure 5.5: Reweighting of the semi-leptonic DD single tag MC sample to
match the background subtracted data for the P

(
D0), PT

(
D0), η (D0), and

ϕ
(
D0) variables. The plots show the background subtracted (sWeighted) data,

with the MC before and after reweighting, where the weights we calculated using
the GBReweighter algorithm.
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Figure 5.6: Reweighting of the semi-leptonic DD double tag MC sample to
match the background subtracted data for the P

(
D0), PT

(
D0), η (D0), and

ϕ
(
D0) variables. The plots show the background subtracted (sWeighted) data,

with the MC before and after reweighting, where the weights we calculated using
the GBReweighter algorithm.
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Figure 5.7: Reweighting of the prompt LL MC sample to match the background
subtracted data for the P

(
D0), PT

(
D0), η (D0), and ϕ

(
D0) variables. The

plots show the background subtracted (sWeighted) data, with the MC before
and after reweighting, where the weights we calculated using the GBReweighter
algorithm.
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Figure 5.8: Reweighting of the prompt DD MC sample to match the back-
ground subtracted data for the P

(
D0), PT

(
D0), η (D0), and ϕ

(
D0) variables.

The plots show the background subtracted (sWeighted) data, with the MC before
and after reweighting, where the weights we calculated using the GBReweighter
algorithm.
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Figure 5.9: Reweighting of the LTUNB LL MC sample to match the back-
ground subtracted data for the P

(
D0), PT

(
D0), η (D0), and ϕ

(
D0) variables.

The plots show the background subtracted (sWeighted) data, with the MC before
and after reweighting, where the weights we calculated using the GBReweighter
algorithm.
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Figure 5.10: Reweighting of the LTUNB DD MC sample to match the back-
ground subtracted data for the P

(
D0), PT

(
D0), η (D0), and ϕ

(
D0) variables.

The plots show the background subtracted (sWeighted) data, with the MC before
and after reweighting, where the weights we calculated using the GBReweighter
algorithm.
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Figure 5.11: Correlations between t and mK+K− for the SL single tagged LL
(left) and DD (right) samples.

Figure 5.12: Correlations between t and mK+K− for the SL double tagged LL
(left) and DD (right) samples.

Figure 5.13: Correlations between t and mK+K− for the prompt LL (left) and
DD (right) samples.

ϵ (t,mK+K−), then we have,1266

dNON
dNOFF

→
dNONϵ

(
t,mON

K+K−

)
dNOFFϵ

(
t,mOFF

K+K−

) (5.7)

These correlations can be seen in Figs. 5.11 to 5.141267

We can either use a data driven technique to obtain the efficiency or by1268

using a simulated sample. Both techniques have their advantages and draw-1269
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Figure 5.14: Correlations between t and mK+K− for the LTUNB LL (left)
and DD (right) samples.

backs. In the data driven technique you can be confident you have enough1270

statistics to perform the correction. However, we understand these correl-1271

ations to come from the High Level Trigger, for the prompt sample from1272

the D0_Hlt1TrackMVA_Line and D0_Hlt1twoTrackMVA_Line, and for the semi-1273

leptonic sample, from the B_Hlt2TopoMu{2,3,4}Body_Line. It is then very1274

difficult to distinguish between what correlations in the data are due to the se-1275

lection requirements and what are due to mixing - the very thing we are trying1276

to measure. There are ways to make this method work, such as in Ref. [68].1277

The alternative is to use a simulated sample, as is done in Ref. [129]. If the1278

simulated sample is generated without mixing being included then we can be1279

sure that the correlations we see are induced by selection requirements. Con-1280

versely we require a large simulated sample in order to have enough statistics1281

to accurately describe the correlations. Further we know that simulation does1282

not perfectly describe the data and considerations need to be made to account1283

for this.1284

For this analysis a simulated sample is used to obtain the decay time-1285

momentum correlations and perform a correction to the data. The broad steps1286

to perform this correction are as follows:1287

• Generate a simulated sample of D0 mesons with no mixing. Use the1288

same amplitude model used to create the signal simulated sample. This1289

sample is referred to as the generator level sample, as no reconstruction1290

is performed.1291

• Add in a decay time acceptance, calculated in Section 4.8 and shown1292

in Figs. 4.7 to 4.10, to the generator level sample.1293

• Reweight the reconstructed MC sample to the generator level MC sample.1294



5.3. Removal of D0 decay time-momentum correlations 85

• Use the model trained in the previous step to predict an efficiency for1295

each event in the data.1296

• Weight each event in data with the inverse of the efficiency predicted in1297

the previous step.1298

For the first step we generate a sample of D0 mesons in an identical fashion1299

to the MC described in Section 4.2. Here we use the EvtGen generator [119],1300

that generates the underlying decay that is passed to the LHCb simulation1301

and reconstruction framework. The exact same resonant model is used, but1302

the output is taken directly from the EvtGen generator. We are then left1303

with a generator level sample of D0 mesons, and by generator level we mean1304

that directly produced from the generator, no interaction with the detector1305

or reconstruction is simulated. For practical reasons, in order to make the1306

reweighter used in the process more efficient, we add a decay time acceptance1307

effect calculated in Section 4.8 to the generator level sample. Critically this1308

sample does not contain any decay time-momentum correlations (that are in-1309

duced by the detector, and more specifically the HLT1 trigger).1310

As the generator level sample contains no decay time-momentum correla-1311

tions, if we were able to find a function that maps the reconstructed MC to the1312

generator level MC, we would then have a function that describes the decay1313

time-momentum correlations. For this we again make use of the GBReweighter1314

algorithm. The model is trained to reweight the reconstructed MC to the gen-1315

erator level MC.1316

Thus we train a GBReweighter model reweighting the generated MC to the1317

generator level MC. The model is trained on the following variables:1318

• The decay time, t.1319

• The squared invariant masses of the K0
SK

+, K0
SK

−, and K+K− pairs,1320

m2
K0

SK+ , m2
K0

SK− , and m2
K+K− .1321

This model reweights any correlation effects we have between variables and the1322

results of the reweighter are shown in Figs. 5.15 to 5.22.1323

The trained model is then taken an used to predict the weights for the1324

data. The predicted weights are the correlation efficiencies between the decay1325

time and momentum. Each event in data is weighted with the inverse of the1326

predicted correction efficiency. This removes the decay time-momentum cor-1327

relations from the data, and this weighted dataset is then used in the fits to1328

data.1329
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Figure 5.15: The reweighter trained on the semi-leptonic LL single tag D0

sample. The top left shows the decay time, and the right column shows the
reweighter trained on the squared invariant masses.
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Figure 5.16: The reweighter trained on the semi-leptonic LL double tag D0

sample. The top left shows the decay time, and the right column shows the
reweighter trained on the squared invariant masses.

5.4 Calculation of ⟨t⟩ and ⟨t2⟩1330

When we fit the ratio of the number of events ON- and OFF-resonance, as1331

given in Equation (3.26), we are fitting the ratio of the yields in bins of decay1332

time. Therefore what we are actually fitting is,1333

⟨ dNON
dNOFF

⟩j = R
(

1 − 2 (fON − fOFF) ⟨t⟩j

τD0
yCP

)
(5.8)
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Figure 5.17: The reweighter trained on the semi-leptonic DD single tag D0

sample. The top left shows the decay time, and the right column shows the
reweighter trained on the squared invariant masses.
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Figure 5.18: The reweighter trained on the semi-leptonic DD double tag D0

sample. The top left shows the decay time, and the right column shows the
reweighter trained on the squared invariant masses.

where j is the decay time bin. Therefore it is necessary to know the average1334

values of the decay time, ⟨t⟩j , and the average squared decay time, ⟨t2⟩j (which1335

we take to be the uncertainty of the bin center in each decay time bin), in each1336

bin.1337

A statistically pure decay-time distribution of D0 mesons is obtained by1338

subtracting the background using the sWeights derived from the mass fits of1339

candidates within each decay, such as shown in Figs. 5.1 and 5.2. The average1340
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Figure 5.19: The reweighter trained on the prompt LL D0 sample. The top
left shows the decay time, and the right column shows the reweighter trained on
the squared invariant masses.
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Figure 5.20: The reweighter trained on the prompt DD D0 sample. The top
left shows the decay time, and the right column shows the reweighter trained on
the squared invariant masses.

decay time and squared decay time are calculated as1341

⟨t⟩j =
∑

i tiwi∑
i wi

and ⟨t2⟩j =
∑

i t
2
iwi∑

i wi
, (5.9)

where the sum goes over all the candidates populating the decay time bin j1342

and wi is the weight of the candidate i with decay time ti. The weight is the1343

product of the sWeight and the weight associated with the correction of the1344

decay time-momentum correlations.1345
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Figure 5.21: The reweighter trained on the LTUNB LL D0 sample. The top
left shows the decay time, and the right column shows the reweighter trained on
the squared invariant masses.
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Figure 5.22: The reweighter trained on the LTUNB DD D0 sample. The top
left shows the decay time, and the right column shows the reweighter trained on
the squared invariant masses.

5.5 Blinding strategy1346

In keeping with LHCb procedure for an unpublished analysis, the results of1347

this analysis are kept blind. This is done to ensure that the results are not1348

influenced by the physicist performing the analysis and thus to limit any bias.1349

The blinding strategy consists of both visual and numerical blinding. A1350

random number, δyCP
, between −1.5% and 1.5% is generated (but not known)1351

and used to numerically offset the measured value of yCP , yCP → yCP + δyCP .1352
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Figure 5.23: The yCP measurement for the semi-leptonic single tag LL (top)
and DD (bottom) samples.

The range for the random offset is taken to be roughly twice the world average1353

of yCP . Then the data points in the yCP measurement plots Figs. 5.23 to 5.261354

are shifted by −2 (fON − fOFF) t
τD0

δyCP
thus meaning the fit is to,1355

dNON

dNOFF
= 1 − 2 (fON − fOFF) t

τD0
(yCP + δyCP

) . (5.10)

Therefore the measurement is yCP + δyCP
and thus is blind.1356

5.6 Determination of the yCP parameter1357

Once the analysis procedure has been completed, we have eight statistically1358

independent measurements of the yCP parameter. We fit the function Equa-1359

tion (3.26), to the distributions of dNON/dNOFF for each of the eight samples.1360

The results of the fits are shown in Figs. 5.23 to 5.26. These can then be1361

combined to give a single measurement of yCP . We make the assumption that1362

the measurements are independent and normally distributed and therefore we1363

calculate the weighted average of the measurements [130],1364

x =
∑

i xi/σ
2
i∑

i 1/σ2
i

(5.11)

and the associated uncertainty,1365

σx = 1∑
i 1/σ2

i

. (5.12)
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Figure 5.24: The yCP measurement for the semi-leptonic double tag LL (top)
and DD (bottom) samples.
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Figure 5.25: The yCP measurement for the prompt LL (top) and DD (bottom)
samples.
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Figure 5.26: The yCP measurement for the LTUNB LL (top) and DD (bottom)
samples.

The combined result is shown in Fig. 5.27.1366
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6 Systematic Uncertainties1367

In this chapter we identify and estimate the systematic uncertainties associ-1368

ated with the measurement of yCP . There are four main systematics identified:1369

secondaries contamination of the prompt sample, decorrelation procedure, un-1370

certainty on the amplitude model, and uncertainty due to choice of binning.1371

All of these are discussed in detail in the following sections.1372

6.1 Secondaries Contamination1373

The promptly produced data samples contain a contamination of D0 mesons1374

which were not produced at the primary vertex, but instead originate from the1375

decay of a B meson, i.e. a secondary decay. The schemes for a true prompt1376

production of a D0 meson and that originating from a secondary B meson1377

decay are shown in Fig. 6.1. The decay time of the D0 is calculated as,1378

t = lm

p
, (6.1)

where l is the flight distance of the D0, m its mass, and p its momentum.1379

The flight distance, l, candidates reconstructed as prompt is calculated between1380

the primary vertex and the decay vertex of the D0. Therefore if the D0 came1381

from the decay of a B meson, the flight distance will be overestimated, and1382

thus the measured decay time too will be overestimated. This can result in a1383

fairly significant overestimation of the decay time as the effective lifetime of the1384

B meson (assuming a mixture of B0 and B+) is τB ≈ 1.57 ps = 3.83τD0 [131],1385

compared to a D0 meson lifetime of τD0 ≈ 0.41 ps.1386

This contamination has a material effect on the measurement of yCP in1387

the prompt sample. The overestimation of the decay time of these mis-1388

reconstructed D0 decays causes candidates with lower decay times (thus with1389

less time to oscillate) to migrate into higher decay time bins. The decay time1390

of a mis-reconstructed event can be written as,1391

t = tD0 + δt, (6.2)

95
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Figure 6.1: Schematic diagram of the mis-reconstruction of semi-leptonic
sample as promptly produced D0 → K0

SK
+K−.

where δt accounts for the difference in decay time between the true D0 decay1392

time and the reconstructed one. Therefore the average decay time in each1393

decay time bin, j, becomes,1394

⟨t⟩j → (1 − fsec) ⟨tprompt⟩j + fsec (⟨tsec.⟩j + ⟨δt⟩j) . (6.3)

Here we define fsec as,1395

fsec (t) = Nsec. (t)
Nsec. (t) +Nprompt (t)

(6.4)

Our strategy to deal with this secondary contamination is two-fold. Firstly1396

we try to remove as much of these secondary decays from the promptly pro-1397

duced samples. Then we estimate the bias the secondaries have on the meas-1398

urement of yCP and assign an uncertainty to the measurement.1399

We find that there is a strong discriminating power between the true1400

promptly produced candidates and secondary candidates in the log
(
χ2

IP
(
D0))1401

distribution, as shown in Figs. 6.2 to 6.5. The χ2
IP
(
D0) is the χ2 of the D01402

decay vertex impact parameter (IP) with respect to the prmary vertex. The1403

impact parameter can be seen in Fig. 6.1.1404

Therefore in order to remove as many secondary decays as possible while1405

also not removing too many true promptly produced candidates, we apply a cut1406

on the log
(
χ2

IP
(
D0)) distribution requiring χ2

IP
(
D0) < 9, as is seen in Table 4.3.1407

To estimate the bias the secondaries have on the measurement of yCP , we1408

first have to estimate fsec (t). This is done by fitting the log
(
χ2

IP
(
D0)) distribu-1409

tion of the promptly produced data. The data is the same as used in Chapter 5,1410

and is required to satisfy the same selection criteria as described in Chapter 4,1411

except with some slightly looser offline selection requirements. All of the cri-1412

teria in Table 4.3 are required to be satisfied except for the log
(
χ2

IP
(
D0))1413

cut, the transverse impact parameter, |TIP|, of the D0 cut, and the vertex-fit1414

χ2/ndf. This allows us to make a more accurate estimation fsec, and we also1415

estimate fsec (t) when the χ2
IP
(
D0) < 9 requirement is applied. This gives us1416

an conservative estimate for fsec found in the promptly produced data used for1417
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Figure 6.2: The log
(
χ2

IP
(
D0)) (top) and m

(
D0π+) (bottom) distributions

for the prompt LL sample. The distributions are split into bins of decay time
showing the effect of mis-reconstruction as a function of decay time.

the measurement. The |TIP| and vertex-fit χ2/ndf cuts were found to effect the1418

log
(
χ2

IP
(
D0)) distribution only at high values of log

(
χ2

IP
(
D0)) (well above 9).1419

Therefore it was judged that these cuts have a negligible effect in the estimate1420

of fsec with log
(
χ2

IP
(
D0)) < 9, and thus the estimate of fsec in the data was1421

valid even without applying these cuts.1422

In order to determine the appropriate models for the prompt and secondary1423

component of the log
(
χ2

IP
(
D0)), two MC samples are used. The first is a1424

sample of promptly produced D∗+ →
(
D0 → K0

SK
+K−)π+ events, again it1425

goes though the same procedure as described in Chapter 4, and again with1426

the same exceptions as described above for the data. The second is a cocktail1427

of secondary B meson decays to D0, the same MC used for the semi-leptonic1428

sample in Chapter 4. However this time the events are required to undergo1429

an identical reconstruction and selection procedure as the promptly produced1430

data. This allows us to accurately parametrize the mis-reconstructed secondary1431

D0 decays.1432
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Figure 6.3: The log
(
χ2

IP
(
D0)) (top) and m

(
D0π+) (bottom) distributions

for the prompt DD sample. The distributions are split into bins of decay time
showing the effect of mis-reconstruction as a function of decay time.

In order to extract fsec (t), we fit the log
(
χ2

IP
(
D0)) distribution in bins of1433

decay time and in each bin calculate fsec according to Equation (6.4).1434

In order to get a statistically pure prompt data sample, we fit the D∗+ mass1435

distribution, m
(
D0π+). We then use the sPlot technique [128] to obtain1436

the sWeights, which we can use to construct a statistically pure sample of1437

D0 → K0
SK

+K− decays, with the combinatorial background subtracted. The1438

fit model is the same as the one described in Section 5.1. This model was found1439

to be satisfactory to fit the data without the χ2
IP
(
D0) cut where a larger tail1440

at low D∗+ mass is seen as shown in Fig. 6.6.1441

In order to parametrize the log
(
χ2

IP
(
D0)) distribution for the prompt and1442

secondaries components we use the respective MC samples.1443

Both components are modelled as the sum of a Johnson SU Equation (5.2)1444

and a Crystal Ball function [132]. The Crystal Ball line shape is defined as,1445
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Figure 6.4: The log
(
χ2

IP
(
D0)) (top) and m

(
D0π+) (bottom) distributions

for the LTUNB LL sample. The distributions are split into bins of decay time
showing the effect of mis-reconstruction as a function of decay time.

C B (x;µ,σ,α,n) =
{

exp
(

− 1
2 ·
[

x−µ
σL

]2
)

, for x−µ
σ > −α A · (B − x−µ

σ )−n,

(6.5)
times some normalization factor, where1446

A =
(
n

|α|

)n

· exp

(
−|α|2

2

)
B = n

|α|
− |α| (6.6)

and x is log
(
χ2

IP
(
D0)).1447

The total distribution to fit the prompt or secondaries shapes is then,1448

Pprompt, sec. (x;µ,σ, r, s1, δ, γ,α,n, f) = fJ (x;µ, r × σ, δ, γ) (6.7)

+ (1 − f) C B (x;µ, r × s1 × σ,α,n) .
(6.8)

In this r is a common resolution scaling factor. In the fits to MC it is fixed to 11449

but for the data fits it is allowed to float to account for any common resolution1450
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Figure 6.5: The log
(
χ2

IP
(
D0)) (top) and m

(
D0π+) (bottom) distributions

for the LTUNB DD sample. The distributions are split into bins of decay time
showing the effect of mis-reconstruction as a function of decay time.

discrepancies between data and MC. The fits to both the promptly produced1451

and secondary reconstructed as promptly produced log
(
χ2

IP
(
D0)) distributions1452

are shown in Figs. 6.7 and 6.8.1453

The total pdf for the log
(
χ2

IP
(
D0)) distribution is then,1454

P = NpromptPprompt (x) +Nsec.Psec. (x) . (6.9)

Initially we fit the log
(
χ2

IP
(
D0)) distributions in each decay time bin to the1455

prompt and secondary MC samples. From these fits, all parameters are fixed1456

with the exception of Nprompt, Nsec., µprompt, µsec., and r, which are allowed to1457

float. We then fit the background subtracted data (using sWeights) with only1458

the remaining parameters allowed to float. and from this we can calculate fsec.1459

Example fits to the decay time integrated data are shown in Fig. 6.9.1460

fsec is also calculated when a cut is applied to the data of χ2
IP
(
D0) < 91461

to reflect the fraction of secondaries we expect to find in the data used to1462

perform the yCP measurement. The TIP and vertex cut are not included as1463
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Figure 6.6: Fits to the D∗+ mass distribution for the prompt and LTUNB
samples with no requirements on the log

(
χ2

IP
(
D0)). The top plots show the

prompt samples, while the bottom plots show the LTUNB samples. The left
plots show the LL samples, while the right plots show the DD samples.

the effect of these cuts was seen to only be significant at high χ2
IP
(
D0), thus1464

their effect at χ2
IP
(
D0) < 9 is expected to be negligible. Further, the fit is also1465

performed in the ON- and OFF-resonance regions of data separately to look1466

for any differences in the fsec values. However the fits to the MC are always1467

performed using the full phase-space integrated sample to ensure sufficient1468

statistics.1469

The distribution of fsec (t) with and without the χ2
IP
(
D0) is shown1470

in Fig. 6.10.1471

The secondary reconstructed as promptly produced MC can also be used to1472

estimate the difference between the true D0 decay time and the reconstructed1473

decay time, δt. Defining,1474

δt = treco − ttrue, (6.10)

we can calculate the average ⟨δt⟩ within each decay time bin, as shown1475

in Fig. 6.111476

With all this information, we can now estimate the systematic uncertainty1477

on yCP due to secondary contamination of the promptly produced sample. To1478

do this we make use of a series of pseudoexperiments, where data is produced1479

using a Monte Carlo technique that includes an amplitude model in the genera-1480

tion of the events. However the simulation is not passed through the detector or1481
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Figure 6.7: Fits to the decay time integrated log
(
χ2

IP
(
D0)) distribution for

the prompt promptly produced (left) and secondary reconstructed as promptly
produced (right) MC samples. The top plots show the LL samples, while the
bottom plots show the DD samples.

reconstructed using the LHCb framework. Kinematic variables are calculated1482

straight from the generated events. A large number (∼ 1000) of pseudoexperi-1483

ments are generated, and from here they are referred to as ‘toys’.1484

Initially around 1000 toy datasets are produced using the amplitude model1485

published in 2010 by the BaBar collaboration [115]. For each of these toys we1486

measure the value of yCP and build a distribution of yCP values. We can test1487

the validity of our method by calculating a pull distribution of the measured1488

yCP values from the toys. The pull is defined as,1489

Pull =
ymeas.

CP − ygen.
CP

σymeas.
CP

, (6.11)

where ymeas.
CP is the measured yCP value from the toy, ygen.

CP is the true yCP value1490

from the amplitude model, and σymeas.
CP

is the uncertainty on the measured yCP1491

value from the toy. The toys were all generated with a value of yCP = 0.6%.1492

The distribution of pulls as well as the raw measured values of yCP is shown1493

in Fig. 6.12.1494

Effects due to secondary contamination of the prompt sample are then1495

added to the toy datasets. This is done by taking each event at random, and1496

generating a random number between 1 and 0. If that random number is1497

less than the value of fsec in the decay time bin the events is in, the event is1498
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Figure 6.8: Fits to the decay time integrated log
(
χ2

IP
(
D0)) distribution for

the LTUNB promptly produced (left) and secondary reconstructed as promptly
produced (right) MC samples. The top plots show the LL samples, while the
bottom plots show the DD samples.

considered to be a secondary decay. The value of decay time is then modified1499

by adding the average ⟨δt⟩ to the true decay time,1500

treco = ttrue + ⟨δt⟩j . (6.12)

Where j is the decay time bin the event is in and the values of ⟨δt⟩j is shown1501

in Fig. 6.11. For each toy the value of yCP is then measured and a distribution1502

of the difference between the measured yCP values in the updated toys and1503

the original generator toys is built. This distribution is shown in Fig. 6.13.1504

This difference shows the bias on the measurement of yCP due to secondary1505

contamination of the prompt sample. As we have a non-negligable, non-zero1506

bias on the measurement of yCP due to the effects of secondary contamination,1507

we assign an uncertainty. We take the width of the distribution, as the system-1508

atic uncertainty on yCP due to secondary contamination of the prompt sample,1509

which is summarised in Table 6.1.1510

6.2 Decorrelation procedure1511

In order to determine the systematic uncertainty due to the decorrelation pro-1512

cedure outlined in Section 5.3, a control channel, D+
s → K+K−π+, is studied.1513
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Figure 6.9: Fits to the decay time integrated log
(
χ2

IP
(
D0)) distribution for

the data. The top plots show the prompt samples, while the bottom plots show
the LTUNB samples. On the left is the LL samples, and right is DD samples.

Sample K0
S Type σ

(sec.)
yCP [%]

Prompt LL 0.14
Prompt DD 0.16
LTUNB LL 0.07
LTUNB DD 0.10

Table 6.1: The systematic uncertainty on yCP due to secondary contamination
of the prompt sample.

The control channel is chosen due to its similar topology to theD0 → K0
SK

+K−1514

channel, in particular the presence of a strong ϕ(1020), CP -odd resonance in1515

the m2
K+K− Dalitz variable. Critically as the D+

s meson is charged, it does not1516

undergo any neutral meson mixing, allowing us to test the methodology of the1517

analysis without having to be concerned about the unknown values of mixing1518

parameters. It is expected that by applying the same technique to measure1519

yCP in the D+
s → K+K−π+ channel, the measured value of yCP should be1520

0. Thus a measurement of yCP = 0 in the control channel (within its uncer-1521

tainty) would provide validation of the technique used to measure yCP in the1522

D0 → K0
SK

+K− channel.1523

The exact same procedure is used to measure yCP in the D+
s → K+K−π+1524

channel as was used in the D0 → K0
SK

+K− channel. The data is first1525

sWeighted to extract a statistically pure background subtracted data distri-1526
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Figure 6.10: The distribution of fsec as a function of decay time, calculated
from fits to the log

(
χ2

IP
(
D0)) distributions in bins of decay time. Shown is

LTUNB LL (top) and DD (bottom) samples.

bution, shown in Fig. 6.14. This is then used to calculate 15 approximately1527

equally populated bins in decay time. An identical decorrelation procedure is1528

performed, by weighting the reconstructed MC to a sample of generator level1529

MC (described in more detail in Section 5.3), then using the model trained for1530

this reweighting to calculate efficiency correlation weights in the dataset.1531

The measurement to calculate yCP is then performed by a simultaneous1532

fit between the ON- and OFF-resonance to extract the ratio of yields in each1533

bin and this distribution of ratio of yields is fitted. yCP consistent with zero1534

provides validation of the technique and we take the uncertainty on the meas-1535

urement of yCP in the control channel to be the systematic uncertainty resulting1536

from the decorrelation procedure. The fit to the dNON/dNOFF distribution is1537

shown in Fig. 6.17, and the associated uncertainty on yCP is ±0.066%. The1538

fit shown in Fig. 6.17 is not quite sufficient to validate the method yet and1539

improvements are required in order to . It was found during the analyis that1540
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Figure 6.11: The average difference between the true and reconstructed decay
time, ⟨δt⟩, as a function of decay time. Shown is prompt LL (top left), DD
(top right), LTUNB LL (bottom left), and DD (bottom right) samples.
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Figure 6.12: The distribution of the measured yCP values (right) and pulls
(left) from the toys.

due to the large statistics of the channel, improvements could be made to the1541

decorrelation procedure by increasing the size of the architecture used in the1542

reweighter. Successive increases in the number of estimators and depth of the1543

decision tree found improvements to the correction. This in turn increased the1544

training time and computing resources required. It is expected with additional1545

computing resources that the decorrelation procedure could be improved fur-1546

ther, but for now the uncertainty on the current measurement is taken as an1547



6.3. Model Uncertainties 107

−1.0 −0.5 0.0 0.5 1.0
ysec.
CP − ygen.

CP [%]

µ = 0.05± 0.02
σ = 0.14± 0.03

−1.0 −0.5 0.0 0.5 1.0
ysec.
CP − ygen.

CP [%]

µ = 0.07± 0.02
σ = 0.16± 0.03

−1.0 −0.5 0.0 0.5 1.0
ysec.
CP − ygen.

CP [%]

µ = 0.06± 0.01
σ = 0.07± 0.01

−1.0 −0.5 0.0 0.5 1.0
ysec.
CP − ygen.

CP [%]

µ = 0.05± 0.01
σ = 0.10± 0.02

Figure 6.13: The distribution of the difference of the measured yCP values
between the generator toys and the toys that include effects of secondary con-
tamination. Shown is prompt LL (top left), DD (top right), LTUNB LL (bottom
left), and DD (bottom right) samples.

approximation of the systematic uncertainty.1548
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Figure 6.14: Fit to the D+
s mass distribution.
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Figure 6.15: Fit to the simulated decay time distribution (left) and the calcu-
lated decay time acceptance (right), for the control sample.
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Figure 6.16: The reweighter trained on the control D+
s → K+K−π+ sample.

The top left shows the decay time, and the right column shows the reweighter
trained on the squared invariant masses.

6.3 Model Uncertainties1549

As was shown in Chapter 3 the technique for the measurement of yCP is slightly1550

model dependent, in that the parameter fON−fOFF needs to be calculated from1551

an amplitude model. In the analysis, the central value of fON − fOFF was cal-1552

culated using an amplitude model published by the BaBar collaboration [115].1553

However, as the amplitude model has an uncertainty on it, in the fitted amp-1554

litude and phases, there is also an uncertainty of the value of fON − fOFF.1555

This uncertainty needs to be propagated from the fitted values to an uncer-1556

tainty on fON − fOFF. Further there is also other amplitude models for the1557

D0 → K0
SK

+K− decay that may give a different central value for fON − fOFF.1558

In the estimation of the systematic uncertainties, two amplitude models are1559
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Figure 6.17: The yCP measurement for the control sample.

Dalitz Model I [114] Dalitz Model II [115]
Component Fit Fraction (%) Fit Fraction (%) ηCP

K0
Sf0(980) 0.4 - +1

K0
Sa0(980)0 66.4 55.8 +1

K0
Sϕ(1020) 45.9 44.9 −1

K0
Sf2(1270) - 0.3 +1

K0
Sf0(1370) 3.8 0.1 +1

K0
Sa0(1450)0 - 12.6 +1

K−a0(980)+ 13.4 16.0
K−a0(1450)+ - 21.8
K+a0(980)− 0.8 0.7∑

130.7 152.3

Table 6.2: Resonant structure and fitted fractions of each resonant component
in the two published amplitude models considered. The value of ηCP is the
eigenvalue pf the CP operator for the given intermediate state.

considered. Both from the BaBar collaboration, one published in 2008 [114],1560

the other in 2010 [115]. For simplicity they are labelled Dalitz Model I and1561

Dalitz Model II for the 2008 and 2010 models respectively. The models are1562

summarised in Table 6.2, showing the resonant composition of each model1563

and the respective resonance fit fractions. The fit fraction is defined as the1564

integral over the Dalitz Plot (DP) of a single resonant component divided by1565

the coherent sum of all components1:1566

Fit fraction ≡
∫ ∣∣are

iϕr Ar

∣∣2 dDP∫
|
∑

r areiϕr Ar|2 dDP
(6.13)

A summary of the components within each Dalitz model and their amp-1567

litudes and phases are shown in Tables 6.3 and 6.4.1568

As Dalitz Model II was used in the analysis to calculate the central value1569

of fON − fOFF, this shall be focussed on. The model consists of eight resonant1570

1In general the sum of the fit fractions of all components in not equal to unity due to
interference.
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Dalitz Model I
Resonance Mass [ MeV ] Width [ MeV ] Amplitude Phase (deg.)

a0(980)0 999 gηπ = 324 1.0 0.0
gKK = 550 ± 10

ϕ(1020) 1019.63 ± 0.07 4.28 ± 0.13 0.437ś0.060 109 ± 6
f0(1370) 1370 200 0.435 ± 0.165 −151 ± 41
a0(980)+

ma0(980)0 gηπ, gKK 0.460 ± 0.059 206 ± 12

Table 6.3: Amplitudes (ar), phases ϕr, masses, and widths of the resonances
in the BaBar 2008 amplitude model [114].

Dalitz Model I
Resonance Mass [ MeV ] Width [ MeV ] Amplitude Phase (deg.)

a0(980)0 999 gηπ = 324 1.0 0.0
gKK = 550 ± 10

ϕ(1020) 1019.43 ± 0.02 4.59319 ± 0.00004 0.227ś0.005 −56.2 ± 1.0
f2(1270) 1275.1 184.2 0.261 ± 0.020 −9 ± 6
f0(1370) 1434 173 0.04 ± 0.06 −2 ± 80
a0(1450)0 1474 265 0.65 ± 0.09 −95 ± 10
a0(980)+

ma0(980)0 gηπ, gKK 0.562 ± 0.015 179 ± 3
a0(1450)+

ma0(1450)0 Γa0(1450)0 0.84 ± 0.04 97 ± 4
a0(980)−

ma0(980)0 gηπ, gKK 0.118 ± 0.015 1138 ± 7

Table 6.4: Amplitudes (ar), phases ϕr, masses, and widths of the resonances
in the BaBar 2010 amplitude model [115].

contributions: four CP -even, one CP -odd, and three flavour eigenstates, with1571

no non-resonant contribution. The overall instantaneous amplitude for D0 →1572

K0
SK

+K−, following the isobar model in Equations (3.10) and (3.11) is then1573

given by,1574

A(s0, s+) = aa0(980)0eiϕa0(980)0 Aa0(980)0(s0, s+)

+ aϕ(1020)e
iϕϕ(1020)Aϕ(1020)(s0, s+)

+ af2(1270)e
iϕf2(1270)Af2(1270)(s0, s+)

+ af0(1370)e
iϕf0(1370)Af0(1370)(s0, s+)

+ aa0(1450)0eiϕa0(1450)0 Aa0(1450)0(s0, s+)

+ aa0(980)+eiϕa0(980)+ Aa0(980)+(s0, s+)

+ aa0(1450)+eiϕa0(1450)+ Aa0(1450)+(s0, s+)

+ aa0(980)−eiϕa0(980)−
Aa0(980)−(s0, s+) .

(6.14)

In the limit of no direct CP violation, ar = ar and ϕr = ϕr, the overall1575
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instantaneous amplitude for the D0 → K0
SK

+K− is,1576

A(s0, s+) = A(s0, s−) = aa0(980)0eiϕa0(980)0 Aa0(980)0(s0, s+)

− aϕ(1020)e
iϕϕ(1020)Aϕ(1020)(s0, s+)

+ af2(1270)e
iϕf2(1270)Af2(1270)(s0, s+)

+ af0(1370)e
iϕf0(1370)Af0(1370)(s0, s+)

+ aa0(1450)0eiϕa0(1450)0 Aa0(1450)0(s0, s+)

+ aa0(980)+eiϕa0(980)+ Aa0(980)+(s0, s−)

+ aa0(1450)+eiϕa0(1450)+ Aa0(1450)+(s0, s−)

+ aa0(980)−eiϕa0(980)−
Aa0(980)−(s0, s−) .

(6.15)

In order to estimate the uncertainty on fON−fOFF, CP violation is assumed1577

to be zero.1578

The model is built and the value of fON − fOFF is calculated according1579

to Equation (3.24) by numerical integration. The calculation is repeated1580

around 1000 times, each time the parameters that go into the model are varied1581

within their prescribed uncertainties. This means that for each time the value1582

of fON − fOFF is calculated, every parameter (that is fitted by BaBar and thus1583

has an uncertainty) is determined randomly from a gaussian distribution with1584

a mean of the value published and a width of the uncertainty on that para-1585

meter. This builds up a distribution of values of fON − fOFF. The uncertainty1586

on fON − fOFF is then taken to be the width of the distribution of fON − fOFF1587

values. The distributions of fON − fOFF, fON, fOFF, are shown in Figs. 6.181588

and 6.19.1589

−78 −77 −76 −75 −74 −73 −72
fON − fOFF [%]

µ = −75.22± 0.02
σ = 0.55± 0.01

Figure 6.18: The distribution for fON − fOFF from the BaBar 2010
model [115], where all the parameters within the model are varied within their
prescribed uncertainties.
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10 12 14 16
fON [%]

µ = 12.96± 0.04
σ = 1.17± 0.03

84 86 88 90 92 94
fOFF [%]

µ = 88.22± 0.04
σ = 1.10± 0.03

Figure 6.19: The distributions for fON (left) and fOFF (right) from the BaBar
2010 model [115], where all the parameters within the model are varied within
their prescribed uncertainties.

Sample K0
S Type Tag 10 15 20 Binning Uncertainty [%]

Prompt LL 0.561 0.633 1.145 0.0339
Prompt DD 1.214 1.206 0.961 0.0037
LTUNB LL 1.594 1.027 0.901 0.2670
LTUNB DD 1.132 0.480 0.940 0.3072
SL LL Single 0.971 0.774 0.748 0.0929
SL DD Single 0.249 0.306 0.277 0.0265
SL LL Double -1.398 0.221 0.094 0.7635
SL DD Double 0.858 0.838 0.947 0.0094

Table 6.5: The uncertainty on yCP due to the choice of binning.

6.4 Binning Uncertainty1590

In the analysis we make a choice on the number of bins to split the data1591

into. The choice is 15 bins in decay time and this was chosen to optimise1592

the precision of the fit to the dNON/dNOFF distribution while also ensuring1593

sufficient statistics in each bin to allow stable maximum likelihood fits. This1594

choice of binning presents a systematic uncertainty as the choice of binning1595

could in itself bias the measurement of yCP . To account for this uncertainty1596

we perform a very simple study. For each sample we calculate binnings for the1597

case of 10, 15, and 20 bins. We then reperform the measurement of yCP for1598

each sample with each binning. To estimate the uncertainty due to the choice1599

of binning we then take the standard deviation of the resulting yCP values. The1600

results of this study are shown in Table 6.5.1601

6.5 Systematic uncertainties summary1602

In this section we evalulated the systematic uncertainties associated with the1603

measurement of yCP due to: secondary contamination of the prompt sample,1604
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the decorrelation procedure, uncertainty on the amplitude model, and the1605

choice of binning. The results of this evaluation are summarised in Table 6.6.1606

Sample Systematic
Decorrelation Secondaries Model Binning Total

Prompt LL

0.066%

0.14%

0.0055%

0.034% ±0.158%
Prompt DD 0.16% 0.004% ±0.173%
LTUNB LL 0.07% 0.267% ±0.284%
LTUNB DD 0.10% 0.307% ±0.330%
SL LL Single 0.093% ±0.114%
SL DD Single 0.026% ±0.071%
SL LL Double 0.764% ±0.766%
SL DD Double 0.009% ±0.066%

Table 6.6: Summary of the systematic uncertainties.
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7 Summary1607

The final result for the yCP measurement is,1608

yCP = X.XX ± 0.099 (stat) ± 0.083 (syst)%, (7.1)

where the first uncertainty is statistical and the second is systematic. A sum-1609

mary of the statistical and systematic uncertainties is shown in Table Table 7.1.1610

The final result is still blinded in line with LHCb policy to ensure that the1611

measurement is not biased. Once the analysis is finalised, the procedure will1612

be frozen and the final result unblinded to be published.1613

Sample Uncertainty
Statistical Systematic

Prompt LL ±0.204% ±0.147%
Prompt DD ±0.204% ±0.169%
LTUNB LL ±0.400% ±0.282%
LTUNB DD ±0.197% ±0.328%
SL LL Single ±0.370% ±0.109%
SL DD Single ±0.281% ±0.062%
SL LL Double ±1.036% ±0.766%
SL DD Double ±1.026% ±0.057%

Table 7.1: Summary of the statistical and systematic uncertainties.

To average the result we take the approach from HFLAV [113]. We have1614

eight statistically independent measurements of yCP , thus the statistical error1615

on each measurement is uncorrelated.1616

The covariance matrix describing the uncertainties of different measure-1617

ments and their correlations is constructed, V = Vstat + Vsyst. As the meas-1618

urements are from independent data samples, then Vstat is diagonal, but Vsyst1619

115



116 7. Summary

contains correlations. The variance on the average x̂ can be written as,1620

σ2
x̂ = 1∑

i,j V−1
ij

=
∑

i,j
(
V−1VV−1)

ij(∑
i,j V−1

)2

=
∑

i,j
(
V−1 [Vstat + Vsyst] V−1)

ji(∑
i,j V−1

)2

= σ2
stat + σ2

syst.

(7.2)

As can be seen in Equation (7.1) the analysis is still statistically limited.1621

The uncertainty on this measurement is roughly four times that of the world1622

average (mainly due to the most recent measurement of yCP which substantially1623

improved the world average precision by ≈ 4 [74]). However as the analysis is1624

statistically limited it will gain significantly from the increased statistics that1625

will be available during Run III of the LHCb detector, and thus could be a very1626

useful analysis to reperform with the increased statistics on Run III. This is the1627

first time that such an analysis has been performed at a hadron collider and in1628

the future a sensible choice of trigger requirements could further enhance its1629

sensitivity.1630



Part III1631

Trigger1632
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8 Introduction1633

Run III of the LHCb experiment began in 2022. With it there was an upgraded1634

detector and a completely new trigger system. The design luminosity in Run1635

III is a factor of five higher than that of Runs I and II. The new trigger system1636

is designed to cope with the increased luminosity as well as the increased pile-1637

up in the detector and to allow more precise physics to be studied using data1638

from Run III.1639

One significant change in the online trigger system between Runs II and III1640

is the removal of the hardware L0 trigger. The entire trigger is now software1641

based, capable of reading out the detector in real time. Like Run II the trigger1642

consists of two stages, HLT1 and HLT2. Another major change between Runs1643

II and III is the HLT1 trigger has been moved on Graphics Processing Units1644

(GPUs) under the Allen project [133, 134]. This allows the HLT1 trigger to1645

read out the detector at the full 30 MHz rate.1646

The HLT2 trigger operates in a very similar way to the Run II trigger. While1647

at the HLT1 level only a partial reconstruction of each event is performed with1648

information from a select group of subdetectors, at the HLT2 level a full event1649

reconstruction is performed with full PID information. This allows the HLT21650

trigger to operate O (1000) trigger lines, which are able to perform individual1651

selection for a wide vary of decay channels. The updated trigger system is1652

shown schematically in Fig. 8.1.1653

In this section we describe how the upgraded LHCb trigger system can be1654

utilised to improve selection on the D0 → K0
Sh

+h− decay channels.1655

8.1 Triggering strategies in Run III1656

As was seen in Section 5.3, the measurements involving the D0 → K0
SK

+K−1657

decay channel are limited by severe decay time-momentum correlations. This1658

is also seen in other analysis, such as those using the charm ‘golden channel’1659

D0 → K0
Sπ

+π− [68,129]. It has been found that in Run II of LHCb the decay-1660

time momentum correlations arose at the HLT1 level due to a flight distance1661

cut on the D0 that was included in the MVA trigger.1662
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Figure 8.1: The GPU enhanced LHCb data aquisition and trigger sys-
tem [133].

A similar one-track and two-track MVA trigger will be used in Run III,1663

but in order to avoid inducing decay-time momentum correlations again, a1664

new dedicated and exclusive HLT1 trigger line has been designed to select1665

D0 → K0
Sh

+h− decays. Similar to the LTUNB trigger lines from Run II, in Run1666

III there are ‘Low Bias’ HLT2 trigger lines included that have been designed1667

with looser cuts and minimal cuts on the decay time and other biasing variables.1668

8.2 The HLT1 trigger1669

The HLT1 trigger is operated on a GPU trigger farm, where each GPU receives1670

a complete event from the event building unit and handles several thousand1671

events at once. As all the events are independent of each other they can be1672

processed across separate GPUs without the need for communication between1673

them. The raw detector data is copied to the GPU and the full HLT1 sequence1674

is performed on the GPU. Only selection decisions and objects used for the1675

selections, such as tracks and primary vertices, are copied back to the CPU.1676

This avoids the need for costly copies of information between the GPUs and1677
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CPUs during the HLT1 sequence.1678

The information from the tracking detectors and the muon system is re-1679

quired for HLT1 decisions. Information from the VELO, tracking stations, and1680

muon systems is used, and broadly the HLT1 sequence consists of the following1681

tasks, executed on the GPU:1682

• Decoding the raw input into coordinates in the LHCb global coordinate1683

system.1684

• Clustering of measurements caused by the passage of the same particle1685

into single coordinates (“hits”), depending on the detector type.1686

• Finding combinations of hits originating from the same particle trajectory1687

(pattern recognition).1688

• Describing the track candidates from the pattern recognition step with a1689

track model (track fitting).1690

• Reconstructing primary and secondary vertices from the fitted tracks1691

(vertex finding).1692

Due to the algorithms being performed on a GPU, the algorithms them-1693

selves can be highly parallelised and certain tasks can be performed that are1694

otherwise too costly in terms of time on CPUs. This high level of parallelisa-1695

tion is utilised to design a dedicated HLT1 trigger line to select D0 → K0
Sπ

+π−1696

decays.1697

The algorithm to select D0 → K0
Sπ

+π− broadly works by selecting two1698

vertices, which are reconstructed in an upstream algorithm 1. The trigger line1699

looks for a K0
S vertex and a π+π− vertex , and requires that the reconstructed1700

mass of the K0
S and π+π− vertex falls within a mass window around the mass1701

of the D0 meson.1702

It is the parallelisation afforded by the GPUs that allows this task to be1703

performed. The algorithm requires looping over each pair of vertices in every1704

event and looking for a combination of vertices that satisfy the requirements.1705

This would be extremely time expensive on a CPU due to the high combinator-1706

ics of the task, and thus is ideally suited to a GPU where each pair of vertices1707

can be evaluated in parallel.1708

The efficiency of this new line is shown in Fig. 8.2. It can be compared1709

to the one track and two track MVA lines that have been developed for the1710

new HLT1 trigger and are shown in Fig. 8.3. The efficiencies of the one track1711

and two track MVA lines are slightly better than the new D0 → K0
Sπ

+π−1712

1Upstream in this context meaning an algorithm that has been performed earlier in the
sequence and thus its output is available to later algorithms.



122 8. Introduction

line, however in a similar way to Run II they are likely to induce decay-time1713

momentum correlations. It is expected that improvements can be made to1714

the efficiency of the new D0 → K0
Sπ

+π− line in the future, meaning there is1715

potential great benefit to a range of analysis in Run III, that can utilise this1716

line with less decay time-momentum correlations.1717
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Figure 8.2: The efficiency of the HLT1 trigger line for D0 → K0
Sπ

+π− decays.
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for D0 → K0
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