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ABSTRACT

Pulsar timing arrays (PTAs) are designed to detect low-frequency gravitational waves (GWs). GWs

induce achromatic signals in PTA data, meaning that the timing delays do not depend on radio-

frequency. However, pulse arrival times are also aected by radio-frequency dependent chromatic

noise from sources such as dispersion measure (DM) and scattering delay variations. Furthermore,

the characterization of GW signals may be inuenced by the choice of chromatic noise model for each

pulsar. To better understand this eect, we assess if and how dierent chromatic noise models aect

achromatic noise properties in each pulsar. The models we compare include existing DM models used

by NANOGrav and noise models used for the European PTA Data Release 2 (EPTA DR2). We perform

this comparison using a subsample of six pulsars from the NANOGrav 15 yr data set, selecting the

same six pulsars as from the EPTA DR2 six-pulsar dataset. We nd that the choice of chromatic noise

model noticeably aects the achromatic noise properties of several pulsars. This is most dramatic for

PSR J1713+0747, where the amplitude of its achromatic red noise lowers from log10 ARN = −141+0.1
−0.1

to −147+0.3
−0.5, and the spectral index broadens from γRN = 26+0.5

−0.4 to γRN = 35+1.2
−0.9. We also compare

each pulsar’s noise properties with those inferred from the EPTA DR2, using the same models. From

the discrepancies, we identify potential areas where the noise models could be improved. These results

highlight the potential for custom chromatic noise models to improve PTA sensitivity to GWs.

Keywords: Gravitational wave astronomy (675) — Gravitational wave detectors (676) — Millisecond

pulsars (1062) — Pulsar timing method (1305) — Astronomy data analysis (1858)

1. INTRODUCTION

Pulsar timing arrays (PTAs) are designed to detect

low-frequency gravitational waves (GWs). GWs in-

duce small shifts in pulse times-of-arrival (TOAs), which

can be measured using a network of millisecond pul-

∗ NSF Astronomy and Astrophysics Postdoctoral Fellow
† NANOGrav Physics Frontiers Center Postdoctoral Fellow
‡ Deceased

sars (Sazhin 1978; Detweiler 1979; Hellings & Downs

1983). Several collaborations around the globe carry

out searches for GW signals using PTAs, including the

North American Nanohertz Observatory for Gravita-

tional waves (NANOGrav, Ransom et al. 2019), the Eu-

ropean PTA (EPTA, Desvignes et al. 2016), the Parkes

PTA (PPTA, Manchester et al. 2013), the Indian PTA

(InPTA, Joshi et al. 2018), the Chinese PTA (CPTA,

Lee 2016), and the MeerKAT PTA (MPTA, Miles

et al. 2023). Together, NANOGrav, EPTA, PPTA, and
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InPTA form the International PTA (IPTA, e.g., Verbiest

et al. 2016; Perera et al. 2019).

Evidence for a stochastic GW background (GWB)

at nanohertz frequencies has recently been presented

by NANOGrav (Agazie et al. 2023a, henceforth

NG15 GWB), EPTA + InPTA (EPTA Collaboration

et al. 2023a), PPTA (Reardon et al. 2023a), and CPTA

(Xu et al. 2023), with varying levels of signicance but

broadly consistent properties across data sets (Agazie

et al. 2024a, henceforth IPTA comp). This evidence

is based on the presence of a time-correlated, low-

frequency (red) noise process common to, and spa-

tially correlated between, all pulsars across the sky.

These spatial correlations follow the Hellings and Downs

(HD) curve, which is the denitive signature of an

isotropic GWB (Hellings & Downs 1983).

Among the next major milestones in PTA science is

to identify and characterize the source of the GWB,

which may be astrophysical, cosmological, or a combi-

nation of both (Burke-Spolaor et al. 2019; Mingarelli

& Casey-Clyde 2022). A likely source of the GWB is

the incoherent superposition of GWs produced by hun-

dreds of thousands of slowly inspiralling supermassive

black hole binaries (SMBHBs, e.g., Rajagopal & Ro-

mani 1995; Kelley et al. 2017; Agazie et al. 2023b, hence-

forth NG15 SMBHBs). More exotic sources of the back-

ground have also been proposed, such as early-universe

phase transitions, cosmic strings, and relic GWs from in-

ation (e.g., Caprini & Figueroa 2018; Afzal et al. 2023;

Vagnozzi 2023).

Each potential source may be distinguished using the

shape of the GWB spectrum inferred from PTA tim-

ing residuals (Lasky et al. 2016; Kaiser et al. 2022).

For instance, the simplest analytic model of the GWB

from SMBHB populations predicts a power-law tim-

ing residual spectrum (equation 6) with a spectral in-

dex γGWB = 133 (Phinney 2001). However, devia-

tions from this simplied spectrum may result e.g., from

more complicated models of SMBHB evolution (Sesana

2013; Kocsis & Sesana 2011; NG15 SMBHBs), discrete-

ness of the SMBHB population (Sesana et al. 2008;

NG15 SMBHBs), or resolvable single sources within the

PTA data set (Bécsy et al. 2023).

In order to measure the GWB spectrum as accu-

rately as possible, it is important to account for dier-

ent sources of noise aecting individual pulsars. Specif-

ically, either overtting (Hazboun et al. 2020a) or un-

dertting (Hazboun et al. 2020b; Zic et al. 2022) for

pulsar noise processes may bias inferences of a common

uncorrelated red noise (CURN) process, which encodes

the spectrum of the GWB without including interpul-

sar HD correlations (Arzoumanian et al. 2020; Romano

et al. 2021; Taylor et al. 2022). A promising approach to

accurately model pulsar noise, rst employed by Lentati

et al. (2016), is the creation of custom noise models

for each pulsar using Bayesian model selection methods.

Recently, Reardon et al. (2023b) found use of custom

pulsar noise models to signicantly inuence the recov-

ered spectral characteristics of the CURN in PPTA DR3

(Zic et al. 2023). Conversely, Chalumeau et al. (2022)

found that custom pulsar noise models have a minimal

eect on both the spectral characterization of the CURN

and the detection statistics for HD correlations using

the EPTA DR2 six pulsar data set (Chen et al. 2021).

These dierences suggest the importance of custom pul-

sar noise models for GWB analyses may vary depending

on the properties of the data set.

We turn our attention now to the NANOGrav 15

yr data set (Agazie et al. 2023c, henceforth NG15).

NG15 GWB; NG15 SMBHBs compared the inferred

GWB spectral parameters when changing the dispersion

measure (DM) model applied to all pulsars in NG15,

where DM variations introduce chromatic (radio fre-

quency dependent) timing noise. The choice of DM

model in NG15 was found to aect spectral parameter

inferences of the GWB, with a slightly higher AGWB

and lower γGWB predicted using the standard DM

model, DMX, than the alternative model, DMGP.

While the eect is minor (the 68% credible regions of

the 2D GWB posteriors overlap using both models,

NG15 GWB), the choice of model could still be conse-

quential for astrophysical inferences. It is therefore im-

portant to investigate the eect of these dierent models

on a deeper level.

Here we investigate how the choice of chromatic noise

model aects the achromatic red noise (ARN) in six

pulsars from NG15, noting that a GWB signal con-

tributes to a component of the ARN in each pulsar.

We specically compare the following three models: 1)

the standard noise model used by NANOGrav (DMX),

2) a noise model using Gaussian Processes (GPs) for

DM variations (DMGP), and 3) a new noise model using

GPs to account for additional chromatic noise alongside

DM (CustomGP), similar to the models used in EPTA

DR2 (Antoniadis et al. 2023, henceforth EPTA Noise).

We select PSRs J0613−0200, J1012+5307, J1600−3053,

J1713+0737, J1744−1134, and J1909−3744 as our focus

for this study since they are the same pulsars from the

EPTA DR2 six-pulsar data set (Chalumeau et al. 2022).

As a consistency check, we compare each pulsar’s noise

properties as inferred under the CustomGP model using

both NG15 and EPTA DR2. Since the astrophysical

noise in each pulsar ought to be consistent regardless of
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Category Term Denition

Acronyms

(General)

PTA, TOA, GWB Pulsar timing array, Time of arrival, Gravitational wave background

GP, MCMC Gaussian process, Markov chain Monte Carlo

PSD, NG15 Power Spectral Density, NANOGrav 15 yr dataset (Agazie et al. 2023c)

DM, ∆DM Dispersion measure, Deviation from ducial DM value

DMX/DMGP Piecewise-constant model/Fourier-basis GP model for DM estimation

Acronyms ISM, SW Interstellar medium, Solar wind

(Noise processes) ARN, RN, WN Achromatic red noise, red noise, white noise

DMX/DMGP/ Labels full pulsar noise model using DMX/DMGP/

CustomGP DMGP plus additional chromatic terms

NToA, Tpsr Number of TOAs, Total observation timespan of pulsar

∆t, δt Time delay (generic), Estimated time delay (Appendix D only)

Symbols δt⃗, ρ Timing residual vector (Section 4 only), Timing residual power

(General) b⃗/η⃗, Nfreqs GP coecient/hyperparameter vector, Number of frequencies in GP Fourier basis

B, N/U Bayes factor, Normal/Uniform distribution

E1,2 1st and 2nd exponential timing events in PSR J1713+0747

A/γ/f Spectral amplitude/index/frequency

Symbols ν, χ Radio frequency, Chromatic radio-frequency scaling index

(Model parameters) nEarth Estimated local electron number density

AE/τE/tE Amplitude/timescale/initial time of decaying exponential in PSR J1713+0747

Table 1. Denitions of terms and parameters commonly used throughout this work.

the data set (IPTA comp), we use the inconsistencies to

identify potential improvements to these noise models.

The paper is laid out as follows. In section 2 we de-

scribe the data used here. In section 3 we present details

on relevant noise processes aecting single pulsars. In

section 4 we describe the GP models we use. In sec-

tion 5 we present our results, starting with an overview

of how (and if) each pulsar’s ARN changes as a function

of the noise model, followed by a pulsar-by-pulsar noise

breakdown including our comparisons with EPTA DR2.

Finally, in section 6 we discuss our results and provide

recommendations for future analyses. Table 1 shows the

acronyms and symbols used in this paper.

2. DATA

2.1. The NANOGrav 15 yr data set

The NANOGrav 15 yr data set (NG15) contains ob-

servations of 68 millisecond pulsars with timespans rang-

ing from 3 to 15 years. NG15 is comprised of observa-

tions from three radio observatories: the Green Bank

Telescope (GBT), the Arecibo Observatory (AO), and

the Very Large Array (VLA). All six pulsars studied

here are observed by the GBT. PSR J1713+0747 in-

cludes additional observations from the AO, while PSRs

J1600−3053, J1713+0747, and J1909−3744 also include

observations from the VLA. The observations were col-

lected, reduced, and analyzed to produce a best t tim-

ing model, a set of narrowband and wideband TOAs,

and a conguration le for each pulsar (NG15). Here we

use the narrowband TOAs, which are derived from many

subbands of the radio observing bands. NG15 uses the

JPL DE440 solar system ephemeris (Park et al. 2021)

and the TT(BIPM2019) timescale in order to correct ob-

servatory and terrestrial clocks to an inertial reference

frame at the solar system barycenter.

2.2. EPTA DR2

EPTA DR2 (EPTA Collaboration et al. 2023b) was

rst made up of 6 millisecond pulsars (Chen et al.

2021) and later upgraded with more pulsars for a to-

tal of 25 millisecond pulsars and a maximum timespan

of 24 years. EPTA DR2 is comprised of observations

from six radio telescopes: the Eelsberg Radio Telescope

(EFF), Lovell Telescope (LT), Mark II Telescope (MK2),

Nançay Radio Telescope (NRT), Westerbork Synthesis

Radio Telescope (WSRT), and the Sardinia Radio Tele-

scope (SRT). All telescopes are also used in tied-array

mode to make observations as the Large European Array

for Pulsars (LEAP, Bassa et al. 2016). PSR J1909−3744

is only observed by the NRT and SRT due to its lower

declination, but the remaining ve pulsars are observed

by all six telescopes. The EPTA DR2 observations un-

dergo data reduction, combination, outlier, and timing

analyses to produce a nal timing model and set of nar-

rowband TOAs for each pulsar. EPTA DR2 uses the

JPL DE440 solar system ephemeris (same as NG15) and

the TT(BIPM2021) timescale.
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Figure 1. TOAs for six pulsars from the NANOGrav 15
yr data set (Agazie et al. 2023c) and EPTA DR2 (EPTA
Collaboration et al. 2023b), visualized as a function of time
and radio frequency. The radio frequencies used to collect
TOAs are important for determining how well each pulsar’s
chromatic noise can be constrained. Dashed lines are used
to mark the times of two known chromatic timing events in
PSR J1713+0747 (Lam et al. 2018).

EPTA Collaboration et al. (2023b) also presents mul-

tiple dataset versions, one of which excluded TOAs

which had not undergone coherent dedispersion and an-

other which included TOAs from InPTA DR1 (Taraf-

dar et al. 2022). While there are dierences between

the noise properties inferred using each dataset (see

EPTA Noise), we found the dierences were not sub-

stantial enough to change the conclusions of our com-

parison with NG15. As such, we compare our results to

EPTA DR2.

2.3. Dierences Between Data Sets

Figure 1 shows each pulsar’s TOAs from NG15 and

EPTA DR2, visualized as a function of time and fre-

quency. NG15 has fairly consistent multi-frequency cov-

erage over time and a low frequency oor of 724 MHz for

all six pulsars. Since EPTA DR2 has a longer timespan

and is comprised of more telescopes, its level of radio

frequency coverage is more varied. In particular, EPTA

DR2 includes TOAs down to 323 MHz from WSRT

for PSRs J0613−0200, J1012+5307, J1713+0747, and

J1744−1134, although not across the entire timespan.

These dierences in radio-frequency coverage will be-

come relevant when accounting for discrepancies in chro-

matic noise characterization between the two data sets,

since chromatic processes induced from the interstellar

medium introduce larger delays at low radio frequencies.

3. SINGLE PULSAR NOISE BUDGET

Here we discuss various sources of noise relevant to

millisecond pulsars, which form the basis of NG15. Most

pulsars experience rotational irregularities which mani-

fest as spin noise, an ARN process (Verbiest et al. 2009;

Cordes & Shannon 2010; Shannon & Cordes 2010). Spin

noise is found to be small in millisecond pulsars due to

their very small spin frequency derivatives, with notable

exceptions such as PSR B1937+21 (Shannon & Cordes

2010; Agazie et al. 2023d). Nevertheless, accounting

for spin noise is very important since the GWB also

manifests as an ARN process in single pulsars. Agazie

et al. (2023d) (henceforth NG15 Noise) nds that 12

pulsars in NG15 still have signicant detections of ARN

in the presence of a GWB signal. One of these 12, PSR

J1012+5307, is among the six we include here. The re-

maining ve pulsars display signicant ARN which does

not persist in the presence of a GWB signal using NG15,

i.e., these pulsars currently show little evidence for both

intrinsic spin noise and a GWB signal (NG15 Noise).

As such, changes to these ve pulsars’ ARN properties

could impact GWB inferences.

To maximize PTA sensitivity to GWs, it is also impor-

tant to account for chromatic noise. A major source of

chromatic noise comes from dispersion measure (DM)

variations (Rankin & Roberts 1971; You et al. 2007;

Jones et al. 2017). DM is dened as the integrated elec-

tron column density between the Earth and the pulsar,

DM =

 d

0

ne(l)dl, (1)

where ne is the free electron density, l denes the Earth-

pulsar line of sight, and d is the distance to the pulsar

(Lorimer & Kramer 2012). DM may undergo linear,

annual, and/or stochastic variations due to the chang-

ing line of sight through the ionized interstellar medium

(ISM, Lam et al. 2016; Jones et al. 2017) and the solar

wind (Madison et al. 2019; Tiburzi et al. 2021). DM
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introduces the following timing delay,

∆tDM=
e2

2πmec

DM

ν2
(2)

= (415 µs)


DM

10−3 pc cm−3


1 GHz

ν

2

, (3)

where ν is the radio frequency of the pulse. Millisec-

ond pulsars from NG15 have peak-to-peak DM varia-

tions ranging from ∆DM ∼ 10−4 − 10−2 pc cm−3 over

the full data timespan (Agazie et al. 2023c). As such,

the time delays introduced by DM variations often dom-

inate over ARN processes in millisecond pulsars.

The ν−2 dependence in equation 2 allows DM vari-

ations to be decoupled from other processes aecting

pulsar timing. However, a number of factors can system-

atically bias DM measurements, including asynchronous

measurements across radio frequency bands (Lam et al.

2015), nite observing bandwidths (Sosa Fiscella et al.

2024), or the presence of additional chromatic eects

(NG15 Noise). Inaccurate DM values may result in

ARN with a low spectral index γRN (Cordes & Shan-

non 2010; Lam et al. 2015; NG15 Noise), which may

reduce the pulsar’s sensitivity to GW signals.

A secondary source of chromatic noise is interstellar

scattering, which results from frequency-dependent re-

fraction of radio pulses through an inhomogeneous ISM

(Cordes & Rickett 1998; Hemberger & Stinebring 2008;

Lorimer & Kramer 2012). The rst order eect of scat-

tering is to delay the TOA by ∆t ∝ ν−4 for a Gaus-

sian inhomogeneity (Lang 1971) or ∆t ∝ ν−4.4 for a

Kolmogorov-turbulent medium (Romani et al. 1986).

However, this frequency scaling may vary more sub-

stantially depending on the geometry of the scattering

medium, with observed scalings ranging from ν−0.7 to

ν−5.6 for dierent pulsar lines of sight (Lewandowski

et al. 2015; Turner et al. 2021), and scalings predicted

as high as ν−6.4 from simulations (Shannon & Cordes

2017). While noise from time-variable scattering is not

expected to aect pulsar timing as strongly as DM vari-

ations, many high-DM pulsars have been observed by

NANOGrav with large scattering tails (Alam et al. 2021;

NG15 Noise). Unmitigated scattering variations may be

absorbed as excess WN, DM noise, ARN, or some combi-

nation thereof (Lentati et al. 2016; Shapiro-Albert et al.

2021; NG15 Noise).

Changes to the pulse prole itself also present a po-

tential source of noise in millisecond pulsars. These may

result e.g., from polarization calibration errors, scatter-

broadening of the pulse prole, or intrinsic changes in

the pulsar magnetosphere (NG15 Noise). Frequency-

dependence of pulse proles is already accounted for in

timing analyses using log-polynomial functions in fre-

quency, parameterized by FD (frequency-dependent)

parameters (NG15). However, these do not have

built in time-dependence. Brook et al. (2018) ob-

served long-term pulse prole variability in several pul-

sars from the NANOGrav 11 yr dataset (Arzouma-

nian et al. 2018). Of the pulsars we study here, PSR

J1713+0747 was identied to have high prole variabil-

ity on short timescales. Pulsars may also experience

transient changes to their pulse proles, with associated

delays to their timing residuals (Shannon et al. 2016;

Goncharov et al. 2021). A dramatic pulse prole change

took place for PSR J1713+0747 in early 2021 (Singha

et al. 2021), which introduced chromatic timing delays

scaling non-monotonically with radio frequency (Jen-

nings et al. 2024). While this event is not in NG15,

PSR J1713+0747 features two weaker chromatic timing

events at earlier times (Lam et al. 2018), with evidence

of associated changes to the pulse prole found in one

or both events (Goncharov et al. 2021; Lin et al. 2021).

Chromatic noise is not typically mitigated prior to

TOA generation in PTA pipelines, but it can be in-

cluded in the noise model as a GP. Existing alterna-

tives include wideband (Pennucci et al. 2014; Liu et al.

2014) and prole domain timing (Lentati et al. 2017),

where chromatic noise mitigation is applied at a dier-

ent stage. NANOGrav’s standard noise model mitigates

DM variations using DMX timing model parameters,

which t for the DM value at each observation epoch

comprised of multi-band observations (Demorest et al.

2013; NANOGrav Collaboration et al. 2015; Agazie et al.

2023c). An alternative to DMX is to treat DM varia-

tions as a red noise process, using the formalism of Gaus-

sian Processes (DMGP, e.g., Lentati et al. 2014; van

Haasteren & Vallisneri 2014; IPTA comp), alongside a

solar wind model (e.g., Hazboun et al. 2022). Often

a power-law prior is imposed on the DM power spec-

tral density (PSD), constraining how the DM variations

may vary over time. This choice is physically motivated

by Kolmogorov turbulence in the ISM, which predicts

a power-law PSD for DM variations with γDM = 83

(Keith et al. 2013).

Meanwhile, time-variable scattering is not always

modeled explicitly. A power-law GP model with a ν−4

frequency scaling was rst introduced by Lam et al.

(2018) to mitigate possible scattering delays in PSR

J1713+0747. Since then, this GP model has been com-

monly used as a rst-order correction for scattering

delays (e.g., Goncharov et al. 2021; Chalumeau et al.

2022; Srivastava et al. 2023). Hereon, we refer to the

ν−4 GP as a scattering-like chromatic noise process,

since other unmodeled chromatic processes could hypo-

thetically result in preference for this model during the
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Bayesian analysis. Alternatively, one could attempt to

mitigate scattering without assuming a particular fre-

quency scaling, or search for a generic chromatic noise

process, by tting red noise processes isolated to sin-

gle radio frequency observing bands (i.e., band noise;

Lentati et al. 2016; Goncharov et al. 2021; Chalumeau

et al. 2022.)

Additional chromatic noise processes not considered

here include decorrelation of pulse jitter over radio fre-

quency (Lam et al. 2019), frequency-dependent DM

due to multipath propagation eects (Cordes et al.

2016), and low-level radio frequency interference. While

these processes may introduce additional timing er-

rors, they are also dicult to measure and expected

to primarily aect the white noise level in most pul-

sars (NG15 Noise). The ionosphere may also become a

signicant source of noise at very low radio frequencies

(ν < 100 MHz, de Gasperin et al. 2018).

4. GAUSSIAN PROCESS MODELS

We contextualize our models throughout this work in

the framework of GPs. GPs are exible mathematical

models which represent a series of values y⃗ (e.g., pulsar

timing residuals) as samples from a multivariate Gaus-

sian distribution,

p(y⃗) = N (m⃗,C), (4)

where m⃗ is the mean vector and C is the covariance

matrix (Rasmussen & Williams 2006). GPs are par-

ticularly useful for modeling stochastic signals in astro-

nomical time series, as otherwise unknown information

about the functional form of the stochastic signal is rep-

resented by the o-diagonal elements of C (Aigrain &

Foreman-Mackey 2023).

We summarize the implementation of GPs used in

PTA analyses (e.g., van Haasteren & Vallisneri 2014;

Taylor 2021; NG15 Noise). Our set of timing residu-

als δt⃗ are represented as a combination of determinis-

tic terms (comprising the mean vector m⃗), white noise

terms, and rank-reduced terms (which are themselves

GPs). The white noise and rank-reduced GPs are used

to build the covariance matrix as

C = N+TBTT  (5)

Here N is a block-diagonal white noise matrix. T is a

(NTOA × Nb) design matrix containing a series of Nb

basis functions. B = ⟨⃗b⃗bT ⟩ is a diagonal matrix en-

coding the variance of GP coecients b⃗, which are given

Gaussian (hyper)priors p(⃗b|η⃗) = N (0,B(η⃗)) with hyper-

parameters η⃗. We rst obtain hyperparameter posteri-

ors p(η⃗|δt⃗) using MCMC sampling, while marginalizing

over p(⃗b|η⃗). We subsequently draw samples of our GP

coecients from the conditional probability distribution

p(⃗b|η⃗, δt⃗) (see e.g., Laal et al. 2023; Meyers et al. 2023).

Next we dene the components of our noise model

which we apply to all six pulsars. Additional determin-

istic signals applied only to PSR J1713+0747 are pre-

sented in section 4.5.

4.1. Red noise

Chromatic and achromatic RN processes are dened

as rank-reduced GPs using a sine-cosine Fourier basis

(Lentati et al. 2013). The PSD of the Fourier coecients

b⃗ are parameterized by a power law prior with hyperpa-

rameters η⃗ = A, γ (van Haasteren & Levin 2013),

SRN(fi)=
A2

RN

12π2


fi

yr−1

−γRN

yr3 (6)

Here we use a log-uniform prior log10 U(10−18, 10−10) to

sample A, and a uniform prior U(0, 7) to sample γ. We

set the frequencies of the Fourier basis as integer mul-

tiples of the reciprocal of the pulsar’s observation time

fi = iTpsr, where i = 1, 2, 3, , Nfreqs, where 2Nfreqs

is the size of the Fourier basis, and Tpsr is the pulsar’s

observation timespan.

We also model ARN using a free-spectral PSD,

where the power at each frequency fi is a separate pa-

rameter ρi (Lentati et al. 2013). To match EPTA Noise,

we use a log-uniform prior log10 U(10−10, 10−4) to sam-

ple each ρi (in units of s). This method is useful to gauge

the presence of noise across the spectrum, without mak-

ing any assumptions about the form of the PSD.

To specify chromatic noise, we scale the Fourier basis

by a frequency-dependent factor,

TRN → TRN

 ν

1400 MHz

−χ

, (7)

where ν is the radio frequency and χ is the chromatic

index (Goncharov et al. 2021). We select larger val-

ues of Nfreqs for chromatic processes, which generally

have shallow spectra and are more easily decoupled from

white noise at higher frequencies than ARN. We use the

following values of these parameters by default: χ = 0,

Nfreqs = 30 for ARN; χ = 2, Nfreqs = 100 for DM noise;

and χ = 4, Nfreqs = 150 for scattering-like chromatic

noise. The base values for Nfreqs are chosen for consis-

tency with other PTA literature, where Nfreqs = 30(100)

for ARN (DM noise) is a common, albeit arbitrary,

choice, and Nfreqs = 150 was the only value favored for

scattering-like noise in Chalumeau et al. (2022).

We also calculate Bayes factors (Kass & Raftery 1995)

comparing a model with red noise versus a model with-

out red noise. We use these red noise Bayes factors,
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BRN, to quantify the statistical evidence for each red

noise process under the given modeling assumptions.

We calculate each BRN using the Savage-Dickey den-

sity ratio (Dickey 1971), approximated as the prior-

to-posterior ratio at the lower bound of the prior dis-

tribution (log10 ARN = −18). In many cases, BRN

cannot be calculated using the Savage-Dickey approx-

imation due to lack of MCMC samples consistent with

log10 ARN = −18. In these cases we place a lower limit

of log10 BRN > 3, as they correspond to a statistically

signicant detection of red noise.

4.2. Solar wind

The solar wind (SW) may contribute substantially to

DM variations as the Earth-Pulsar line of sight cuts

through dierent regions of the heliosphere over the

course of each year (Lommen et al. 2006). For a time-

independent 1r2 SW density prole, the SW’s contri-

bution to DM variations goes as

DMSW = nEarth(1 AU)
π − θi
sin θi

, (8)

where nEarth is the SW free electron density at 1 AU,

and θi is the angle between the Earth-Sun line of sight

and the Earth-Pulsar line of sight (Splaver et al. 2005).

For pulsars close to the ecliptic, sin θi may become very

small at the nearest conjunction of the Sun and the pul-

sar, leading to larger and more peaked annual spikes in

the DM time series (Madison et al. 2019; Hazboun et al.

2022).

We include this SW model as a deterministic signal

in our Bayesian analysis, with nEarth t independently

for each pulsar using a uniform prior U(0, 30) in units

of cm−3. Modications to this model can be made to

account for time-dependent or non-spherical SW den-

sity proles (You et al. 2007; Hazboun et al. 2022). As

such, we emphasize this model acts only as a rst-order

correction for SW eects. Similarly as for red noise, we

use the Savage-Dickey density ratio to calculate Bayes

factors, gauging how sensitive each pulsar is to detecting

the SW (see Appendix A).

4.3. Timing model perturbations

To account for covariances between noise model pa-

rameters and timing model parameters, we vary a lin-

ear approximation of the timing model (van Haasteren

& Levin 2013). The linearized timing response from

perturbations to each of the best t timing model pa-

rameters make up the timing model design matrix (van

Haasteren 2013; Taylor 2021). The coecients b⃗ cor-

responding to the amplitude of these perturbations are

given Gaussian priors of eectively innite variance to

mimic improper uniform priors.

When using DMX timing model parameters, these

priors ensure the DM estimated at each epoch is con-

strained only by the t to the data. When instead

modeling DM variations as a red noise process, we re-

move the DMX parameters and replace them with the

DM1 and DM2 timing model parameters, which param-

eterize a linear and quadratic trend in DM over time

(Lentati et al. 2014). These are needed to account for

long timescale DM variations below the fundamental fre-

quency f1 = 1Tpsr of the DM red noise process.

4.4. White noise

TOA uncertainties are initially estimated based on ra-

diometer noise, which aects the pulse prole signal-

to-noise ratio (Lorimer & Kramer 2012). We model

white noise by modifying these estimated uncertain-

ties using three parameters: EFAC (F), EQUAD (Q),

and ECORR (J ). These parameters are designed to

model errors in estimates of template-matching uncer-

tainties, independent measurement noise, and pulse jit-

ter (Cordes & Downs 1985; Cordes & Shannon 2010) re-

spectively. An independent set of these parameters are

t for each unique receiver/backend pair (NG15 Noise).

Mathematically, these eects are represented in the fol-

lowing elements of N,

⟨ni,µnj,ν⟩=F2
µ(σ

2
i δi,jδµ,ν +Q2

µδi,jδµ,ν)

+J 2
µ δe(i),e(j)δµ,ν , (9)

where i, j label each TOA, µ, ν label each re-

ceiver/backend pair, e(i), e(j) label all TOAs within the

same observation epoch, and σi are the original TOA

errors. The Jµ terms make N a block-diagonal ma-

trix, whose inverse we calculate using the Sherman-

Morrison formula. To match EPTA Noise, we use a uni-

form prior U(01, 5) for all Fµ and a log-uniform prior

log10 U(10−9, 10−5) in units of s for all Qµ and Jµ.

4.5. PSR J1713+0747 chromatic events

PSR J1713+0747 has exhibited unusual timing events

near MJDs 54750 and 57510 (Keith et al. 2013; Demor-

est et al. 2013; Lam et al. 2018). These events each man-

ifest as sudden dip in the apparent DM value which

gradually returns back to a previous level. GP analy-

ses of PSR J1713+0747 (e.g., Lam et al. 2018; Hazboun

et al. 2020b; Goncharov et al. 2021) have modeled these

noise transients using decaying exponential functions,

∆t = −AEΘ(tE) exp


− t

τE

 ν

1400 MHz

−χE

, (10)

where AE is the amplitude, Θ(tE) is a Heaviside step

function centered at the initial time of the event, τE is
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the decay timescale, χE is the chromatic scaling index,

and ν is the radio frequency. We further refer to each

dip as E1 and E2 respectively. We use log-uniform priors

log10 U(10−10, 10−2) for AE1,2
and log10 U(100, 103.5) for

τE1,2
. We use uniform priors U(54650, 54850) for tE1

and

U(57490, 57530) for tE2
. We treat the chromatic indices

χE1,2
in two ways: 1) we hold them at xed χE1,2

= 2

to model E1,2 as DM events (Lam et al. 2018), and 2)

we sample χE1,2
with a uniform prior U(0, 7); see e.g.,

Goncharov et al. (2021); Chalumeau et al. (2022).

4.6. Composite Models

DMX RN (achromatic); TM (DMX); WN

RN (achromatic, DM);

DMGP SW; TM (DM1, DM2); WN;

DM exp. dips (J1713+0747 only)

RN (achromatic, DM, scattering-like);

CustomGP SW; TM (DM1, DM2); WN;

custom exp. dips (J1713+0747 only)

Table 2. The three noise models we use for each pulsar
from NG15. Bolded terms indicate key changes from one
noise model to the next. Model components are detailed
throughout section 4.

Table 2 summarizes the set of three composite noise

models we apply to these six pulsars in NG15, la-

beled DMX, DMGP, CustomGP. DMX labels the standard

NANOGrav noise model which includes white noise,

ARN, and DMX parameters. DMGP labels a model in

which DMX parameters are removed and replaced with

the following components: a DM red noise GP, the DM1

& DM2 parameters, and the deterministic solar wind

model, as well as deterministic exponential dips scaling

as ∆t ∼ ν−2 for PSR J1713+0747. We use the com-

parison of DMX and DMGP to assess if DMX parameters

produce similar results as time-correlated DM models

for these pulsars.

CustomGP extends the DMGP model by including ad-

ditional non-dispersive chromatic noise processes used

by EPTA Noise for pulsars from EPTA DR2. Namely,

CustomGP includes the addition of a χ = 4 scattering-

like chromatic red noise process for all pulsars. It also

uses Nfreqs = 150 for ARN in PSR J1012+5307 and

for DM noise in PSR J1909−3744 as these processes fa-

vored a large number of Fourier modes in EPTA Noise.

Furthermore, the chromatic indices χE1,2
of the deter-

ministic dips in PSR J1713+0747 are allowed to vary as

free parameters instead of being xed to χE1,2
= 2.

Accounting for all of these eects, our CustomGPmodel

tests for the same extent of noise processes as included

in the EPTA Noise. However, CustomGP is not quite

equivalent to the models from EPTA Noise. This is

partly due to intrinsic dierences between NG15 and

EPTA DR2. For instance, we do not use the same val-

ues of Nfreqs for red noise processes as were selected in

EPTA Noise. Each data set features a dierent observa-

tion timespan and cadence for each pulsar, therefore the

values Nfreqs favored for pulsars from EPTA DR2 are

unlikely to be optimal for the same pulsars from NG15.

Instead, we ensure the ARN and chromatic noise spectra

extend to at least the same high-frequency cuto fmax =

NfreqsTpsr as the favored models from EPTA Noise.

One additional dierence is, where EPTA Noise xes

nEarth = 79 cm−3 (Madison et al. 2019), we allow it

to vary as free parameter for each pulsar separately.

Furthermore, EPTA Noise only includes scattering-like

chromatic noise for PSR J1600−3053, and does not in-

clude ARN for PSR J1600−3053, while we have both

ARN and scattering-like chromatic noise processes in

the six NG15 pulsars using CustomGP. To account for

these dierences, we modied the favored models from

EPTA Noise to include ARN, include scattering-like

chromatic noise, and t nEarth as a free parameter for

all six pulsars using EPTA DR2. These modications

were made to ensure fair comparison with NG15 using

CustomGP, but this does not noticeably alter the ARN

parameter estimation results from EPTA Noise.

5. RESULTS

Table 3 presents the medians and 68.3% Bayesian

credible intervals (1-σ regions) of inferred noise parame-

ters and Bayes Factors for each noise process. These are

tabulated for our six pulsars in NG15 under the three

dierent noise models: DMX, DMGP, and CustomGP. Bolded

parameter values indicate cases where going from one

model to the next results in a discrepancy (signicant at

a >1-σ level) between noise parameters. Bolded Bayes

factors indicate cases where the Bayes factor changed by

over an order of magnitude, i.e., if the detection signi-

cance of a noise process has substantially dropped. The

inferred solar wind electron density from each pulsar is

reported in Appendix A. Interestingly, using NG15 we

nd the presence of χ = 4 scattering-like chromatic noise

is supported by a Bayes factor log10 Bchrom ≥ 26 for

all six pulsars using model CustomGP, despite a signi-

cant scattering-like chromatic noise detection in only one

pulsar from EPTA DR2 (PSR J1600−3053, Chalumeau

et al. 2022; EPTA Noise). For several pulsars, these

chromatic noise amplitudes are substantially higher us-

ing NG15 than the upper limits set using EPTA DR2.

Including scattering-like chromatic noise in CustomGP

changes the estimated DM noise parameters by >1-σ for

PSRs J0613−0200 and J1012+5307. A deeper investiga-

tion comparing with measurements of pulse broadening
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Pulsar

Signal/Parameter Model J0613−0200 J1012+5307 J1600−3053 J1713+0747 J1744−1134 J1909−3744

DMX −13.8+0.3
−0.4 −12.64+0.06

−0.06 −13.5+0.2
−0.6 −14.1+0.1

−0.1 −14.1+0.4
−0.6 −14.5+0.3

−0.4

log10 A DMGP −13.8+0.2
−0.3 −12.81+0.07

−0.07 −14.5+0.8
−0.9 −14.1+0.1

−0.2 −14.3+0.4
−0.6 −14.6+0.3

−0.4

CustomGP −14.2+0.4
−0.6 −12.85+0.05

−0.05 −14.2+0.5
−0.7 −14.7+0.3

−0.5 −15.2+1.0
−1.8 −14.7+0.3

−0.4

Achromatic

Red Noise

DMX 3.1+0.9
−0.7 0.8+0.3

−0.3 1.7+1.6
−0.8 2.6+0.5

−0.4 3.6+1.4
−1.2 4.1+1.0

−0.9

γ DMGP 3.1+0.8
−0.6 1.1+0.3

−0.3 3.8+2.0
−1.9 2.6+0.5

−0.4 3.8+1.4
−1.2 4.1+1.0

−0.8

CustomGP 4.0+1.3
−1.0 1.2+0.2

−0.2 3.9+1.7
−1.4 3.5+1.2

−0.9 3.5+1.9
−2.1 4.4+1.0

−0.8

DMX > 3 > 3 2.4 > 3 2.1 > 3

log10 B DMGP > 3 > 3 > 3 > 3 1.6 > 3

CustomGP > 3 > 3 1.7 > 3 −0.1 > 3

log10 A
DMGP −13.38+0.04

−0.04 −13.17+0.05
−0.04 −13.12+0.05

−0.05 −13.82+0.05
−0.05 −13.46+0.04

−0.04 −13.63+0.04
−0.04

CustomGP −13.7+0.1
−0.3 −14.1+0.6

−2.3 −13.20+0.08
−0.11 −13.80+0.05

−0.05 −13.55+0.07
−0.11 −13.67+0.04

−0.04

DM
γ

DMGP 1.9+0.2
−0.2 1.4+0.2

−0.2 2.2+0.2
−0.2 1.8+0.2

−0.2 1.5+0.2
−0.2 1.5+0.1

−0.1

Noise CustomGP 2.8+0.7
−0.4 2.6+1.9

−0.9 2.6+0.3
−0.2 1.9+0.2

−0.2 1.7+0.4
−0.2 1.6+0.2

−0.1

log10 B
DMGP > 3 > 3 > 3 > 3 > 3 > 3

CustomGP > 3 0.1 > 3 > 3 > 3 > 3

Scattering-like log10 A CustomGP −14.01+0.05
−0.06 −13.75+0.05

−0.06 −13.59+0.05
−0.05 −14.22+0.06

−0.05 −14.23+0.09
−0.13 −14.67+0.09

−0.09

Chromatic γ CustomGP 1.5+0.2
−0.2 1.5+0.2

−0.2 1.6+0.2
−0.2 1.3+0.2

−0.2 1.3+0.4
−0.3 0.5+0.3

−0.3

Noise log10 B CustomGP > 3 > 3 > 3 > 3 3.0 2.6

Table 3. Estimated noise parameters and Bayes factors for six pulsars in NG15 under all three modeling
assumptions. Noise parameters are presented using the median and 68.3% Bayesian credible intervals (referenced here as
1-σ regions), and Bayes factors indicating statistical detection signicance of the given signal are calculated from our posterior
distributions using the Savage-Dickey approximation. If a parameter is bolded, that means the parameter’s 1-σ region estimated
under the current model is inconsistent with the 1-σ region estimated under the previous model (from one row above). If a
Bayes factor is bolded, that means the Bayes factor estimated under the current model is at least an order of magnitude dierent
from the Bayes factor estimated under the previous model.

or scintillation would be needed to conrm the origin of

these variations.

To complement Table 3, Figure 2 shows the 2D pos-

terior distributions for log10 ARN and γRN for our six

pulsar sample of NG15, under all three modeling as-

sumptions. All contours enclose 68.3% (1-σ) and 95.4%

(2-σ) 2D credible intervals. NG15 Noise showed that

out of these six pulsars, only PSR J1012+5307 shows

evidence for additional ARN on top of a GWB signal.

To highlight this, the GWB parameters, inferred from

NG15 GWB using the DMX model, are also shown in Fig-

ure 2. With the exception of PSR J1012+5307, the ARN

and GWB parameters are similar for every pulsar, indi-

cating the GWB makes up a substantial portion of these

pulsars’ ARN budget.

We rst consider how the recovered ARN parameters

are aected by switching from DMX to DMGP. Each model

results in notably dierent ARN posteriors for PSRs

J1012+5307 and J1600−3053, but no major dierences

for the remaining pulsars (Figure 2). The change to

log10 ARN for PSR J1012+5307 is signicant at a >1-σ

level (Table 3). These ndings coincide with much larger

dierences in DM recovery for PSRs J1012+5307 and

J1600−3053 than the remaining pulsars (Appendix B).

Transitioning from DMX to CustomGP yields further

changes to the single-pulsar ARN parameters. In gen-

eral, switching to CustomGP results in lower log10 ARN

and higher γRN (Figure 2), consistent with the eects

of using custom chromatic models As a counterexam-

ple, PSR J1600−3053 favors a slightly higher log10 ARN

going from DMGP to CustomGP. Overall, the ARN prop-

erties of PSR J1909−3744 remain the most similar un-

der all three models. Meanwhile, PSR J1713+0747’s

change is the most dramatic, as it experiences a sig-

nicant (>1-σ) decrease to log10 ARN and supports a

much broader range of γRN values. Furthermore, PSR

J1713+0747’s ARN parameters using DMX and DMGP are

highly constrained near the GWB parameters measured

in NG15 GWB, but become less consistent with the

measured GWB parameters when using CustomGP, fa-

voring instead a lower amplitude and higher spectral

index. Notably, the alternative noise model used in

NG15 GWB, which included the CustomGP model for

PSR J1713+0747 alongside DMGP for the remaining

pulsars, also resulted in a shift towards lower amplitude

and higher spectral index of the common noise. As such,

our results signpost PSR J1713+0747’s noise model as

a strong contributor to this change. However, the GWB

parameter inference is dependent on information from
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Figure 2. Accounting for non-dispersive chromatic noise using the CustomGP model noticeably aects achromatic
red noise posteriors for multiple pulsars within NG15. Posterior distributions for the six pulsars’ ARN parameters
using the DMX (solid purple), DMGP (dashed green), and CustomGP (solid blue) models. Since the GWB makes up a portion of
all pulsars ARN budget, the GWB parameters inferred from NG15 GWB using the DMX model for all pulsars is included in
gray. The inferred ARN posteriors change the most substantially for PSRs J1713+0747 and J1012+5307 using CustomGP. PSRs
J0613−0200, J1600−3053, and J1744−1134 also feature noticeable changes to their ARN parameters at a less signicant level.
PSR J1909−3744’s ARN parameters are the least aected the choice of noise model. The apparent shift of PSR J1713+0747’s
ARN parameters away from the inferred GWB parameters indicates its choice of noise model is likely to aect GWB spectral
characterization.

61 additional pulsars not studied here. As such, a direct

quantication of these impacts on GWB characteriza-

tion will require a more careful analysis using the full

PTA, which is the subject of an upcoming work.

To assess the performance of the models, we next

compare the following cases on a pulsar-by-pulsar ba-

sis: 1) DMX applied to NG15, 2) CustomGP applied to

NG15, and 3) CustomGP applied to EPTA DR2. We

do not include the model DMGP in this comparison as it

is intermediary to the more disparate models DMX and

CustomGP (although we do compare DM estimates us-

ing DMX and DMGP in Appendix B). We present a separate

gure for each pulsar (starting from Figure 3), display-

ing parameter posterior parameters, spectra, and time-

domain GP realizations for ARN, DM variations, and

χ = 4 scattering-like chromatic noise. For model DMX

we display only ARN and the time series of DMX pa-

rameters. Time-domain realizations of DM variations

using CustomGP include all stochastic and deterministic

contributions to DM to allow fair comparison with the

DMX time series. Spectra and time-domain realizations

are visualized using medians and 68% (1-σ) Bayesian

credible intervals, each computed from 100 GP realiza-

tions. In cases where the 68% regions were dicult to

make out by eye, we additionally added the 95% regions,

distinguished from the 68% regions with a dierent plot

style. Furthermore, since EPTA DR2 has a longer times-

pan than NG15 for several pulsars (Figure 1), this can

result in diering ARN properties between EPTA DR2

and NG15 for the same pulsar. To provide a more useful

comparison to NG15, we generated time-domain realiza-

tions from EPTA DR2 using the full data timespans for

each pulsar, but excised the portion of the realizations

before the start of the NG15 timespans. We then t

out a quadratic in the shortened ARN realizations from

EPTA DR2 to account for the covariance between ARN

and pulsar spindown which could not have been resolved
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Figure 3. PSR J0613−0200 – A variation in the achromatic red noise, uniquely observed using NG15, is
mitigated using CustomGP. Noise properties are displayed by column: posterior parameter distributions (left), spectra (middle),
and time-domain GP realizations (right). Noise types are displayed by row: ARN (top), DM variations (middle), and scattering-
like chromatic noise with χ = 4 (bottom). Data/model in use are displayed by color: NG15 using DMX (purple), NG15 using
CustomGP (blue), and EPTA DR2 (yellow). All chromatic noise spectra are referenced to a delay at 1400 MHz. A variation
present in the time-domain ARN realizations near MJD 56000 using DMX is now absorbed by the chromatic noise model using
CustomGP. This ARN variation is not present in EPTA DR2. The ARN spectrum is steeper and more consistent with EPTA
DR2 when applying CustomGP. An annual trend in the time series of DMX parameters is now absorbed by the scattering-like
chromatic model using CustomGP. However, the scattering-like chromatic noise amplitude from NG15 is above the upper limit
set by EPTA DR2.

using NG15. All chromatic noise spectra are referenced

to a delay at 1400 MHz.

5.1. PSR J0613−0200

Applying CustomGP to PSR J0613−0200 results in a

steeper ARN spectrum than using DMX (Figure 3). In

the time-domain ARN realizations, this change corre-

sponds to a variation just before MJD 56000 becoming

at when using CustomGP. When applying CustomGP,

this variation is classied as chromatic, as variations of

similar width appear in the DM and scattering-like chro-

matic variations, with opposite sign. It is plausible that

this variation was falsely characterized as achromatic us-

ing DMX, as no such variation is present in EPTA DR2

ARN (Chalumeau et al. 2022; IPTA comp), nor does

it appear to be present in ARN from PPTA DR2 (Gon-

charov et al. 2021) or PPTA DR3 (Reardon et al. 2023b;

IPTA comp). Switching to CustomGP for also reduces

the Bayes Factor for excess power in PSR J0613−0200’s

ARN free spectrum just above a frequency of f = 1/yr

(Figure 11, Appendix C). EPTA Noise notably does not

favor the inclusion of any Fourier modes at or above

f = 1/yr.

The DMX time series for PSR J0613−0200 shows evi-

dence of annual sinusoidal variations, which could result

from a steep DM gradient along the line of sight as the

Earth orbits around the Sun (Keith et al. 2013; Jones

et al. 2017). This annual DM trend manifests using both

DMX and DMGP (Appendix B). However, when applying

model CustomGP, the annual DM trend disappears and

instead manifests in the scattering-like chromatic noise.

This is evidenced by a peak at f = 1 yr−1 in the poste-
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Figure 4. PSR J1012+5307 – Each noise model fails to mitigate anti-correlations between chromatic noise and
a shallow-spectrum achromatic red noise process in NG15. J1012+5307 features a peculiar shallow-spectrum ARN
process, modeled in CustomGP using Nfreqs = 150, following Chalumeau et al. (2022). Using CustomGP, NG15 and EPTA DR2
have the same ARN spectral index and share many common features in the time domain, including sharp spikes nears MJDs
56100 and 58350. However, the NG15 ARN spectrum features excess power near 50 nHz, which is not seen in EPTA DR2. ARN
variations near MJD 55000 and MJD 56000 are anti-correlated with chromatic variations using NG15, and the scattering-like
chromatic noise detection made by NG15 is also well above the upper limit set by EPTA DR2. See the Figure 3 caption for
panel descriptions.

rior scattering-like chromatic noise spectrum (Figure 3).

An annual scattering trend is supported by measure-

ments of annual scintillation arc variability in this pul-

sar (Main et al. 2020, 2023; Liu et al. 2023). However,

no annual chromatic noise in J0613−0200 appears to be

present using EPTA DR2 (Chalumeau et al. 2022). Fur-

thermore, the scattering-like chromatic noise parameters

estimated using NG15 lie above the upper limit set by

EPTA DR2, as evidenced by the lack of overlap in their

scattering-like chromatic noise parameters and spectra.

This discrepancy warrants further investigation, as the

inclusion of χ = 4 chromatic noise is entirely responsible

for the changes to PSR J0613−0200’s ARN properties.

5.2. PSR J1012+5307

PSR J1012+5307 uniquely features a shallow ARN

spectrum, present at a much higher amplitude than the

GWB across the spectrum (NG15 Noise). Increasing the

number of ARN Fourier modes Nfreqs → 150 in model

CustomGP (Chalumeau et al. 2022) results in a slightly

steeper, more constrained ARN spectrum, since power

is now spread across more frequencies (Figure 4). The

posteriors for γRN are almost an exact match for NG15

and EPTA DR2. In the time-domain ARN realizations

there are many features common to both data sets, in-

cluding sharp and sudden delays near MJDs 56100 and

58350. However, log10 ARN is higher for NG15 than

EPTA DR2. Furthermore, NG15 Noise showed that

PSR J1012+5307 features excess noise at f ∼ 50 nHz.

Here this is produced as a bump in the NG15 ARN spec-

tra using both DMX and CustomGP, but this bump is not

present in the EPTA DR2 ARN spectrum.

Using both DMX and CustomGP, we notice simultane-

ous, anti-correlated variations in both the time-domain

ARN and chromatic noise realizations, particularly near

MJD 55000. Where DMX features simultaneous ARN and
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Figure 5. PSR J1600−3053 – Achromatic red noise is highly sensitive to the chromatic noise parameters, which
are inconsistent between NG15 and EPTA DR2. CustomGP mitigates short-timescale chromatic noise, resulting in a
steeper ARN spectrum than DMX. NG15 and EPTA DR2 both agree on the presence of strong DM and scattering-like variations,
but the scattering-like chromatic noise amplitude and DM noise spectral index are both lower using NG15. In the time-domain,
several chromatic features are present in both data sets, but neither data set agrees on whether the DM or scattering-like
chromatic term should mitigate them. See the Figure 3 caption for panel descriptions.

DM variations, CustomGP shows simultaneous ARN and

χ = 4 scattering-like chromatic variations, with little

support for power law DM noise (Table 3). The anti-

correlated nature of these chromatic and achromatic

variations is highly unusual, and signies a high chance

of chromatic mismodeling (see Appendix D). To diag-

nose the issue using CustomGP, we highlight a sudden

achromatic delay near MJD 56000, which corresponds

to a sudden advance in the scattering-like chromatic

noise at the same time. At ν = 800 MHz, the me-

dian chromatic advance near MJD 56000 corresponds to

∆tchrom ∼ −336 µs, which is nearly the same amplitude

as the achromatic delay near MJD 56000 (∆tARN ∼ 371

µs). As such, at the time of the event, both noise pro-

cesses together (∆tchrom+∆tARN) eectively cancel out

in the lowest frequency band. The achromatic delay re-

mains in the higher radio frequency bands, while the

inferred chromatic delay decays down to |∆t| < 360 ns

at ν > 1400 MHz. Interestingly, no evidence for these

anti-correlated variations is observed using EPTA DR2.

Additionally, the scattering-like chromatic noise param-

eters are in major tension, as log10 Achrom from NG15 is

over an order of magnitude larger than the upper limits

set by EPTA DR2.

5.3. PSR J1600−3053

The choice of chromatic noise model has a notice-

able eect on the inferred ARN parameters (Figure 2).

DMX detects a shallow-spectrum ARN process, while the

spectrum is much steeper using CustomGP. In the time-

domain, short-timescale ARN uctuations with DMX are

replaced by short-timescale scattering-like chromatic

variations (with opposite sign) using CustomGP. This is

especially clear near MJDs 55000, 56500, 57800, and

58000. The sign change may result from the DM model

overcompensating for an unmodeled scattering delay at

low radio frequencies (see Appendix D for an exam-

ple of this). Interestingly, the ARN spectrum is not

only steeper using CustomGP, but amplied at the lowest

Fourier mode (Figure 5, top panel). This begins to raise
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Figure 6. PSR J1713+0737 – Simultaneous achromatic red noise and DM variations near the second transient
timing event are decoupled using CustomGP. The times of events E1 and E2 are indicated by the dashed lines. Using DMX,
E2 manifests as a dip in both the NG15 DMX time series and time-domain ARN realizations. Modeling E2 in CustomGP using
a free chromatic index successfully decouples this event from both the ARN and DM noise. This lowers the value of log10 ARN

and widens the posterior on γRN. However, the ARN and scattering-like chromatic noise parameters in NG15 are in tension
with EPTA DR2. See the Figure 3 caption for panel descriptions.

the power law ARN posteriors inferred using CustomGP

above the upper limits from EPTA DR2.

Both NG15 and EPTA DR2 agree on the pres-

ence of χ = 4 scattering-like chromatic noise in PSR

J1600−3053 with log10 Bchrom > 22. However, Fig-

ure 5 shows the chromatic noise parameters estimated

by NG15 and EPTA DR2 using CustomGP are not consis-

tent. EPTA DR2 favors a scattering-like chromatic noise

spectrum with a similar spectral index but a higher am-

plitude than NG15. Meanwhile, NG15’s DM noise spec-

trum deviates from a pure power law, as it is similar

to EPTA DR2 below 10 nHz but becomes more shal-

low past 10 nHz. In the time-domain, several events

(a spike near MJD 57500, a large bump between MJDs

55200 and 56500, and a dip near MJD 56700) are char-

acterized as scattering-like chromatic events by EPTA

DR2 but as DM events by NG15, or vice versa. These

discrepancies suggest a PSR J1600−3053 could benet

from a modied chromatic noise model, e.g., a model

with a varied radio-frequency dependence.

5.4. PSR J1713+0747

Using CustomGP, PSR J1713+0747’s ARN parameters

change signicantly (log10 ARN by >1-σ; Table 3) over

the use of DMX and DMGP. We nd that allowing χE2

to vary as a free parameter in CustomGP is directly re-

sponsible for this change. Figure 6 shows at the time

of E2 there is a noticeable dip in both the DMX time

series and the time-domain ARN realizations, i.e., the

ARN and DM variations are coupled at the time of

E2. Allowing χE2
to vary successfully decouples the

event from the ARN and DM variations, as evidenced

by the lack of excess noise in the time-domain ARN and

DM realizations at the time of E2 using CustomGP. Fur-

thermore, the power in the 8th frequency bin of PSR

J1713+0747’s ARN free spectrum experiences a major

drop in detection signicance when using CustomGP (Ap-

pendix C, Figure 11). This may be relevant for GWB

characterization, as the 8th frequency bin of the GWB

free spectrum has been identied as a driver in push-
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Figure 7. Posterior distributions for PSR J1713+0747’s exponential dip parameters inferred using model CustomGP with both
NG15 and EPTA DR2, where the dashed line indicates χ = 2 as expected for DM variations. Both data sets provide consistent
estimates on the second dip (E2) model parameters but dier in characterization of the rst dip (E1).

ing the the t for γGWB to lower values (NG15 GWB;

Agazie et al. 2024b).

Despite using the same models for NG15 and EPTA

DR2 with CustomGP, there are several inconsistencies

between the two data sets. For one, the recovered

scattering-like chromatic noise parameters using NG15

are above the upper limit set by EPTA DR2. Further-

more, the recovered ARN amplitude is lower in NG15

than EPTA DR2. IPTA comp report a similar discrep-

ancy between NG15 and a version of EPTA DR2 with-

out legacy data at the 1.4-σ level. The comparison of

ARN realizations shows that the ARN is less consistent

between the two datasets prior to MJD 57000, while it

is more consistent after MJD 57000. Understanding the

nature of these dierences may be useful to improve PSR

J1713+0747’s noise modeling in the future.

Figure 7 shows posterior distributions for the expo-

nential dip model parameters, inferred using both NG15

and EPTA DR2. For E1, EPTA DR2 favors a high

amplitude, short decay timescale, and a chromatic in-

dex χE1
= 42+1.1

−1.0, whereas NG15 favors a lower ampli-

tude, longer recovery timescale, and a chromatic index

χE1
= 30+0.3

−0.3. The NG15 E1 posteriors also have long

tails and are covariant, requiring a larger amplitude and

a smaller chromatic index as the decay timescale be-

comes smaller. The inconsistent characterization of E1

between data sets is explained by the uneven properties

of each data set near tE1
. EPTA DR2 features multiple

TOAs from the NRT, WSRT, and EFF with an aver-

age cadence of ∼3.5 days, but only at 1400 MHz and

above. NG15 features lower frequency (800 MHz) TOAs

at MJD 54765 from the GBT, but these are not followed

up with higher frequency (1400, 2300 MHz) TOAs from

the GBT and AO until MJD 54819.

The NG15 and EPTA DR2 posteriors for E2 are more

consistent with each other, only featuring dierences in

their variances (Figure 7, right side). NG15 includes

many subbanded TOAs and thus a high radio frequency

resolution near tE2
, which explains why its posterior on

χE2
is more constrained than EPTA DR2. The chro-

matic index of E2 is χE2
= 11+0.5

−0.5 using EPTA DR2

and χE2
= 137+0.09

−0.09 using NG15. These values are

also consistent with χ = 115+0.18
−0.19 estimated by Gon-

charov et al. (2021) using PPTA DR2, supporting the

proposal therein that these events originate from the

pulsar’s magnetosphere. Furthermore, the observation

that 0 < χE2
< 2 critically explains why this event

manifests as both excess ARN and DM noise using the

models DMX and DMGP.

5.5. PSR J1744−1134

We begin by noticing some dierences in the ARN

properties of EPTA DR2 and NG15 when using DMX.

Specically, in the top middle panel of Figure 8, the

ARN spectrum using NG15 with DMX is at a higher am-

plitude than the spectrum using EPTA DR2 across the

region of frequency space where the spectra overlap. In

the time-domain, there are peaks and troughs in NG15’s
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Figure 8. PSR J1744−1134 – Use of CustomGP reduces the discrepancy in achromatic red noise characterization
between NG15 and EPTA DR2. When applying CustomGP to NG15, the detection of ARN is reduced to an upper limit.
This improves the consistency in ARN characterization between data sets, as indicated by their ARN spectra. However, the
detection of scattering-like chromatic noise in NG15 is above the upper limit set by EPTA DR2. See the Figure 3 caption for
panel descriptions.

ARN realizations near MJDs 54000 and 58000 which are

not present using EPTA DR2. Note that PSR J1744-

1134’s ARN is dominated in EPTA DR2 by the lowest

frequency bin, which would manifest in the time-domain

as a single sinusoidal trend if using the EPTA DR2 data

from before MJD 53000 (Chalumeau et al. 2022).

Using CustomGP reduces the ARN Bayes Factor and

the median amplitude of ARN over both the models DMX

and DMGP (Table 3). In particular, the dip in the ARN re-

alizations near MJD 58000 using DMX is now absorbed by

the DM variations using CustomGP, with a corresponding

bump in the scattering-like chromatic noise to counter-

balance. As a result, the ARN properties are also now

more consistent with EPTA DR2 (Figure 8). That said,

the new ARN posteriors still overlap entirely with the

ARN posteriors inferred under models DMX and DMGP (as

well as the GWB posteriors), as such the ARN process

detected using DMX is not ruled out. Information from

additional frequency bands in future datasets will help

us better decouple and understand these signals.

The χ = 4 scattering-like chromatic noise detected

in NG15 is also above the upper limits set by EPTA

DR2. This discrepancy appears to be less signicant

in PSR J1744−1134 than the other pulsars, as the

scattering-like chromatic noise spectra of NG15 and

EPTA DR2 still overlap at the lowest Fourier modes

(Figure 8). However, the time-domain scattering-like

chromatic noise realizations allowed by EPTA DR2 do

not line up with the NG15 scattering-like chromatic

noise realizations.

5.6. PSR J1909−3744

Unlike the preceding pulsars, there is very little change

to PSR J1909−3744’s ARN parameters when switching

from DMGP to CustomGP, aside from a very minute in-

crease in γRN (Table 3). There is also no change to

PSR J1909−3744’s free spectrum below f = 1 yr−1

(Appendix C, Figure 11). This indicates the inferred

ARN signal in PSR J1909−3744 is robust to the choice

of chromatic noise model. The ARN is also extremely

consistent with EPTA DR2 (Figure 9).
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Figure 9. PSR J1909−3744 – Achromatic red noise is robust to the choice of chromatic noise model. PSR
J1909−3744’s ARN in NG15 experiences little to no change going from DMX to CustomGP, indicating any errors in chromatic
noise mitigation are small and decoupled from ARN. ARN characterization is also remarkably consistent between NG15 and
EPTA DR2. Spikes in the NG15 time series for scattering-like chromatic noise are also observed near annual DM cusps,
indicating they likely originate from the heliosphere. See the Figure 3 caption for panel descriptions.

Using CustomGP, the NG15 DM noise spectrum fea-

tures an excursion from the power law prior at f = 1

yr−1, indicating support for an annual DM process. We

also detect χ = 4 scattering-like chromatic variations in

PSR J1909−3744, characterized by a nearly at spec-

trum (γchrom = 05+0.3
−0.3). This was also found by Sri-

vastava et al. (2023) using InPTA DR1 (Tarafdar et al.

2022). While EPTA DR2 does not detect a signicant

scattering-like noise process, this introduces no tension

with NG15, since the NG15 scattering-like chromatic

noise posteriors are below the EPTA DR2 upper lim-

its. The NG15 time-domain scattering-like chromatic

noise realizations feature three sharp spikes that all

align with annual DM cusps from the deterministic solar

wind model. This suggests either that the scattering-

like chromatic model is capturing scattering variations

from within the heliosphere, or that it is compensating

for excess DM from a time-variable solar wind electron

density.

6. SUMMARY AND DISCUSSION

We compare three dierent chromatic noise models on

a subsample of six pulsars from NG15. Since ve out of

these six pulsars ARN processes are spectrally similar

to the GWB signal (NG15 Noise), we pay special atten-

tion to the model-dependence of the ARN. Out of these

ve, PSR J1713+0747 is the only pulsar whose ARN

parameters change signicantly (at a >1-σ level) using

the CustomGP model over the DMX model. The change is

directly linked to the modeling of its non-dispersive chro-

matic timing event near MJD 57510 (Lam et al. 2018;

Hazboun et al. 2020b). Since the GWB spectrum in-

ferred in NG15 GWB is similar to the ARN in just PSR

J1713+0747 using DMX, this change is likely to impact

GWB spectral characterization.

Alongside PSR J1713+0747, several of these pulsars

favor steeper ARN spectra under the CustomGP models.

This result is unsurprising, since we detect excess non-

dispersive chromatic noise in these pulsars, and unmiti-

gated chromatic noise is expected to result in low spec-

tral index ARN (Cordes & Shannon 2010; NG15 Noise).

However, both NG15 GWB and Reardon et al. (2023b)
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found preference for steeper GWB spectra using al-

ternative pulsar noise models similar to the DMGP and

CustomGPmodels used here. Since the GWB spectrum is

used to inform astrophysical interpretations of the signal

(Phinney 2001; NG15 SMBHBs; Agazie et al. 2024b),

we plan to continue exploring eects of chromatic noise

models on the full PTA in an upcoming work. Fur-

thermore, it will be worth investigating if mitigation of

excess chromatic noise in the dataset could improve the

measurements of Hellings and Downs cross-correlations

between pulsar pairs, as suggested by Di Marco et al.

(2024).

It is also interesting that the changes to the ARN

properties under the CustomGP model are much smaller

in some pulsars (e.g., PSR J1909−3744) than in oth-

ers. As such, it is possible that applying the CustomGP

model on some pulsars could have little to no impact

on GWB analyses, even if CustomGP provides a better

t to the pulsar’s TOAs. In a future work, the im-

pact of the choice of noise model for individual pulsars

on GWB characterization could be assessed e.g., from

factorized likelihood methods (Taylor et al. 2022; Lamb

et al. 2023). This could then be used to expand upon ex-

isting model selection methods (e.g., Lentati et al. 2016;

Hazboun et al. 2020a; Goncharov et al. 2021) by only

using custom noise models for pulsars that measurably

impact GWB spectral characterization (or other results

of interest). Since the CustomGP model is more compu-

tationally expensive than the DMX model, this could help

reduce the computational burden of cross-correlation

analyses of the GWB (which require simultaneous anal-

ysis of all pulsars) with custom noise models.

Custom pulsar noise models are also useful tools to

study ISM processes. For instance, the distribution of

γDM values can be used to assess if the ISM is consistent

with the model of Kolmogorov turbulence, which pre-

dicts γDM = 83 (Keith et al. 2013; Lentati et al. 2016;

Goncharov et al. 2021). Here we nd γDM < 83 when

using DMGP for these six pulsars in NG15. However, for

PSRs J0613−0200 and J1600−3053, consistency with

γDM = 83 improves using CustomGP (Table 3). Sep-

arating DM variations into a stochastic GP and a SW

component is also very useful for estimating the SW

electron density, nEarth (Appendix A, Madison et al.

2019; Hazboun et al. 2022; Kumar et al. 2022; Rear-

don et al. 2023b). Since the model we use here assumes

nEarth is constant, a time-variable SW will still induce

excess noise in the DM noise spectrum at harmonics of

f = 1 yr−1 (Hazboun et al. 2022). We observe this here

for PSR J1909−3744, and expect this eect to be much

more pronounced for pulsars close to the ecliptic. Intro-

ducing an additional GP to vary nEarth over time is a

promising method to mitigate this eect (Hazboun et al.

2022; Niţu et al. 2024).

To validate our results, we compare the inferred

ARN properties from both NG15 and EPTA DR2 us-

ing the CustomGP model, which is based on the fa-

vored models from EPTA Noise. This analysis com-

plements IPTA comp, who have also compared pulsar

noise properties from recent PTA data sets using the

same noise models. For most pulsars, we nd the in-

ferred ARN properties are consistent using CustomGP.

Furthermore, applying CustomGP instead of DMX to

three pulsars in NG15 (PSRs J0613−0200, J1012+5307,

and J1744−1134) alleviated some discrepencies in ARN

characterization between the two data sets. This

strengthens our condence the model CustomGP is im-

proving ARN estimation for these pulsars. However,

PSRs J1600-3053 and J1713+0747 is an exception: the

ARN detected using NG15 is lower in amplitude than

the ARN detected using EPTA DR2. This discrepancy

was already found by IPTA comp, but here we conrm

its existence using the CustomGP model. EPTA Noise

also recover similarly high ARN amplitudes for PSR

J1713+0747 using both alternative versions of EPTA

DR2. Analysis of a future combined data set (IPTA

DR3) may help resolve this inconsistency and assess any

potential impacts on GWB inferences. It would also be

useful to extend the comparison to other datasets, e.g.,

by applying the PPTA DR3 noise models (Reardon et al.

2023b) to the NG15 data and comparing the results.

This comparison of data sets reveals another major

discrepancy in the scattering-like chromatic noise: four

out of six pulsar’s scattering-like noise amplitudes es-

timated using NG15 are above the upper limits set

by EPTA DR2. Throughout this work we have used

∆t ∝ ν−χ with χ = 4 to describe scattering-like chro-

matic noise. However, an index χ < 4 may resolve

the above discrepancy. We suggest this because the

scattering-like chromatic noise detected using NG15 is

only above the upper limit set by EPTA DR2 for pulsars

where EPTA DR2 contains low radio frequency (∼ 300

MHz) TOAs from the WSRT (Figure 1). If these low-

frequency TOAs are responsible for ruling out a χ = 4

scattering-like noise process, a lower chromatic index

would likely reduce the delay at the lowest radio frequen-

cies and therefore raise the upper limits in EPTA DR2.

Supporting evidence for scattering scaling indices χ < 4

has been found in several past studies (Lewandowski

et al. 2015; Levin et al. 2016; Turner et al. 2021), and

the scaling indices may also vary over time (Bansal et al.

2019; Liu et al. 2022). Other chromatic processes, such

as low-level prole variations, also need not have χ = 4

dependence or even a power-law dependence on radio
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frequency. If the scattering-like chromatic noise GP is

absorbing some additional chromatic process, this is also

a viable explanation for the discrepancy. Ultimately, the

χ = 4 scattering-like chromatic noise GP is still a valu-

able phenomenological component of the noise model,

as it is still favored with a large Bayes factor for all six

pulsars.

In particular, we suggest that cases of chromatic

noise processes displaying time-correlations with one

another, or competing with each other, may high-

light cases of chromatic mismodeling. Assuming a two-

radio-frequency measurement of the TOA, modeled as

an ARN and DM process, an excess achromatic delay

will be introduced with the opposite sign of any unmod-

eled scattering delay (Appendix D). This occurs since

the unmodeled scattering delay is primarily absorbed

by the DM model, rather than the ARN. We suggest

this is potentially taking place for PSRs J0613−0200

and J1600−3053 in NG15, as based on our comparisons

of the ARN and chromatic noise realizations using the

DMX and CustomGP models. We similarly nd that in-

complete modeling of the 2nd chromatic event (E2) in

PSR J1713+0747 (which is found to have a chromatic

index of χ = 137+0.09
−0.09) results in excess ARN and DM

noise at the exact time of the event. Furthermore, we

nd using both DMX and CustomGP that the ARN and

scattering-like chromatic noise in PSR J1012+5307 dis-

play anti-correlations over time. The behavior is con-

sistent with the presence of a χ < 0 chromatic process

as explored at the end of Appendix D. Its unknown to

us what type of physical process this may correspond

to, however this idea is supported by EPTA Noise, who

found χ = −065+0.46
−0.41 after a free-chromatic analysis of

PSR J1012+5307 from the joint EPTA DR2 and InPTA

DR1 dataset (Tarafdar et al. 2022; EPTA Collaboration

et al. 2023b).

The GP models used here could benet from further

advances, several of which we will test on more pul-

sars from NG15 in an upcoming work. As discussed, it

will be important to assess the evidence of time-variable

scattering at chromatic indices other than χ = 4. This

could be assessed using a GP with χ as a free vari-

able (e.g., Goncharov et al. 2021; Srivastava et al. 2023;

EPTA Noise). Furthermore, for pulsars close to the

ecliptic, it will be important to implement more sophis-

ticated GP models for time-variability of the SW density

(e.g., Hazboun et al. 2022; Niţu et al. 2024). GP models

could also help mitigate other eects such as frequency-

dependent jitter (Lam et al. 2019; Kulkarni et al. 2024),

frequency-dependent DM variations due to multipath

propagation (Cordes et al. 2016), or nonstationary noise

(Ellis & Cornish 2016). Performing white noise model

selection (e.g., Srivastava et al. 2023; Miles et al. 2023) or

including additional ARN processes at high uctuation

frequencies (Reardon et al. 2023b) may also reduce the

noise oor at higher GW frequencies. Additionally, PSR

J1713+0747 displayed a dramatic pulse prole change in

early 2021 (Singha et al. 2021), which introduced tim-

ing delays that scale non-monotonically with radio fre-

quency (Jennings et al. 2024). Mitigating this event at

the level of timing residuals would require a more so-

phisticated chromatic model than those previously used

for PSR J1713+0747.

We highlight that the six pulsars we investigate here

are only a small subsample of the full NG15 dataset,

and are not necessarily representative of the whole.

Many pulsars (e.g., PSRs B1937+21 and J1903+0327)

have very dierent noise properties due either to fac-

tors intrinsic to the pulsar or to its location in the ISM

(NG15 Noise). Pulsars closer to the ecliptic will be im-

pacted more strongly by the choice of solar wind model

(Tiburzi et al. 2021). Many pulsars in NG15 also have

shorter timespans than the six we study here. Addi-

tionally, all six pulsars here have been observed by the

GBT, while many pulsars in NG15 have been primarily

observed by the AO. As such, investigating more pulsars

should reveal new discoveries about the implications of

chromatic noise modeling choices.

Finally, upcoming data set improvements are very

promising for chromatic noise mitigation prospects. The

GBT has been upgraded with the VErsatile GBT Astro-

nomical Spectrometer (Bussa & VEGAS Development

Team 2012) and an ultra wide bandwidth receiver capa-

ble of observations up to 3.8 GHz. Work is underway to

install a cyclic spectroscopy backend at the GBT, with

the goal to instantly remove scattering eects before any

further timing analysis has taken place (Dolch et al.

2021; Turner et al. 2023). Even if scattering cannot be

removed in some pulsars, the high frequency resolution

enabled by cyclic spectroscopy can allow more accurate

regular measurement of a pulsar’s scintillation band-

width, and thus the scattering delay (Dolch et al. 2021).

CHIME/Pulsar will also provide observations in a 400-

800 MHz bandwidth with daily cadence (CHIME/Pulsar

Collaboration et al. 2021). Taken together, these de-

velopments should allow for highly precise modeling of

DM and other chromatic processes in future NANOGrav

data sets. Finally, a future IPTA data set (IPTA DR3)

will combine data from all PTAs together to maximize

the data cadence, timing baselines, sky coverage, and

eective radio frequency coverage achievable using cur-

rent data sets. This will allow excellent mitigation of

chromatic noise processes and further improve PTA sen-

sitivity to GWs.
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NG15 DMGP NG15 CustomGP EPTA DR2

PSR ELAT (◦) nEarth (cm−3) log10 BSW nEarth (cm−3) log10 BSW nEarth (cm−3) log10 BSW

J0613−0200 -25.4 2.7+1.3
−1.3 −0.2 1.8+1.3

−1.1 −0.8 3.3+2.6
−2.1 −0.5

J1012+5307 38.8 8.6+4.9
−4.5 0.2 4.7+4.3

−3.2 −0.4 6.4+1.9
−1.9 1.3

J1600−3053 -10.1 6.2+0.8
−0.8 > 3 5.2+0.9

−0.9 > 3 2.9+0.7
−0.7 2.6

J1713+0747 30.7 4.9+0.6
−0.6 > 3 5.9+0.8

−0.8 > 3 4.0+1.0
−1.1 1.7

J1744−1134 11.8 4.1+0.5
−0.5 > 3 4.2+0.5

−0.5 > 3 3.2+0.7
−0.7 2.5

J1909−3744 -15.2 3.7+0.4
−0.4 > 3 3.8+0.4

−0.4 > 3 3.3+0.4
−0.4 > 3

Table 4. Comparisons of solar wind electron density parameters and Bayes factors from each pulsar and model/data set
combination: NG15 with DMGP, NG15 with CustomGP, and EPTA DR2. Parameters are presented using the median and 68.3%
Bayesian credible intervals (referenced here as 1-σ regions), and Bayes factors are calculated from our posterior distributions
using the Savage-Dickey approximation.

A. SINGLE-PULSAR SOLAR WIND ELECTRON DENSITY ESTIMATES

We estimate the SW electron density at 1 AU (nEarth) independently for each pulsar using our time-independent,

1r2 density prole SW model. PTA estimates of nEarth have been performed more comprehensively elsewhere (e.g.,

Madison et al. 2019; Hazboun et al. 2022; Reardon et al. 2023b), but we report our own estimates of nEarth to detail

the similarities and dierences among the models and data sets considered here. Table 4 compares nEarth medians

and 68.3% credible intervals (1-σ regions) as well as log-scaled SW Bayes factors (log10 BSW) estimated using NG15

(under models DMGP and CustomGP) and EPTA DR2 for each pulsar. For reference, we also show the ecliptic latitude

(ELAT) value for each pulsar, since the SW introduces a larger DM correction for pulsars closer to the ecliptic. PSRs

J0613−0200 and J1012+5307 are relatively far from the ecliptic, and low values of log10 BSW indicate the SW is not

well-detected using these pulsars. Meanwhile, PSR J1713+0747 is more precisely timed and has more TOAs, so it can

still constrain the SW despite having ELAT= 307◦.
Switching from DMGP to CustomGP results in slight changes to the estimated nEarth parameters. These changes are

most signicant for PSRs J1600−3053 and J1713+0747, as the median value of nEarth estimated under CustomGP lies

just outside the 68.3% credible interval under DMGP. The nEarth estimates are fairly consistent using NG15 and EPTA

DR2, although for PSRs J1600−3053, J1713+0747, J1744−1134, and J1909−3744, nEarth estimates are slightly higher

using NG15. Estimates of nEarth from NG15 and EPTA DR2 are the most dierent for PSR J1600−3053. However,

this dierence in PSR J1600−3053 could be related to the dierent chromatic noise properties estimated using NG15

and EPTA DR2 (section 5.3).

B. COMPARISON OF DM TIME SERIES

In Figure 10 we compare DM(t) values as estimated under DMX and DMGP for the six pulsars in NG15. The top

panels show the estimated deviations to each pulsar’s ducial DM value over time, in units of 10−3 pc cm−3. These

are represented by the time series of DMX parameters using the DMX model, and 100 GP realizations of DM variations

using the DMGP model. Qualitatively, both DM models produce similar trends for all pulsars, especially once transient

events in PSR J1713+0747 are accounted for using DMGP (Lam et al. 2018; Wang et al. 2019; Hazboun et al. 2020b).

The bottom panels of Figure 10 show the dierence between the medians of each estimated DM value over time,

∆DM. These are calculated by subtracting the medians of the time-domain DM realizations from the DMX time series.

We report the root-mean-square ∆DM for each pulsar. We nd ∆DM RMS > 10−4 pc cm−3 for PSRs J1012+5307 and

J1600−3053, while ∆DM RMS < 10−4 pc cm−3 for the remaining pulsars. DM estimation errors are known to induce

deviations to TOAs at innite radio-frequency (Cordes & Shannon 2010; Lam et al. 2015), therefore the larger ∆DM

RMS values in PSRs J1012+5307 and J1600−3053 help explain why only only these two pulsars have signicantly

dierent ARN parameters using DMX and DMGP (Table 3, Figure 2). There are also some subtle time-correlations in

each pulsar’s ∆DM, which may be useful to study in future analyses.

C. ACHROMATIC RED NOISE FREE SPECTRA

We generate Bayesian power spectra for each pulsar using a free-spectral PSD, which allows the power in each

frequency bin to vary as a free parameter (Lentati et al. 2013). In Figure 11 we compare the power spectra for all

six pulsars using DMX and CustomGP. The top panels show the posteriors for the log-scaled RMS timing residual power

log10 ρi at each frequency fi, alongside a power law using the maximum likelihood values of log10 ARN and γRN from

each model. The bottom panels show the log-scaled Bayes factors log10 Bi for the presence of excess power in each
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Figure 10. Comparison of DM variations (∆DM) recovery using the two models DMX and DMGP, for each pulsar. Both models
recover qualitatively similar trends in DM for all pulsars, however the dierence in estimated DM values is largest for PSRs
J1012+5307 and J1600−3053. Top panels: Time series of DMX parameters (black) superimposed with 100 DM GP realizations
(turquoise). Bottom panels: Dierence in estimated DM over time and root-mean-squared dierence between ∆DM values.

frequency bin, measured using the Savage-Dickey density ratio (Dickey 1971). These may be interpreted as a measure

of the consistency of each ρi with zero excess power. In cases where there are a lack of samples consistent with

log10 ρi = −10, we set a lower limit of log10 B > 17.

The choice of chromatic noise model inuences the free spectra of all six pulsars. These changes are most inter-

esting for PSRs J1713+0747 and J1909−3744 since they each have the lowest residual RMS power overall. For PSR

J1713+0747, the changes to log10 Bi indicate the change to ρ8 (the 8th frequency bin) is most consequential for the

changes to this pulsar’s ARN properties. For PSR J1909−3744, the free-spectra inferred using both models are nearly

identical at low frequencies below f = 1yr; above f = 1yr, CustomGP reduces the RMS power at a few frequencies.

D. SYSTEMATIC ERRORS FROM UNMODELED CHROMATIC EFFECTS

We demonstrate how unmodeled chromatic eects may bias estimates of ARN and DM variations in a simplied

analytic case (see also Lentati et al. 2016; Lam et al. 2020; Sosa Fiscella et al. 2024). For simplicity, we will assume a

TOA is measured only at two radio frequencies, ν0 and ν1, where ν1 > ν0. Let us dene the true frequency-dependent

timing delay ∆t(ν) from ARN, DM, and scattering as

∆t(ν)=∆tARN +∆tDMν̃−2 +∆tchromν̃
−χ,

where ν̃ is a dimensionless frequency scaled to some reference frequency νref, ∆tARN is the delay from achromatic

processes (i.e., spin noise or GWs), ∆tDM is the delay due to DM at the reference frequency νref, ∆tchrom is the delay

due to scattering at the reference frequency νref, and χ is the scattering scaling index. We may assume that χ = 4,
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Figure 11. Power spectra and Bayes Factors using a free-spectral PSD for each pulsar, under the two models: DMX and
CustomGP. Top panels show the posteriors for the log-scaled residual power log10 ρi at each frequency, in units of excess timing
delay. Bottom panels show log-scaled Bayes factors log10 Bi indicating the statistical signicance of excess power in each
frequency bin. For each pulsar, changes to ρi are isolated to a few key frequencies, but still inuence the inferred power law
noise parameters (Figure 2).

however this calculation works for any χ > 2. We will assume our two frequencies ν0 and ν1 are widely separated,

such that ∆tARN is small (in comparison to chromatic errors) at ν0,

∆t(ν0)=∆tARN +∆tDMν̃−2
0 +∆tchromν̃

−χ
0

∼=∆tDMν̃−2
0 +∆tchromν̃

−χ
0 ,

and ∆tchrom is small at ν1,

∆t(ν1)=∆tARN +∆tDMν̃−2
1 +∆tchromν̃

−χ
1

∼=∆tARN +∆tDMν̃−2
1 
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Now we estimate the time delay by modeling it as the sum of only a DM and an achromatic process. We will dene

the total estimated delay as

δt(ν)= δtARN + δtDMν̃−2,

where δtARN and δtDM are the estimated ARN and DM delays. Again we will write this down at our two frequencies

ν0 and ν1, assuming δtARN is small at ν0,

δt(ν0)= δtARN + δtDMν̃−2
0

∼= δtDMν̃−2
0 ,

while at ν1 we have exactly

δt(ν1)= δtARN + δtDMν̃−2
1 

If we have only measured the TOA at ν0 and ν1, then our two model parameters δtDM and δtRN can perfectly t our

data such that δt(ν0) = ∆t(ν0) and δt(ν1) = ∆t(ν1). We can then use the measurement at ν0 to determine how the

estimated DM delay δtDM relates to the true delays,

δt(ν0)=∆t(ν0),

δtDMν̃−2
0 =∆tDMν̃−2

0 +∆tchromν̃
−χ
0 ,

δtDM=∆tDM +∆tchromν̃
−(χ−2)
0 

Meanwhile, we can use the measurement at ν1 to determine how the estimated achromatic delay relates to the true

delays,

δt(ν1)=∆t(ν1),

δtARN + δtDMν̃−2
1 =∆tARN +∆tDMν̃−2

1 ,

δtARN=∆tARN +∆tDMν̃−2
1 − (∆tDM +∆tchromν̃

−(χ−2)
0 )ν̃−2

1

=∆tARN −∆tchromν̃
−(χ−2)
0 ν̃−2

1 

This shows if there is an unmodeled scattering delay with χ > 2, the DM will be shifted by ∆tchromν̃
−(χ−2)
0 , while the

achromatic delay will be shifted by−∆tchromν̃
−(χ−2)
0 ν̃−2

1 . In other words, unmodeled scattering variations may manifest

as an excess ARN process proportional to the true scattering-induced delay with an opposite sign. Additionally, the

excess achromatic delay will tend to zero as ν̃1 becomes very large. While this result is based on a simplied model

of the TOA with measurements at only two radio frequencies, it is possible this eect may still arise in real data. A

more rigorous quantication will be left for future work.

One can also perform a similar calculation in the case of an unmodeled chromatic process with 0 < χ < 2. The

result is the DM and achromatic delays will each be overestimated as:

δtDM=∆tDM +∆tchromν̃
2−χ
0 ,

δtARN=∆tARN +∆tchromν̃
−2
1


ν̃2−χ
1 − ν̃2−χ

0




The dierence ν̃2−χ
1 − ν̃2−χ

0 will always be positive for χ < 2. For a hypothetical chromatic process with χ < 0,

δtDM=∆tDM −∆tchromν̃
−χ
1 ν̃20 ,

δtARN=∆tARN +∆tchromν̃
−χ
1 

This shows that an unmodeled chromatic process with 0 < χ < 2 may manifest as excess DM and achromatic delays

with the same sign, whereas if χ < 0 then the excess DM and achromatic delays will again have opposite sign.
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