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a b s t r a c t

We present SfM Flow, a Blender add-on that provides a toolset for the evaluation of three-dimensional
reconstructions obtained form images. 3D reconstruction is increasingly becoming popular and, to
date, many techniques are available to perform it. Choosing which technology to use for a specific
3D reconstruction task can be resource and time-consuming. By using this tool it is possible to create
images of a virtual 3D scene, perform 3D reconstructions starting from the generated images using
Structure from Motion pipelines, and evaluate the accuracy of the obtained 3D reconstruction. The
evaluation is carried out comparing the 3D reconstruction with the virtual scene’s geometry, that
constitutes an exact ground truth, without the need for complex setup and dedicated hardware for
the acquisition of a real scene. Furthermore, SfM Flow includes support for different lighting, depth of
field, and motion blur setups, thus allowing to stress the 3D reconstruction pipelines under common
critical conditions.
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1. Motivation and significance
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anging from professional to casual use. The 3D reconstruction
rocess captures the geometry and appearance of a single object
r an entire scene. It finds use in many areas such as computer
raphics and animation, virtual and augmented reality, video
ame assets creation, diagnostic imaging, Computer-Aided Design
CAD), virtual tours, and mobile 3D reconstruction apps. Various
oftware, algorithm, and hardware solutions are available to per-
orm 3D reconstructions; among them are popular the passive 3D
econstruction methods that make use of classical bi-dimensional
GB images, without the need of using specific hardware.
In this work, we focus on Structure from Motion (SfM)

1–4], which is a passive 3D reconstruction technique that given
set of images portraying the same scene from different view-
oints, can recover the pose of the cameras used for acquisition,
nd reconstruct the geometry as a sparse point cloud. The SfM
ipeline is made up of different processing steps. Various al-
orithms are available for each of these steps, and it is thus
ossible to build different solutions to fit specific needs. Choosing
etween different methods usually requires performing some test
econstructions of a 3D scene and comparing the results with the
eometry ground truth. Such a ground truth should have a high
recision and is usually acquired with high-end devices such as
D scanners.
In the literature, evaluation of SfM pipelines is often made on

ata specifically acquired to test the designed pipeline and algo-
ithms [5]. The data is not always made available to the research
ommunity making it difficult to perform comparisons. Although
vailable datasets exist (e.g. [6]) they may lack some character-
stics that are needed to highlight the peculiarities of different
D reconstruction solutions. The need for ad-hoc real scenes as
eference models for the evaluation process is restrictive and not
lways feasible.
For these reasons we propose SfM Flow, an add-on for Blender

hat allows rapid and efficient evaluation and comparison of
ifferent 3D reconstruction pipelines. SfM Flow allows the gen-
ration of datasets to stress the pipelines under different condi-
ions of lighting, multiple camera effects, and scene complexity.
he data are generated from synthetic scenes that provide a
nown geometry and allow an easy, and precise, evaluation of
he reconstruction.

To the best of our knowledge, SyB3R [7] is the only similar
ool supporting synthetic dataset creation for 3D reconstruction.
ecently, a few rendering engines started providing API to inter-
ct with them [8,9], mainly for machine learning tasks and none
f them is specifically designed for 3D reconstruction. Existing
ynthetic datasets [10,11] are usually generated using rendering
ngines and application-specific automation scripts that lack flex-
bility. To exploit the features of SfM Flow, it is usually necessary
se multiple software to manually build and render a synthetic
ataset, run a 3D reconstruction pipeline and perform a recon-
truction evaluation. SfM Flow supports the complete workflow
n a single package.

. Software description

SfM Flow is an add-on for Blender that focuses on providing an
asy to use toolkit for the evaluation of 3D reconstructions per-
ormed starting from images. This add-on covers both the steps
equired for image generation and for reconstruction evaluation.
n order to facilitate the use of the tool, each phase of the eval-
ation is made available in the user interface as a separate tool.
he images are rendered from a custom virtual 3D scene, thus
llowing the simulation of a variety of acquisition setups without
equiring the use of dedicated hardware for the acquisition of the
eal scene(s).

2.1. Software architecture

SfM Flow is an add-on for the 3D modeling and render-
ing software Blender, and thus its architecture is mainly con-
strained by the coding style of Blender. SfM Flow is structured
as a python module in which the main components are split into
sub-modules. An ‘‘operators’’ sub-module implements the main
functionalities as Blender’s operators, the ‘‘panels’’ sub-module
groups the user interface elements. The ‘‘utils’’ module contains
the shared code used across multiple add-on’s functionalities.
Finally, an asset folder contains the textures used by the add-
on during the initialization step to create the concrete looking
ground of the scene. In this folder are also present a template
flags file used by the Theia [12] 3D reconstruction library and a
camera sensor size database used by OpenMVG [13].

Some parts of SfM Flow can be easily modified to introduce
support for specific use cases.

The scene setup and initialization logic is implemented in
the ‘‘SFM_OT_init_scene’’ operator that can be modified to add
support for additional setups. The ‘‘SFM_OT_animate_camera’’
and ‘‘SFM_OT_animate_sun’’ classes respectively define the ani-
mations for the camera and the sunlight lamp; these can be also
extended to provide additional animation types.
SfM Flow currently supports the N-View Match (NVM) and Bundle
(.out) 3D reconstruction exchange formats; other formats can be
supported by extending the ‘‘ReconstructionBase’’ class. SfM Flow
automatically discovers and loads implementations located in the
same directory of the base class.
SfM Flow supports token substitution for the custom pipeline
commands and the Theia flags template file; both can be ex-
tended to support additional tokens in the ‘‘replace_tokens’’ func-
tion defined in the ‘‘run_pipelines.py’’ file.

2.2. Software functionalities

The main functionalities of SfM Flow can be grouped by scope
as scene setup, data generation, 3D reconstruction pipeline exe-
cution, and 3D reconstruction evaluation. SfM Flow provides tools
for the complete workflow. With the aim of having an higher
flexibility, each group of functionalities also works as standalone.
In this section we illustrate the functionalities in the order in
which they are used for a complete workflow.

2.2.1. Scene initialization
The first set of tools concerns the 3D scene initialization. These

operations support the user during the definition of the 3D scene
that will be used for the subsequent steps of data generation and
reconstruction evaluation. In this phase, a virtual 3D scene is cre-
ated by defining the portrayed objects, the environment setting,
the lighting setup, as well as the image acquisition viewpoints.

After choosing the main subject of the scene, the environ-
ment can be set up in different ways by selecting a scene type
and a lighting condition through the ‘‘Initialize current scene’’
functionality. The available scene types are floor and hemisphere.
The first one adds a concrete looking floor to the scene. The
latter includes the scene in a smooth hemisphere with the objects
placed on its floor. The lighting options available are sky & sun
and point lights. The first one creates a procedural sky and places
a sun lamp in the scene to simulate an outdoor setup. The point
lights option places four point-lights around the scene to provide
uniform illumination.

It is also possible to skip one or both the setting of the
scene type and the setting of the light, and use an existing or
a custom setup. Finally, if the initialize camera flag is enabled,
the intrinsic camera calibration parameters are set to the default
values. In any case, the rendering engine is switched to Cycles
2
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nd some render default values are applied. Objects added to the
cene by this toolset will be placed in a new collection named
‘SfM_Environment’’.

The ‘‘Animate camera’’ functionality simplifies the camera an-
mation process by providing tools for the camera path setup,
o allow images acquisition portraying the scene from differ-
nt viewpoints. The type of animation and its duration can be
ustomized; it is also possible to use random camera positions
round the computed points to simulate non-perfect acquisition
etup. Multiple animations can be chained to obtain a complex
cquisition setup besides the possibility to define custom motion
aths. Predefined animation types include: helix, hemisphere,
ircle, and multiple circles moving the target viewpoint upwards.
fM Flow also provides a way to see all the acquisition positions
f the camera to show at a glance the animation of the camera in
he 3D viewport.

Similarly, if the scene is initialized with the Sky & Sun lighting
etup, it is possible to animate the sun constraining it to follow
semi-circular path around the scene. The sun animation can be
andomized to simulate acquisition in different hours of the day.

Thank to the flexibility of Blender, the outcome of each of
hese operations can be further manually manipulated to create
custom setup to fit specific needs.

.2.2. Data generation
The second group of tools allows the generation of the syn-

hetic images and additional data necessary for the execution and
valuation of the 3D reconstruction.
A custom rendering tool generates the synthetic images and

amera ground truth information. Besides the color profile, the
utput format for the images can be chosen among JPEG, PNG,
MP, and AVI. Additionally, is possible to apply effects such as
otion blur and depth of field (DoF) during image rendering.
he motion blur effect can be applied to random frames using
ser-specified probability and shutter time. For a realistic DoF
imulation, the camera focus distance is automatically set to
he first object intersection along the camera’s look-at direction
uring the camera animation setup. EXIF metadata are set for
ach image saved as JPEG or PNG file; please note that this
unctionality requires ExifTool [14] version 10 or above. The path
o the tool is configurable in the SfM Flow’s preferences.

The rendering process also generates two Comma-Separated
alues (CSV) files. A file named ‘‘scene.csv’’ describes the acquisi-
ion setup. The second one (‘‘cameras.csv’’) contains information
bout camera position, camera rotation, camera look-at direc-
ion, depth of field, motion blur, and sun lighting position (if
ny) for each image. For further details about the CSV files,
efer to the user manual. It is also possible to export the ge-
metry ground truth as a Wavefront OBJ file. The exported file
xcludes by default the environment objects that are part of the
‘SfM_Environment’’ collection. It is also possible to export only
he current object selection as geometry ground truth.

.2.3. Pipeline execution
3D reconstruction pipelines can be run directly from the user

nterface. SfM Flow provides direct support for some incremental
fM pipelines such as COLMAP [2] (version 3.5), OpenMVG [13]
version 1.5), Theia [12] (version 0.8), and VisualSFM [15] (version
.5.26); commands for other custom pipelines are configurable in
he user preferences. Before the execution, the user can specify
reconstruction workspace in which the add-on will create a

eparate folder for each pipeline where to save the reconstruction

2.2.4. Reconstruction evaluation
The reconstruction evaluation is carried out following the pro-

cedure defined in [11]. After importing a reconstruction through
SfM Flow, it is possible to proceed in the evaluation process by
registering the reconstructed point cloud to the scene’s geometry.
This can be done using either the integrated Iterative Closest
Point (ICP) [16] implementation or a registration matrix provided
by an external tool. The ICP based algorithm uses by default only
25% of the point cloud for the alignment process and allows a
maximum number of iterations defined as 1% of the size of the
point cloud. Keep into consideration that the ICP procedure does
not adjust the scale of the reconstruction, and the final quality
of the registration strongly depends on the initial alignment. For
this reason, it is recommended to perform a preliminary manual
alignment.

A point cloud filtering functionality takes into account the
presence in the reconstruction of points that are not part of
the ground truth. This tool can filter the point cloud before the
ICP registration, discarding points that are more distant than a
given threshold from the ground truth. Once the point cloud
has eventually been filtered, the alignment tool performs ICP
registration of the remaining points.

Finally, the reconstruction evaluation tool generates an eval-
uation report file in two different formats, text and CSV; the
first one is a human-readable version of the latter. Both files
contain information about the reconstructed point cloud and the
camera poses evaluation. The first part is an evaluation of the
geometry in terms of euclidean distance between the recon-
structed 3D points and a dense point cloud sampled over the
ground truth of the virtual 3D model(s). This evaluation can be
performed either on the filtered point cloud or on the full one.
Currently, SfM Flow provides only the commonly used cloud-to-
cloud euclidean distance metric. However, depending on the use
case, other metrics such as cloud accuracy, completeness, point
density, and roughness may be more suitable. The reconstruc-
tion evaluation module is designed to be easily extendable to
fit specific needs by implementing other metrics. The second
part evaluates camera poses in terms of camera position distance
and orientation differences. The position is evaluated using the
euclidean distance between the reconstructed camera position
and the ground truth one. The orientation difference is computed
using the angle of the rotation transformation needed to align the
reconstructed camera to its corresponding ground-truth, forcing
them to the same position. Finally, the camera orientation is
evaluated in terms of the non-oriented angle between look-at
vectors of each pair of reconstructed and ground truth camera
pose. The camera pose evaluation also reports the percentage
of images used by the reconstruction pipeline. All evaluations
report minimum, maximum, mean and standard deviation values
of each metric considered.

Please note that saving the Blender project or performing
undo/redo operations after importing a reconstruction is cur-
rently not supported and will possibly lead to errors.

2.2.5. Command line execution
The rendering process of complex scenes is resource-intensive

and is often performed on servers. With this scenario in mind, SfM
Flow comes with additional command line parameters to enable
execution from scripts. Such parameters allow rendering with all
the possible combinations of effects described in Section 2.2.2 and
also post-rendering export of camera poses and scene acquisition
setup CSV files (’scene.csv’ and ’cameras.csv’ files). For further
information about the command-line usage, refer to the user
nd the execution log. manual.

3
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Fig. 1. Illustrative example of the software usage: (a) Initial scene; (b) 3D scene initialization; (c) Camera and sun animation setup; (d) Import 3D reconstruction
result; (e) Filter reconstructed point cloud; (f) 3D reconstruction fine alignment.

3. Illustrative examples

Here below are described the steps for a simple use case: a
ingle object is the subject of the dataset, and COLMAP is used to
erform the reconstruction.

1. Create a new project and place an object in the scene.
Add a camera to acquire the images that will compose the
dataset. An example of initial setup is shown in Fig. 1a.

2. Initialize the scene by adding a ground surface and a light-
ing setup through the ‘‘Initialize current scene’’ operator
(Fig. 1b).

3. Animate the camera to acquire images from different points
of view. In Fig. 1c it is shown the case of circular animation
around the center of the scene. If necessary, also animate
the Sun lamp movement.

4. Render the images using the provided operator. EXIF meta-
data are added to images if supported by the chosen export
file format.

5. Run a 3D reconstruction, select COLMAP from the drop-
down list and start it using the ‘‘Run 3D reconstruction’’
operator.

6. Once the reconstruction is ready, import the N-View Match
file (NVM) (Fig. 1d) and manually scale and align the recon-
structed point cloud to the object(s) in the 3D scene.

7. Filter the reconstructed point cloud using the filter func-
tionality (Fig. 1e) to discard points whose distance is be-
yond a threshold. Discarded points are shown in blue by
default.

8. Use the ‘‘Align selected reconstruction’’ to perform fine
registration of the point cloud to the virtual scene. This
functionality is visible in Fig. 1f. If the registration process
is not satisfying, repeat it with a better manual registra-
tion/filtering or use different parameters for fine alignment.

9. Evaluate the reconstructed point cloud using the ‘‘Evaluate
selected reconstruction’’ operator. Reconstruction evalua-
tion follows the method defined in [11]; results will be
written in file sfmflow_evaluation.txt. Evaluation dialog and
sample results are visible in Fig. 2.

The functionalities of SfM Flow are further explained in Sec-
tion 2.2.

4. Impact

With SfM Flow we provide a fast way to test and stress the
3D reconstruction pipelines using synthetic images, and allow
the simulation of a variety of scene setups. By using synthetic
data it is possible to overcome the limitations imposed by the
need for real 3D models acquisition, which is tricky, requires
4
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Fig. 2. 3D reconstruction evaluation.

edicated hardware, and complex setup making it not suitable in
any situations. SfM Flow is meant to be used by researchers and

inal users for the evaluation of the existing 3D reconstruction
ipelines as well as to provide support for the development of
ew 3D reconstruction methods. The availability of SfM Flow as
n add-on for Blender integrates its functionalities with a well
nown and widely adopted 3D modeling software, making it
asily usable by experts of the 3D reconstruction field as well as
y newcomers. Finally, SfM Flow is written in Python, a popular
rogramming language that encourages its further development
ncluding the addition of new functionalities and its adaptation
o specific needs. Version 1.0.0 of SfM Flow was used to create
he IVL-SYNTHSFM-v2 [17] dataset; its preliminary version was
reviously used to develop the dataset of the research article [11],
hich also defines the 3D reconstruction evaluation method used

n SfM Flow.

. Conclusions

We presented SfM Flow, a toolkit for the evaluation of Struc-
ure from Motion 3D reconstruction techniques. SfM Flow in-
ludes tools for the setup of a 3D virtual scene, the generation
f the images, the execution of reconstruction pipelines, and the
valuation of the obtained results in terms of camera poses and
eometry accuracy. Moreover, the tools included in SfM Flow can
ender images with a combination of different lighting camera
ffects to simulate critical conditions, stress the reconstruction
ipelines, and assess their performances. Blender was chosen as
he modeling and rendering software based on its popularity and
ts extension capabilities; this allowed us to provide an easy to
se toolkit that encourages its usage and the integration of other
unctionalities.
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