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Abstract: Automatic Face Emotion Recognition (FER) technologies have become widespread in
various applications, including surveillance, human–computer interaction, and health care. However,
these systems are built on the basis of controversial psychological models that claim facial expressions
are universally linked to specific emotions—a concept often referred to as the “universality hypothe-
sis”. Recent research highlights significant variability in how emotions are expressed and perceived
across different cultures and contexts. This paper identifies a gap in evaluating the reliability and
ethical implications of these systems, given their potential biases and privacy concerns. Here, we
report a comprehensive review of the current debates surrounding FER, with a focus on cultural and
social biases, the ethical implications of their application, and their technical reliability. Moreover, we
propose a classification that organizes these perspectives into a three-part taxonomy. Key findings
show that FER systems are built with limited datasets with potential annotation biases, in addition to
lacking cultural context and exhibiting significant unreliability, with misclassification rates influenced
by race and background. In some cases, the systems’ errors lead to significant ethical concerns,
particularly in sensitive settings such as law enforcement and surveillance. This study calls for more
rigorous evaluation frameworks and regulatory oversight, ensuring that the deployment of FER
systems does not infringe on individual rights or perpetuate biases.
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1. Introduction

Human beings can universally recognize emotions conveyed through facial expres-
sions. This bold—although not entirely undisputed—statement has been supported by
many specialist contributions to the scientific literature on emotions, becoming widely
known as the “universality hypothesis [1]”. Despite being implicitly rooted in Western
culture, mentioned in introductory psychological books, and assumed in movies and so-
cial institutions [1–4], evidence has highlighted variations in how human beings express
emotions, as influenced by various factors [1,5–8]. For instance, cultural norms [1,5,9]
and context [10] significantly impact how emotions are displayed and perceived. This
diversity is attributed to culturally different “display rules”, intensity ratings, and emotion
labeling [9]. Furthermore, the situational context in which a facial expression occurs im-
pacts how emotions are perceived [10]. Since emotions can be expressed in multiple ways,
inferring how someone feels based solely on a limited set of facial expressions becomes
problematic [5,8]. Thus, many scholars challenge this simplistic view of emotions and
argue that emotions are better understood as flexible patterns shaped by cultural and social
factors rather than as specific universal facial movements [5,7,10–13].
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Nevertheless, the proponents of the “universality hypothesis” argue that a set of
basic—or primary—emotions can be identified across the full range of possible emotions,
forming the foundation for more complex emotional experiences, similar to how primary
colors blend to create the full spectrum of colors. This “classical view” is also reinforced
by the renowned (although not uncontroversial) experiments conducted by Paul Ekman
and Wallace V. Friesen in different countries and cultures unexposed to Western influence,
which assert that a specific emotion can be linked to precise facial expressions by virtue
of its universal nature. This implies the biological basis of facial expressions and their
distinctiveness from culturally specific behaviors [14].

Despite the widespread acceptance of these claims across different domains [1,2,7], it
is essential to delve into the question of how capable humans are of accurately inferring
emotions from facial expressions. The relevance of this issue increases when universal
assumptions underpin the development of FER systems, which autonomously infer private
and subjective states from facial expressions. It should be mentioned that the acronym
FER is employed differently in the pertinent literature to denote different terminology.
For instance, FER often refers to face expression recognition. However, in this paper, we
employ the acronym with reference to face emotion recognition. Such technologies are
part of Affective Computing (AC), a subfield of Artificial Intelligence (AI) focused on
detecting emotions from various data sources, such as speech signals, facial expressions,
and textual inputs [15]. FER specifically involves a range of methods, primarily based
on Machine Learning (ML) techniques, trained on large datasets of labeled images. In
its ground-truthing process, a variable number of human raters is asked to annotate face
pictures using one or more labels according to an emotion model that typically employs
either categorical or ordinal values [16].

However, there is considerable debate within the scientific community regarding the
feasibility of this task by virtue of findings backing the conclusion that emotions cannot be
measured or treated as “entities” and that agreement in assigning emotion labels can be
inconsistent [1,6,7,17,18], resulting in the poor reliability of such annotations [16].

Besides (and beyond) the technical feasibility of associating facial expressions with
specific (and true) emotions, some scholars have raised ethical concerns about the nature of
this approach. Psychological research has demonstrated that individuals tend to display a
racial bias when attributing emotions to others, particularly in cases that involve negative
emotions [19–22]. Specifically, this bias consists of the misperception of facial expressions
due to racial prejudice, such as a tendency to associate ambiguous aggressive expressions
more strongly with African Americans [19]. This correlation becomes notably problematic
and harmful when FER systems are deployed, for example, in surveillance settings to
forecast or oversee potentially offensive behaviors [23–25]. Racial stereotypes can lead
to significant and troubling ethical implications, as they may be perpetuated within the
system through annotations, resulting in biased AI [26]. By way of illustration, an emotional
analysis conducted by Face++ and Microsoft AI on images of professional basketball players
revealed a tendency to assign negative emotions to Black players as compared to their
White counterparts, showing that facial recognition software exhibits variations in emotion
interpretation influenced by the individual’s race [26]. The employment of this technology
can not only result in racial biases or stereotypes but can also infringe on privacy and
human rights. For instance, Zoom’s emotion recognition technology has drawn criticism
from advocacy groups. In an open letter to Zoom’s CEO, these groups expressed concerns
that AI emotion systems could monitor users’ facial expressions and emotional responses
without their consent, leading to potential misuse of personal data [27].

Aim and Scope of the Study

Given the broad and varied nature of discussions surrounding FER applications, we
believe it is essential to elucidate the various positions that have arisen in the debate. In re-
cent years, there has been an increasing interest in interdisciplinary research about emotion
recognition technologies and their implications [28,29], resulting in a substantial body of
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literature that reflects diverse perspectives on FER [16]. Our article aims to summarize and
review different aspects of FER concerns based on a review of 96 papers. To address the
multifaceted nature of the debate, we developed a conceptual taxonomy that organizes the
key perspectives identified in the literature. These concerns span various topics, ranging
from strong skepticism about the possibility of accurately inferring emotions from proxy
data like facial expressions [2,6,30] to more moderate positions about the ethical implica-
tions of deploying these systems in sensitive contexts [28] and questions surrounding the
reliability of FER [16]. Consequently, this article provides a comprehensive review of the
field, exploring the wide range of arguments and perspectives, which we categorize into
three main areas of critique, namely the questionable psychological foundations of FER, its
negative ethical impact, and the reliability of its ground truth. In doing so, we show how
different levels of analysis impact different aspects of FER technology.

The purpose of this paper is to serve as a “single-point resource” for understanding the
recent controversies, debates, technical challenges, and ethical considerations surrounding
FER technologies, thereby offering a comprehensive examination of the divergent perspec-
tives and arguments within the field, as shown in Figure 1. By addressing these key issues,
we aim to enhance the understanding of the nuanced concerns surrounding various aspects
of FER. In summary, the key objectives of this paper are to

• Examine the psychological and philosophical debate on the scientific feasibility of
accurately inferring human emotions from facial expressions;

• Present an overview of how FER technology works, focusing on critical applications,
failures, and misclassification errors;

• Review FER datasets by classifying them as those with simulated vs. genuine ex-
pressions and those based on categorical vs. ordinal models, highlighting concerns
regarding bias and reliability;

• Critically review the literature surrounding FER concerns, focusing on their psycho-
logical foundations, ethical consequences, and reliability issues;

• Propose a conceptual taxonomy that categorizes the major critiques and discussions
about FER technologies mentioned above, facilitating a structured and comprehensive
understanding of the field.

Reliability
Issues

Annotation biases in FER 
datasets

Low inter-rater and 
intra-rater agreement 

values in FER ground truth

Underrepresentation of 
reliability values

Subjectivity in emotion 
annotation tasks

Psychological
Foundations

Universality hypothesis 
critique

Importance of the context in 
emotional expressions

Cultural differences 
in emotional expression and 

recognition

Difficulties in emotion 
definition and presence of 

many  emotion models

Main Themes of the Study
Face Emotion Recognition ConcernsIntroduction to 

Face Emotion Recognition

FER real world 
application scenarios 

and failures

FER datasets survey

Psychological and 
philosophical origins of 

emotions

How FER systems 
work

Ethical
Implications

Racial, cultural, and age 
biases

Fairness and transparency 
concerns

Privacy harms and 
surveillance capitalism

Regulatory frameworks

Figure 1. Overview of the study’s key findings. The left part presents the introductory topics of FER
discussed herein, while the right part illustrates our classification of primary areas of concern with
respect to FER .

To achieve this, the paper is organized as follows. Section 2 describes the methodology
of the review. In Section 3, because of the peculiar and troublesome historical evolution
of emotions [31], we trace their origins and highlight how different historical periods and
psychological models have shaped their study. Subsequently, in Section 4, we provide a
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high-level overview of FER and its applications. Finally, in Section 5, we organize and
discuss the debate around three predominant perspectives identified in the literature.
Specifically, we present the contribution of authors who deny the scientific feasibility of
inferring human emotions from facial expressions. Then, we underline the critique of the
employment of FER applications in real-life scenarios as potentially harmful to human
rights. Finally, we address the contentions according to which FER datasets are often biased
and unreliable.

2. Methodology

To conduct a comprehensive review of FER technologies, we implemented a systematic
approach to identify, analyze, and categorize relevant academic literature. A curated set of
FER-related keywords was used for database searches of the Web of Science and Google
Scholar aimed at retrieving foundational research on the core mechanisms of FER. In
addition, we combined these terms with keywords like “critique”, “issues”, “criticism”,
“concerns”, “harms”, and “ethics” to locate studies that focus on critical evaluations of
FER. This search formed the initial basis for our literature collection, which was further
expanded through a citation analysis of the references in the included studies to uncover
additional pertinent articles.

Furthermore, we consulted classical psychological manuals to source psychological
research on emotions, offering guidance on FER’s theoretical underpinnings. Applications
and real-world cases of FER were drawn from both daily news reports and scientific
databases, including the Google search engine, Google Scholar, and Web of Science.

Following the literature collection, we developed a conceptual taxonomy to systemati-
cally organize critical perspectives on FER. This taxonomy emerged through the thematic
grouping of articles based on recurring critiques and concerns identified in the literature.
The following three primary categories were defined:

• Psychological Foundations: Articles that critique or challenge the universality hypoth-
esis and explore how cultural and social factors influence emotion recognition.

• Ethical Implications: Studies addressing biases and ethical concerns in the deploy-
ment of FER systems, with emphasis on issues such as racial bias, privacy, and
human rights.

• Reliability Issues: Research evaluating the reliability and accuracy of FER datasets,
particularly in terms of inter-rater and intra-rater reliability in human-annotated data.

For inclusion, we focused exclusively on articles centered on facial expression analysis,
despite the existence of other, often more successful methods for emotion detection through
the use of biosignals, such as skin conductance [32] or EEG (electroencephalogram) [33],
thereby excluding studies that addressed broader aspects of emotion recognition. In total,
we reviewed 96 articles, 16 datasets, 6 daily news articles, and 6 legal sources.

3. Finding the Origins of Emotions

In 1884, William James posed the following question: “What Is an Emotion”? [34].
One hundred and forty years later, this interrogative remains relevant, while, with respect
to the answer, there is still little scientific consensus [6,31,35]. The understanding of
emotions has undergone a complex evolution across the realms of philosophy and cognitive
sciences, involving a multitude of thinkers, all seeking a definitive definition. The numerous
difficulties in this task are determined by various factors, including the intrinsic complexity
of the study of emotions (being private and subjective states) [35] and their negative
historical connotations [31]. Indeed, they have been traditionally described as violent
forces antithetical to rationality and, consequently, regarded as a status to be avoided [31].
Moreover, the development of this word shares its roots with satellite terminology, such as
“passion” and “affections”, which were shaped by Christian philosophical ideas that saw
reason and emotions as opposing entities [31]. For instance, Saint Augustine and Thomas
Aquinas viewed “passions” as potent appetites capable of conflicting with reason and
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leading individuals toward sin. In contrast, “affections” referred to those mental states
guided by rationality and were deemed to bring individuals closer to God [31].

Therefore, the study of emotions can be described as one of the most confusing
chapters of psychological research [36], having produced more than ninety definitions over
the centuries, making current investigations chaotic and complicated [37]. Confirming
the complexity of this term, the literature does not provide a clear and unique definition
but multiple operational delineations aimed at coherently presenting different aspects of
emotions [35], which we summarize in the following subsections.

3.1. The Main Psychological Models of Emotions

The search for an answer to the question posed by James [34] has occupied numerous
scholars from diverse psychological traditions, resulting in a very large number of model
proposals [35]. In the early behaviorist theories, emotions were considered straightfor-
ward products of behavior, as behavior itself was regarded as the sole reliable source
of information. Following this perspective, science was not able to link basic patterns
of bodily responses to specific internal states, since they are non-diagnostic [38]. Hence,
emotions were examined as mere reactions, such as “sadness” corresponding to crying
and “happiness” corresponding to smiling [2]. However, this type of theory neglects a
fundamental fact, i.e., that humans elaborate emotions in their brains and cognition through
underlying processes [2,35]. As a reaction against this view, cognitive scientists prioritized
the exploration of the organization of the mind to understand the causes and effects of
these inner processes. They considered emotions to be “value judgments”, meaning they
are not merely physical responses but involved an appraisal activity. Cognition evaluates
real, imaginary, or abstract events, and an emotional response follows this evaluation
process [39]. In contrast, psychoanalytic models were founded upon the identification of
emotions for the purpose of therapeutic practice. In many instances, these models are
indirect in the sense that they address emotions only secondarily within a larger theoretical
framework [35]. For instance, Sandor Radó [40] posited that emotions can be discerned
through a multitude of indicators, including behavior during therapy, free associations,
and dreams. Moreover, he argued that it is often possible to detect the presence of emotions
in subjects who do not believe they are experiencing them. However, it is mainly because
of the contribution of the “cognitive revolution” [2] that motivational theories (i.e., Basic
Emotion Theories (BETs)) arose, carrying forward their strong statements about the uni-
versality of emotions. This perspective is rooted in evolutionary theory, positing that an
animal’s emotional expression traces back to behaviors crucial for advancing the survival
of the species [35]. Also known as the “classical view” [5] due to its paramount significance
in emotion research, it hypothesizes that a small set of basic emotions can be identified and
tracked through specific elements of facial or bodily behavior, as well as general proxy data,
which are cross-cultural [14]. The implications and influence of BETs have transcended
psychological research, extending into diverse domains such as AI and law and serving as
conceptual foundations for the design of ML algorithms [5,28]. Indeed, the employment
of basic emotions lends itself to facile application due to the straightforwardness inherent
in implementing this particular emotional model within artificial emotion recognition
systems [28].

3.2. Measures and Labeling of Emotions: What Is the Role of Facial Expressions?

For the purposes of the present discussion, we temporarily and completely accept
universal assumptions and that emotions can be reliably inferred and measured from facial
expressions or other proxy data. More simply, we assume that private states stand in
a one-to-one relationship with expressions in every human individual. Without casting
doubt on this hypothesis, the question of how emotions can be measured becomes essen-
tial. Their assessment and measurement are contingent upon the theories and models of
reference. For instance, motivational theories, which are grounded in the assumptions
of universal expressions of emotions, tend to focus on observing facial expressions and
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other physiological changes [35]. On the other hand, psychoanalytic models mainly refer to
self-description, as they are predominantly employed in clinical practice [35]. However, in
general, in the psychological literature, scholars typically identify four different methods to
measure emotional feelings within a human subject, namely self-descriptions of subjective
experiences, evaluation of behavior, assessment of the product of behavior, and recording
of physiological changes [35]. In the latter category, various methods can be mentioned,
including EEG, metabolic rate, skin sweating, and respiration rate [35].

In particular, the study of facial expressions has garnered substantial interest from
psychologists and researchers across various disciplines [35]. A vast number of theories
have been developed to elucidate the relationship between expressions and emotions.
These can be broadly categorized into the following two main groups: peripheral and
central theories. Peripheral theories posit that the sole act of contracting facial muscles
generates feedback, which subsequently elicits emotions. In contrast, central theories argue
that facial expressions mirror the individual’s emotional state [35]. Studies such as the
research conducted by Ekman and Friesen [14] are key examples of the latter category.
These authors sought to demonstrate the presence of cultural invariants by analyzing
expressions of emotions. By doing so, they focused mainly on the face and used images
that were presumed to be illustrative of inner states, asking participants to pair them
with labels referring to a precise emotion (each label describing a basic emotion). Such
experimental settings vividly exemplify the underlying principles of central approaches,
which posit a direct correlation between expression and emotion and that have been
replicated analogously by experiments conducted to construct datasets for the training of
FER systems [41].

Additionally, one can distinguish between discrete categorical and continuous ap-
proaches. The categorical approach involves assigning specific labels to fundamental
emotions, whereas the continuous approach utilizes multi-dimensional and ordinal mea-
sures. Silvan Tomkins [42], for instance, proposed a list of eight primary affects divided
between positive (interest–excitement, enjoyment–joy), resetting (surprise–startle), and
negative affects (distress–anguish, fear–terror, shame–humiliation, contempt–disgust, and
anger–rage) described as innate structured responses that occur through different physi-
ological variations in which the face is seen as the most important site for the expression
of subjective states. Robert Plutchik [35] argued that it is possible to identify eight emo-
tional dimensions at the phylogenetic level that are of adaptive significance for the species’
survival, namely anger, fear, sadness, disgust, surprise, anticipation, trust, and joy. Ek-
man and Friesen [14] identified six basic emotions (anger, surprise, disgust, enjoyment,
fear, and sadness) that are distinctive universal signals and are marked by unmistakable
facial expressions.

Built upon basic emotions, secondary emotions are a combination of basic emotions,
and their composition depends on the primary emotions that are involved, which can be
mixed in different ways. To maintain the color analogy, according to this view, a finite
number of basic emotions exist, which should be fixed and known a priori, and, when
mixed correctly, should give rise to a particular secondary emotion [2]. Nonetheless, in
the literature, there is not a clear consensus about which emotions should serve as basic
emotions [35]. Indeed, the delineation of both the quantity and the specific emotions
encompassed within this category has sparked intense debate [35]. Furthermore, the
criteria for determining primary or secondary emotions are not well defined, leading to
considerable variation in attempts to list basic emotions within motivational theories [35].

Due to the challenges of representing a large number of emotions within a framework
consisting of only a small number of basic emotions, multi-dimensional and continuous
approaches have been proposed, providing more sophisticated methodologies for capturing
nuances in the interplay of diverse emotional states and their respective intensities [43].
Wilhelm Wundt [44] was one of the pioneering psychologists to propose that subjective
experiences comprise at least two properties, namely valence (from unpleasant to pleasant)
and arousal (from calm to active). For instance, anxiety and depression are both associated
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with negative emotions, but they differ in their level of arousal. High levels of arousal
characterize anxiety, while low levels describe depression. In the literature, it is possible to
identify two- and three-dimensional frameworks to depict emotions. In the former case,
emotions are represented through two dimensions (e.g., valence and arousal), while in the
latter case, they are represented through the use of three dimensions (e.g., valence, arousal,
and dominance) [35]. The circumplex model developed by James Russell [45] is one of
the most popular two-dimensional models. It includes eight variables represented in a
two-dimensional circle. The horizontal dimension (x) represents pleasure/dislike, and the
vertical axis (y) represents arousal/calm. The model also includes four other variables
(distress, excitement, contentment, and depression), which are located in the quadrants
produced by the intersection between the axes, as shown in Figure 2. The Valence–Arousal–
Dominance (VAD) model [46] is commonly used to identify emotions in a three-dimensional
space. It measures valence on a scale ranging from negative emotions (not happy) to
positive emotions (happy). Arousal is measured on a scale ranging from calm emotions to
energetic emotions. Dominance is measured on a scale from “without control” to “under
control”. In addition to VAD, there are other three-dimensional models, such as PAD
(Pleasure–Arousal–Dominance) [47], in which the first dimension measures pleasantness
rather than valence. Finally, the Facial Action Coding System (FACS) categorizes facial
expressions based on the activation of specific facial muscles known as Action Units (AUs).
The combination of different AUs results in a different emotions [48].

Arousal

Sleepiness

PleasureMisery

Distress

Depression Contentment

Excitement

Figure 2. The circumplex model developed by Russell. It includes eight variables represented in a
two-dimensional circle. The horizontal dimension (x) represents pleasure/dislike, and the vertical
axis (y) represents arousal/calmness [45].

Regardless of whether these models are categorical or ordinal and whether they track
facial expressions or other physiological changes, they all share the underlying assumption
that emotions are quantifiable entities [6,17,18]. Events are posited to trigger specific
emotions, which, in turn, produce a set of assessable behaviors. These behaviors can then
be measured and labeled, and the occurrence of an expression serves as clear evidence of
the presence of an emotion. Indeed, the belief fundamental to the idea of inferring and
measuring emotions through proxy data and deriving the “universality hypothesis” is the
existence of “fingerprints” that should provide the objective specification of the correct
identification and measurement of emotions. However, some authors have argued that the
empirical evidence produced to validate such models suggests that it is complicated, if not
impossible, to find an objective measure to evaluate the experience of emotion [6,17,18].

4. An Overview of Face Emotion Recognition

Emotion recognition systems belong to AC technology, an interdisciplinary field
encompassing ML and cognitive science that seeks to develop systems that can perceive,
reproduce, simulate, and understand human emotions [15]. Specifically, the recent final
draft of the AI Act defines

“The notion of ‘emotion recognition system’ [...] as an AI system for the purpose of
identifying or inferring emotions or intentions of natural persons on the basis of their
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biometric data. The notion refers to emotions or intentions such as happiness, sadness,
anger, surprise, disgust, embarrassment, excitement, shame, contempt, satisfaction and
amusement [49].”

In the realm of AI systems, practitioners often rely on various types of proxy data
to analyze emotional experiences. These generally encompass facial expressions, physi-
ological data, skin conductivity, blood flow, body movement, audio data, and EEG [50].
Specifically, FER involves identifying and interpreting facial expressions to infer and cate-
gorize emotional states or intentions, thereby deciphering one of the most important media
through which humans communicate intentional emotions, namely the face [15,35]. Pre-
cisely, automatic facial emotion recognition relies on the premise of asserting the existence
of specific somatic patterns accompanying each basic emotion, attributing to them a distinct
and identifiable array of muscle movements [28]. Despite a substantial body of psycholog-
ical literature proposing the absence of a straightforward relationship between emotion
and expression [2,6,17,18], systems for facial emotion recognition primarily depend on
these delineated affective schemes that are discernible within non-verbal communicative
language [28]. However, before delving into an in-depth discussion of FER concerns
throughout this paper, this section provides a general and concise overview of FER to
establish the foundation necessary for the subsequent analysis of the various positions
regarding its concerns. Specifically, we provide examples of FER in real-world scenarios
and a high-level overview of FER techniques. Additionally, we present some frequently
used datasets.

4.1. FER Applications: Examples from the Real World

FER is employed across a broad spectrum of contexts, encompassing various fields and
disciplines. However, the perspectives concerning its applications exhibit significant diver-
gence [16], which can be attributed to various factors, such as the lack of reliability [16,51],
questionable theoretical foundations [5,6,52], and the ethical considerations associated with
its use [28,50], which we discuss in Section 5. Nevertheless, it can be beneficial to have a
comprehensive understanding and conduct a critical evaluation of different perspectives
on FER application examples for a more thorough analysis.

A segment of scholars underlines FER’s potential benefits and good performance in
different areas. For example, we mention car driving safety [53], support for individuals
with communication deficits [54], airport and public space surveillance [55], support for
the selection of human resources [56], human–computer interaction [57], and medicine [58].
For instance, Kalpana M. Chowdary et al. [57] emphasized the benefits of AC in human–
computer interaction in applications such as online teaching, virtual sales assistants, inter-
net banking, medicine, and security. The authors reported high accuracy in facial emotion
recognition using pre-trained Convolutional Neural Networks (CNNs). Specifically, they
used VGG19 [59], ResNet50 [60], Inception V3 [61], and MobileNet [62] models trained on
the ImageNet database [63] and tested on the CK+ database [64]. The achieved accuracies
were 96% for VGG19, 97.7% for ResNet50, 98.5% for Inception V3, and 94.2% for MobileNet.

Additionally, among the applications mentioned above, it is worth deepening the
point of view of those researchers who argue that artificial emotion recognition would
be valuable in supporting therapy and improving communication [54,65,66], such as in
Autism Spectrum Disorders (ASDs). To illustrate this perspective, Rodolfo Pavez et al. [65]
proposed an “intelligent mirror” to help children with ASDs recognize five basic emotions,
as well as analysis and comparison of images captured by the system camera. The au-
thors conducted a specific evaluation of the VGG16 [59] and ResNet50 architectures by
resizing images to 200 × 200 pixels and utilizing Stochastic Gradient Descent (SGD) for
optimization. The models were trained on both the FER2013 [67] and CK+ [64] datasets.
After an evaluation with professionals, Pavez et al. [65] concluded that the prototype of
this technology could assist ASD children and autism specialists. Although these and
similar applications have been widely implemented, some scholars have highlighted the
limitations of FER and encouraged the combination of facial expressions with additional
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indicators such as EEG to avoid the disadvantages of the employment of facial expression
pictures, such as the potential for deception or poor lighting conditions [33]. However,
others argue that there remains a lack of alignment between physiological data—used as a
proxy—and an individual’s private emotional experience [68,69].

Moreover, specific application contexts, such as public space surveillance or scenarios
that are intrusive to an individual’s privacy, are deemed more sensitive by some, war-
ranting a more cautious deployment of these technologies and highlighting potential
harms and instances of failure observed in its applications [50,69,70]. For instance, Lena
Podoletz [70] emphasized the importance of fully comprehending the implications, chal-
lenges, and limitations associated with the deployment of emotional AI technologies in
policing. Specifically, she argued that crime predictions based on probability cannot make
definitive assessments of future events. The grounding ideas of the notion of predicting
crimes based on behavioral patterns are derived from the conviction of the existence of
signs that precede the commission of a criminal act. However, the author maintains that,
currently, it remains uncertain whether one can conclusively determine people’s emotional
states solely based on their behavior. For instance, Flavia Spiroiu [71] investigated how
false beliefs might shape the perception of non-verbal behavior of individuals. Her study
revealed that participants’ reports on eye movements were influenced by the information
they received about a suspect’s guilt and the alleged link between eye movements and
deceptive behavior. Specifically, those informed that “liars look left” reported significantly
more leftward eye movements for suspects labeled as “deceptive”, even though the actual
eye movements were mainly directed to the right. Additionally, the notion of predicting
crimes according to behavioral patterns is tied to the outdated belief that identity traits,
like criminality, can be inferred from physical appearance. This mirrors physiognomy, a
discriminatory pseudoscience practiced until the late nineteenth century that associates
specific facial features with personality [3].

Furthermore, employing such surveillance methods infringes on individuals’ rights
to privacy regarding their location, thoughts, and emotions [70]. Some examples of ap-
plications that have had a negative impact on privacy and other personal rights come
from real-world applications of such technologies. Of particular gravity and regrettably
well-known to public opinion is the case of the AI-integrated surveillance system that
is widespread in the Xinjiang region [72], in which the minority of the population are
Uyghurs, which

“Has effectively become a ‘frontline laboratory’ for data-driven surveillance” [73].

Indeed, Uyghurs belong to a Muslim Turkic-language-speaking minority that lives
in the Xinjiang region and, for a long time, have been subjected to Chinese repression.
Specifically, facial recognition has served as a means of oppression, entailing constant
surveillance and control of citizens under the guise of ensuring safety, maintaining order,
and advancing societal development [72,74]. Moreover, we mention the iBorderCtrl project,
which trialed an AI-based lie detector at European borders to assess travelers’ potential
risks. Using facial recognition and micro-expression analysis, the system aimed to detect
deception during border checks. However, the technology faced criticism due to concerns
over its accuracy, bias, and infringement of privacy and individual rights. Critics argued
that such tools can exacerbate discrimination, particularly against minority groups, and
present significant ethical and human rights challenges, resulting in the withdrawal of this
technology [75].

In general, the utilization of biometric data, including facial features, body measure-
ments, and facial expressions, can result in significant misclassification errors. An unsettling
example comes from a recent case in Brazil, where a facial recognition system misidentified
a man in a stadium crowd in Sergipe, leading to his public escort by authorities. This
incident highlights the potential for false positives in biometric systems and underscores
the serious implications for individual rights and freedoms [74,76]. In particular, FER
technology detects the most probable emotion among possible emotions [16]; nonethe-
less, these probabilities reflect degrees of certainty rather than absolute conclusions [70].
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Moreover, this inherent uncertainty is especially pronounced in emotion recognition tech-
nologies due to various factors, such as the employment of proxy data, data processing into
feature vectors, and the interpretation of the results [77]. The following section provides
general information about the technologies underlying emotion recognition systems and
the aforementioned applications.

4.2. How Does FER Work?

FER is not a unitary field of study and comprises a multitude of approaches and
technologies. For instance, Felipe Z. Canal et al. [78] and Byoung Chul Ko [79] distinguished
between conventional and Deep Learning (DL)-based approaches. Specifically, the former
encompasses methods that rely on hand-crafted features, while in the latter, the features are
learned from the data. Moreover, the process of identifying facial emotions involves several
distinct stages, namely data acquisition, pre-processing, face detection, feature extraction,
and classification algorithms [78,80,81]. This process is illustrated in Figure 3.

(1) Data 
acquisition (2) Face detection (3) Feature 

Extraction (4) Classification (5) Output 
(Emotion Label)

Figure 3. Graphic representation of the computational process of FER.

Generally, the initial stage of facial emotion recognition is pre-processing, which is
carried out with the objective of enhancing the quality of input data. The tasks incorporated
into this stage typically include noise reduction, image resizing, and normalization proce-
dures with the objective of standardizing the images [78]. Following the pre-processing
stage, face detection algorithms, such as the Viola-Jones algorithm [82], the Haar Cascade
Classifier [83], and Adaboost Contour Points [84], are employed to identify faces within the
given input images or video frames. After a face is identified, its defining characteristics
(e.g., eyes, eyebrows, nose, mouth, and chin) are extracted. A few classical algorithms
for this task are Local Binary Patterns (LBP), Histogram of Oriented Gradients (HOG),
and Active Shape Models (ASMs) [78]. Subsequently, the extracted features are classified
into distinct emotional states. This is typically accomplished through the utilization of
traditional ML techniques, such as Support Vector Machine (SVM) [85], Random Forest
(RF) [86], and Dynamic Bayesian Networks (DBNs) [87]. More recently, DL architectures
such as CNNs and Recurrent Neural Networks (RNNs) have gained prominence for the
tasks of both feature extraction and classification [78,79]. The growing use of DL tech-
nologies can be attributed to several factors, including, for example, the transition from
laboratory-controlled to in-the-wild settings, the vast abundance of data, and the enhanced
accessibility of computational resources [79,88,89]. Indeed, DL has achieved state-of-the-art
results in FER [60,88–90]. In traditional ML methods, feature extraction and classification
are often treated as separate steps. Handcrafted features are extracted first; then, a classifier
is applied. In contrast, DL-based approaches integrate the entire process, including feature
extraction and classification, into a single model [89]. In the specific context of FER, for
instance, Deep Neural Networks (DNNs) are trained to map input facial images directly
to output predictions of facial expressions [88–90]. This is accomplished through the use
of multiple layers of interconnected neurons, which are capable of automatically learning
hierarchical representations of the input data. A loss layer is added at the end of the
network, which calculates the error between the predicted outputs and the ground-truth
labels. Subsequently, the error is propagated backward through the network, enabling the
model’s parameters to be adjusted in order to minimize the error [89]. Hence, the classifier
learns the intricate relationships between the extracted features and their corresponding
emotional labels during training. Subsequently, the learned relationships are generalized
to predict emotions for test samples based on features extracted from previously unseen
facial expressions.

Following the stages already mentioned, when evaluating FER systems, a variety of
metrics is employed to assess their performance and provide a benchmark for compari-
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son. Frequently used metrics include accuracy, recall, precision, and average processing
time [79,80]. However, besides algorithm performance, this technology relies on labeled
datasets commonly consisting of human-annotated images based on a distinct emotion
model and measure, such as a categorical or dimensional model. Indeed, various authors
also refer to the dataset’s quality when evaluating FER [16,80]. Since FER depends on ML
algorithms, its accuracy is inherently tied to the reliability of its ground truth [16,91,92].
Because these datasets have a vast number of images, the labeling task is typically un-
dertaken by multiple raters who are given different expression images “in the wild” (i.e.,
pictures downloaded from various Internet sources) or images depicting actors simulating
an expression [41]. Nonetheless, human annotation might hold some subjectivity or biases,
rendering the task of assigning labels to emotions uncertain [77]. To complete this descrip-
tive overview, in the following section, we present an outline of the main datasets available
in the literature.

The recognition of emotion through data-driven learning is contingent upon the avail-
ability of appropriate datasets. In the literature, a wide variety of databases is employed as
ground truth for the training of FER algorithms [16]. Indeed, datasets differ on the basis
of several factors, such as the number of images, the type and number of annotators, the
source of the collected images, and the emotion model employed [16,41]. There are appar-
ent differences in how these datasets are built, which are explained by so-called “capture
bias”, which is the preference expressed during their construction [93]. For instance, early
datasets often comprised images taken in controlled environments, such as laboratories,
where facial expressions were elicited by stimuli or resulted from voluntary behavior [41].
Moreover, images can be shot with different types of cameras, while pictures “in the wild”
contain a broader range of genders, ethnicities, and ages [41,93]. Additionally, datasets
may present different types of bias or racial prejudices that can be reproduced within the
systems themselves [28]. This section briefly introduces the principal datasets containing
pictorial information published after 2010 that were identified in the literature and classified
according to the type of images (simulated or fake expressions or genuine expressions) and
the model employed to measure emotions (categorical model or ordinal model).

Categorical Lab Setting Datasets

This category encompasses datasets in which facial expression were simulated within
a controlled environment and subsequently classified with a variable number of labels of
basic emotions. Typically, the earliest datasets were acquired within a laboratory setting,
comprising subjects exhibiting various facial expressions under controlled conditions.
Consider, for example, the Tsinghua dataset [94], in which participants (only Chinese
individuals) were asked to pose for a specific expression, with the most representative
images for each category subsequently selected. This method produced a refined, high-
quality dataset of intentionally posed facial expressions [41]. However, it is important to
acknowledge that posed expressions may not fully align with the natural, spontaneous
facial expressions observed in everyday contexts [2,41].

The DDCF [95] dataset presents the facial expressions of children. It features 80 Cau-
casian subjects aged 6 to 16 years, comprising 40 female and 40 male individuals. As
anticipated, this dataset comprises facial expressions of posed individuals captured from
five different angles. Each model was asked to pose in eight different facial expressions, as
shown in Table 1. The dataset was validated by Dartmouth College students across seven
different labels (neutral, content, sad, angry, afraid, disgusted, and surprised). Judges were
asked to rank facial expressions in relation to the previous labels and the age of the subject
present within the photograph. On average, expressions were correctly recognized 79.9%
of the time, with a standard deviation of 22.7%. Cohen’s coefficient [96] was calculated to
be κ = 0.780.
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Table 1. List of datasets that encompass images sourced from laboratory settings employing categori-
cal values.

Dataset Basic Emotion Labels

DDCF [95] Neutral, Content, Sad, Angry, Afraid, Happy, Surprised, Disgusted
CAFE [97] Sadness, Happiness, Surprise, Anger, Disgust, Fear, Neutral
NVIE [98] Happiness, Disgust, Fear, Surprise, Sadness, Anger
TSINGHUA [94] Neutral, Happiness, Anger, Disgust, Surprise, Fear, Content, Sadness
DEFSS [99] Happy, Sad, Fearful, Angry, Neutral, None of the Above

CAFE [97] is a dataset comprising 1192 photographs of children’s faces (aged 2–8 years),
representing a diverse range of ethnicities, including Caucasian and non-Caucasian in-
dividuals. In fact, the dataset includes African American, Asian, Hispanic, and South
Asian individuals. This database is based on the work conducted by Ekman and Friesen in
1971 [14], in which the authors employed six basic emotions. The photographs of children
were taken within a controlled laboratory environment, with the photographer requesting
the children to replicate their expressions. The dataset was validated by 100 adult subjects,
with an accuracy rate of 66%.

The NVIE [98] dataset distinguishes itself from previously illustrated datasets by
presenting a collection of images captured through infrared from a thermal cameras,
aiming to mitigate concerns associated with varying lighting conditions. Encompassing
both genuine and fake expressions, the dataset underwent validation by five judges for
depicted emotions, excluding those portraying fake expressions. The authors reported
Cohen’s κ = 0.65 for inter-rater reliability within the dataset.

The Tsinghua [94] dataset comprises a collection of facial expressions of native Chinese
subjects, a demographic group that is often under-represented in FER databases. In addition,
facial expressions were gathered from subjects identified as young and old in controlled
laboratory settings. Participants were instructed to exhibit facial behavior in accordance
with the researchers’ requests based on the basic emotions identified by Ekman and Friesen,
as shown in Table 1. Figure 4 shows samples from the Tsinghua dataset. The dataset was
validated by 60 raters with an inter-rater agreement corresponding to Cohen’s κ = 0.761.

Figure 4. Samples of images and their related labels from the Tsinghua dataset [94].

4.3. The Construction of FER Datasets

DEFSS [99] is a dataset that contains images of faces belonging to individuals between
the ages of 8 and 30 years. The dataset comprises 404 photographs, each labeled according
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to one of five basic emotions, as shown in Table 1. In order to represent the emotions,
subjects were asked to manifest the expression they would feel in the case of a scenario
described by the researchers. The entire set underwent a validation process involving
228 judges, who were asked to assess the expressions in relation to the five previously
mentioned emotions.

4.3.1. Ordinal Lab Setting Datasets

This category encompasses datasets in which images were collected in controlled
settings and the measurement of emotion was registered through ordinal values.

The DISFA [100] dataset, for instance, contains 4845 frames of 27 adults aged 18–50 years
with a predominantly Caucasian ethnicity. These frames were manually annotated by a
single person through AU, measuring intensities from 0 to 5. The subjects were required to
view a video clip of approximately four minutes in duration, with the objective of evoking
a specific emotional response within a controlled setting.

The Radboud Faces Database [101] comprises images of 49 Caucasian models, who
were asked to display eight facial expressions, as detailed in Table 2. These expressions
were identified as those most commonly recognized in experiments conducted by Ekman.
A total of 120 photographs were taken per subject (with three different gaze directions), and
during the photo sessions, the models were instructed by FACS experts. The images were
subjected to validation by 276 students, who were asked to assign values to the dimensions
of intensity, clarity, genuineness, and valence on a five-point scale. This process yielded an
overall agreement of 82%, although there was greater disagreement and overlap in the case
of expressions such as surprise and fear.

Table 2. List of datasets that encompass images sourced from laboratory settings employing
ordinal values.

Dataset Basic Emotion Labels

DISFA [100] Action units with intensity from 0 to 5

Radboud Faces Dataset [101]
Neutral, Anger, Sadness, Fear, Disgust, Surprise, Happiness, and
Contempt
Dimensions: Clarity, Intensity, Genuineness, and Valence.

4.3.2. Categorical In-the-Wild Datasets

This dataset category comprises images capturing spontaneous expressions “in the
wild”, featuring individuals not prompted to pose with specific emotions within controlled
laboratory settings. Labeling typically follows a categorical approach. These datasets
predominantly consist of larger collections sourced from the Web [41].

The FER-2013 [67] dataset was built by employing the Google search engine to source
facial images, pairing them with a set of 184 emotion-related words alongside additional
keywords like gender, ethnicity, and age. This process yielded around 600 search results,
with the first 1000 images returned by Google being utilized. A total of 35,887 images were
collected and categorized into seven emotions, as detailed in Table 3. Figure 5 depicts
samples from this dataset. Human labelers curated the dataset, excluding mislabeled
images and refining bounding-box clipping when necessary.

Angry Disgust Fear Happy Neutral Sad Surprise

Figure 5. Samples of images and their related labels from the FER-2013 dataset [67].
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The Google-FEC [102] dataset is structured to comprise triplets, wherein each sample
consists of three images annotated with corresponding terms. These images are associated
with at least one label listed in Table 3. The pictures were selected in such a way that all
of the categories were represented to a greater or lesser extent. Each triplet underwent
evaluation by five judges, resulting in a total of 40 evaluators. The following three distinct
triplet types were delineated: one-class triplets, wherein all images share a single label;
two-class triplets, wherein two images share a label; and three-class triplets, wherein each
image has a different label. The dataset exhibited an agreement rate of approximately 75%
in about 80% of instances.

Table 3. List of datasets that encompass images typically sourced from search engines employing
categorical values.

Dataset Basic Emotion Labels

FER-2013 [67] Angry, Disgust, Fear, Happy, Sadness, Surprise, Contempt

Google-FEC [102]

Amusement, Anger, Awe, Boredom, Concentration, Confusion,
Contemplation, Contempt, Contentment, Desire, Disappointment, Disgust,
Distress, Doubt, Ecstasy, Elation, Embarrassment,
Fear, Interest, Love, Neutral, Pain, Pride, Realization, Relief, Sadness, Shame,
Surprise, Sympathy, Triumph

EmotioNet [103]
Happy, Angry, Sad, Surprised, Fearful, Disgusted, Appalled, Awed, Angrily
disgusted, Angrily surprised, Fearfully angry, Fearfully surprised, Happily
disgusted, Happily surprised, Sadly angry, Sadly disgusted

EmotionNet [103] is a dataset distinguished by its automatic annotation of images
using AUs with their corresponding intensities. This annotation process was achieved
through the use of an algorithm. To enable automatic annotation, the algorithm was trained
using three datasets that contained images manually labeled by human annotators. As a
result, approximately one million images were annotated. After the images were assigned
various AUs, they were categorized into 23 different emotional categories, as shown in
Table 3.

4.3.3. Ordinal In-The-Wild Datasets

This type of dataset is characterized by images “in the wild” in which spontaneous
expressions occur annotated in a continuous dimensional space.

AffectNet [41] is a dataset composed of images “in the wild” identified through the
input of keywords in search engines and annotated according to a continuous dimensional
space. A combination of different terms related to subjective states, ethnicity, gender, and
age were used as keywords to identify images with emotional expressions. This resulted
in 362 strings, which were then translated into five other languages. However, this last
step did not produce the desired results when searching for images through search engines
because of cross-cultural linguistic variations. Language is a highly articulated structure
that has formed over time in relation to historical and cultural contexts [35]. Consequently,
in order to identify emotion-related terms in AffectNet, subjects who were not native
English speakers but possessed knowledge and fluency in the language were asked to
translate the emotional labels. This resulted in the identification of a total of 1250 keywords,
along with 450,000 images. To annotate the resulting images from the search, both a
categorical model relating to eleven discrete categories and a two-dimensional continuous
model referring to valence and arousal were employed, as shown in Table 4. The agreement
was calculated only for a sample of the dataset, with only 36,000 images labeled by two
annotators. The results show a relatively low inter-rater agreement of Po = 60.7%.
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Table 4. List of datasets that encompass images typically sourced from search engines employing
ordinal values.

Dataset Basic Emotion Labels

AffectNet [41]
Labels: Neutral, Happy, Sad, Surprise, Fear, Anger, Disgust, Contempt,
None, Uncertain, Non-face.
Dimensions: Valence, Arousal

EMOTIC [104]

Labels: Affection, Anger, Annoyance, Anticipation, Aversion,
Confidence, Disapproval, Disconnection, Disquietment,
Doubt/Confusion, Embarrassment, Engagement, Esteem, Excitement,
Fatigue, Fear, Happiness, Pain, Peace, Pleasure, Sadness, Sensitivity,
Suffering, Surprise, Sympathy, Yearning.
Dimensions: Valence, Arousal, Dominance

OMG-Emotion [105] Labels: Surprise, Disgust, Happiness, Fear, Anger, Sadness.
Dimensions: Valence, Arousal

EmoReact [106]

Labels: Happiness, Surprise, Disgust, Fear, Curiosity, Uncertainty,
Excitement, Frustration, Exploration, Confusion, Anxiety,
Attentiveness, Anger, Sadness, Embarrassment, Valence, Neutral.
Dimensions: All emotions except valence are annotated on a
1–4 Likert scale

Aff-Wild [107] Dimensions: Valence, Arousal

Aff-Wild2 [108]
Labels: Neutral, Anger, Disgust, Fear, Happiness, Sadness, Surprise.
Partly annotated with 8 Action Units.
Dimensions: Valence, Arousal

EMOTIC [104] is a database of images sourced from MSCOCO, Ade20k, and the
Google search engine. A total of 18,316 images were annotated according to a categorical
and three-dimensional model (VAD). Figure 6 illustrates samples from this dataset. The
categories were identified from 400 vocabulary words relating to affective or psychological
states. They were then grouped into clusters comprising terms linked by synonymic
relationships. In this manner, 26 clusters were established, each pertaining to an emotion
category, as illustrated in Table 4. The continuous annotation values in the dataset span
a scale of 1 to 10. To assess the inter-rater reliability, the Fleiss Kappa coefficient was
calculated, resulting in a mean value of κ = 0.31, with more than 50% of the images
exhibiting a κ > 0.31.

LABELS: Anticipation
DIMENSIONS: Valence: 5; 
Arousal: 1; Dominance: 9

LABELS: Anticipation, 
Engagement, Pleasure
DIMENSIONS: Valence: 6; 
Arousal: 4; Dominance: 6

LABELS: Confidence, 
Engagement, Excitement,
Happiness, Peace
DIMENSIONS: Valence: 6; 
Arousal: 3; Dominance: 2

LABELS: Engagement, 
Excitement, Happiness, 
Pleasure
DIMENSIONS: Valence: 7; 
Arousal: 5; Dominance: 7

LABELS: Fatigue, Sensitivity
DIMENSIONS: Valence: 4; 
Arousal: 4; Dominance: 3

Figure 6. Samples of images and their related labels from the EMOTIC dataset [104].

The OMG-Emotion [105] dataset comprises 567 videos, with an average duration of
approximately one minute. These videos were identified on various YouTube channels
through the inclusion of keywords related to the term “monologue”. The objective of the
authors was to collect video content that presented a diverse range of emotions within
the same context, with these emotions varying gradually over time. The videos were
divided into clips (7371), each representing a distinct expression. These clips were then
labeled by five independent annotators, who were asked to identify the six basic emotions
recognized by Ekman (with the addition of “neutral”) and the arousal/valence scale. This
resulted in a two-dimensional model, as shown in Table 4. In addition, each annotator
was provided with the context related to the clip of the complete video. Upon analysis of
the distribution of labels, the authors noted that there is a greater concentration of labels
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around expressions that were annotated as neutral, as well as in relation to annotations
related to neutral valence and calm arousal. However, despite this concentration, the values
are distributed across the entire spectrum.

The EmoReact [106] dataset consists of video clips collected from a YouTube channel
(React). The content of this channel consists mainly of children (12–14 years old) reacting to
different events and showing different emotions. Thirty-seven subjects were selected; then,
the videos were divided into clips with an average length of 5 s, picking only those with a
minimal length of 3 s. In this way, 1254 clips were obtained. These were then annotated as
shown in Table 4. The dimensional element in this dataset is expressed by the presence of
annotations on a 1–4 Likert scale for each emotional label, where 1 indicates the absence of
the emotion and 4 corresponds the intense presence of the emotion; this was applied to
all categories except valence, which was annotated on a 1–7 scale, where 1 indicates the
maximum negativity of emotion and 7 represents the maximum positivity of emotion. The
inter-judge agreement (Krippendorff’s α) reported by the authors was calculated, showing
an agreement of α ∈ [−0.16, 0.64].

The Aff-Wild [107] dataset contains 298 videos, mainly sourced from the YouTube
search engine. The clips were annotated with respect to valence and arousal. For the
annotation task, the authors developed their application, allowing users to evaluate arousal
and valence separately through the use of a joystick. Following the validation of the
annotations, every judge was asked to re-watch the video to check the accordance between
it and the labels. Cross-correlations were calculated between all annotators for each video.
Furthermore, the correlation between the annotations and the tracked facial landmarks was
determined. This resulted in the establishment of a ranking of the annotators’ correlations
for each video. Subsequently, two additional experts reviewed all videos and selected the
annotations that were mostly correlated. The mean of the selected annotations, which were
highly correlated and received positive evaluations from the experts, was then computed.

Aff-Wild2 [108] is a collection of 545 videos sourced from YouTube. It represents an
extension of the previously mentioned Aff-Wild [107]. The videos were validated using
basic emotion labels, valence/arousal, and AUs, as reported in Table 4.

5. Face Emotion Recognition Concerns

In this section, we present the various concerns that have emerged within the literature
on the topic of FER, categorizing them into three distinct perspectives. In recent years, there
has been a vast amount of discussion around different aspects or challenges of automatic
emotion recognition [16]. Indeed, a significant proportion of the literature challenges the
very concept of automatic emotion recognition, arguing that the psychological models
on which it is based are not valid or scientifically sound [2,6,109]. Secondly, a number
of scholars contend that, regardless of the feasibility of emotion recognition, the use of
this technology could be dangerous and potentially harmful to human rights [69,110–112].
In a third instance, a portion of authors maintain that, even if it is assumed that the
psychological models on which FER is based are perfectly valid and these systems are not
harmful to individuals, there persists a substantial problem, namely the lack of reliability of
FER ground truth [16]. Several studies have attempted to systematize different aspects of
FER, including its potential ethical harms and the psychological foundations underlying the
technology. For instance, Amelia Katirai [69] conducted a systematic review of 43 articles
concerning ethical considerations with respect to FER. Moreover, Soumya Ranjan Mohanta
and Karan Veer [81] identified different challenges associated with FER, which consist
of capturing the context of emotions, lighting issues, racial differences, and variations in
facial expressions. On the other hand, various studies have explored the claims of BET
and the relationship between facial expressions and emotions. For example, Juan I. Durán
and José-Miguel Fernández-Dols [7] conducted a meta-analysis to test whether whole
facial expressions co-occur with basic emotions and whether parts of facial expressions
align with specific emotions. They also examined the hypothesis that a linear relationship
exists between the intensity of emotional experience and the intensity of facial expression.
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Their findings indicated a low co-occurrence between facial expressions and the subjective
experience of emotion, both for whole and partial facial expressions. Moreover, they
observed significant variability in the correlations of emotional and facial expression
intensities. Similarly, Lisa Feldman-Barrett et al. [5] surveyed examples of psychological
scientific evidence to test the assumptions underlying the “common view” of emotions.
They specifically examined the typical experimental design and conclusions about the
existence of distinct facial expressions or the universality of recognition. However, the
reliability of FER’s ground-truth data and its impact on accuracy are often overlooked [16].
Additionally, to the best of our knowledge, the various perspectives on FER have rarely
been organized in a single comprehensive framework.

In the following section, we propose a three-layer conceptual categorization to better
address the diverse issues surrounding FER technology and clarify the ongoing debates
within the scientific community. Notably, we examine concerns related to the psychological
foundations of FER, its potential ethical harms, and the reliability of its ground truth,
underlining how different levels of analysis can impact various aspects of FER technology.

5.1. Challenging Emotion Fingerprints

Despite the existence of a broader spectrum of models, FER is mainly based on the
oversimplistic emotional theories of Ekman and others [2,28]. Thus, fundamentally, it
rests upon the aforementioned belief that there exists a direct correspondence between
basic emotions (i.e., private feelings) and facial expressions [5,28,111]. In other words, the
underlying assumptions of emotion recognition systems are derived from only one part of
the psychological tradition relating to the study of emotions [28].

This culturally entrenched belief stemming from the “universality hypothesis” posits
the existence of emotional “fingerprints”, which supports the notion that internal and
private states can be measured. Universal recognition of emotions can only be achieved
if they are produced universally; hence, facial expressions must be reliable, univocal,
and diagnostically distinctive marks to enable their categorization. Within this perspec-
tive, facial expressions should be considered robust enough to account for basic emotion
classification [2].

This conviction is not only carried forward by scientific psychological research, but it is
also reinforced by various cultural products that iterate the “common view” of emotions [5].
For instance, media content, such as movies or television series, usually represents precise
face patterns as straightforwardly portraying specific emotions, which are consequently
universally recognized [5]. That is the case, for example, of the movie “Inside Out”, in
which five basic emotions (anger, disgust, fear, sadness, and joy) are represented by fictional
characters and for which Ekman offered scientific support [113].

Nevertheless, the study of emotions is much more complex than this “common
view” [5,6], and in the literature, there is not a complete agreement on the robustness
of emotion labels in unambiguously determining subjective states [1,6,17,18] to the extent
that some argue that the current framework of study is creating a barrier for their in-depth
exploration [2].

Barrett, for instance, due to the inconsistencies that happen in emotion recognition
tasks, criticized both the application in fields such as AI and its theoretical foundations [5],
also arguing that

“When it comes to emotion, a face doesn’t speak for itself. In fact, the poses of the basic
emotion method were not discovered by observing faces in the real world. Scientists
stipulated those facial poses, inspired by Darwin’s book, and asked actors to portray them.
And now these faces are simply assumed to be the universal expressions of emotion [2].”

This perspective and strong opposition to the notion of emotions as discrete and
measurable entities [6] stem from a series of experiments that the author conducted while
investigating the origins of low self esteem and its connection to anxiety or depression.
Failing to replicate known phenomena, upon closer examination, a consistent anomaly
was discovered; participants experienced difficulty in distinguishing between feelings of
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anxiety and depression, indicating a struggle in discerning between these emotions. In
subsequent experiments, subjects were asked to monitor and annotate their emotional
experiences. The results showed that participants employed shared terminology, such as
“angry”, “sad”, and “afraid”, to describe their feelings; however, these words did not always
indicate the same emotional states. This pattern also occurred with positive emotions, such
as “happiness”, “calmness”, and “pride”. After conducting a thorough examination with
more than seven hundred American participants, to the author found a significant variation
in how individuals describe and feel their emotional experiences [2].

Contrary to Ekman’s assertion, the idea that a facial expression unambiguously ex-
presses a precise emotion is not evident [1,2,5,6,30]. The proponents of this standpoint
affirm that facial expressions alone do not offer a clear indication of emotions, as they
are dependent on the perceiver. One set of facial expressions can be linked to different
emotion categories, and multiple sets can be connected to a single emotion, standing in
a many-to-many correspondence. More simply, a face alone does not convey emotions
clearly [1,2,6,109].

Barrett et al. [5], identified the following three key limitations of the scientific literature
that are associated with the misinterpretation of emotions: limited reliability, lack of
specificity, and limited generalizability. The initial concept pertains to how emotions
belonging to a single category do not exhibit homogeneous facial expressions nor they
are universally recognized through a standardized set of facial movements. The second
point highlights that there is no univocal mapping between a specific arrangement of facial
movements and occurrences of a particular emotional category. The third refers to the
influences of context and culture on emotional expression.

According to the latter point, contextual and cultural information assumes central
relevance; in particular, body posture, gestures, social situation, and culture are consid-
ered sources of information as relevant as facial expressions [5]. Specifically, the cultural
component has been under the lens of several scientific analyses [10]. The expression and
perception of emotions in humans, as well as the discernment of pertinent information to
distinguish one emotion from another, are profoundly influenced by cultural context [5,10].
For instance, Matsumoto [114] thoroughly documented how cultural differences influence
the rate of correct recognition of a specific emotion. Moreover, he argued that recognition
accuracy varies between cultures. Individuals often interpret the emotions of their ethnic
group more accurately than those of different cultural backgrounds. The researcher’s exper-
iments involved American and Japanese college students asked to identify six of Ekman’s
universally recognized emotions from a set of 48 photographs. These photos depicted
expressions from two male and two female individuals of both Japanese and Caucasian
descent. The experimental results demonstrated that Americans exhibited a heightened
precision in discerning emotions such as anger, disgust, fear, and sadness. Furthermore,
this accuracy was consistent across both genders and unaffected by cultural factors. In
contrast, Japanese participants showed a greater facility in recognizing these emotions
when expressed by females compared to males.

Cultural values play a key role in determining coordination and organization within
a society, providing a system of information shared by its members. Indeed, the values
concerning interpersonal relationships (e.g., individualistic/collectivistic) and the values re-
lated to emotions are crucial in determining emotional regulation norms [115]. In particular,
the values pertaining to emotions provide rules or guidelines for their desirability within
specific social contexts [115,116]. Consequently, the exhibition of emotions is governed
by “display rules”, namely the learned and culturally given differences that determine
how each emotion is expressed in various social situations [9,116]. For instance, emotion
suppression is often associated with negative social consequences when exhibiting a certain
emotion in social contexts [117]. Cross-cultural experimental research conducted by Emily
A. Butler et al. [117] has supported this view, revealing that women who primarily adhere to
European values tend to engage in less habitual emotional suppression than their bicultural
European–Asian counterparts. Moreover, among women with strong European values, this
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suppression is often associated with self-protective objectives and an increase in negative
emotions. In contrast, bicultural women exhibit the opposite trend, where suppression
correlates with less self-protective goals and reduced negative emotions.

As a result of the points underlined, the theory of “constructed emotions” [2,118]
proposes a change of paradigm to leave essentialism in emotions and to accept variability
as the norm rather than the exception. This view provides a multi-level, constructionist
view of the brain’s basis for emotion, aligning with computational and evolutionary biology.
The theory challenges traditional views by asserting that emotion categories lack distinct
neural bases and emphasizes the importance of neural ensembles over individual neurons.
Accordingly, the possibility of measuring an emotion exclusively by means of indirect data,
such as facial movements or physiological alterations, is deemed to be untenable.

This perspective on emotions and the concerns identified within BET take FER apart
on the basis of its grounds, namely that it undermines the validity of the psychological
models on which it is based. Hence, if emotions cannot be measured and assigned to a
corresponding label, then this impossibility is reflected in FER systems. This technology,
consisting essentially of ML algorithms trained on large datasets, relies on images annotated
by human voters who have no prior knowledge of the subjects in the images [16], in
compliance with a precise psychological model [28]. According to this view, the design of
emotion recognition tools is influenced by oversimplistic models, typically Ekman’s six
basic emotions [28]. In simpler words,

With machine learning, in particular, we often see metrics being used to make decisions—
not because they’re reliable, but simply because they can be measured [8].”

Besides the fact that ML algorithms are trained on reductionist models of emotions,
they also neglect to consider variations in perception that are given by context, culture, and
the distinction between fake and genuine emotions [111]. Indeed, many FER datasets are
based on pictures portraying actors simulating a specific expression (according to basic
emotion labels) in laboratory settings and in the absence of the context in which they
originated [5,16,93]. Accordingly,

“Emotions are complex, and they develop and change in relation to our families, friends,
cultures, and histories, all the manifold contexts that live outside of the AI frame [111].”

Moreover, in real-life scenarios, normative implications can be derived from the
outputs of these systems. Therefore, the ethical responsibilities of human beings also
depend on the theory of emotion being considered [28], encouraging discussions for
precise regulation.

5.2. Ethical Concerns Associated with Face Emotion Recognition

In recent years, there has been an increase in awareness regarding the ethical aspects
surrounding the AI scenario [29,69]. As previously mentioned in Section 4, some FER
applications have raised questions among various scholars about the possible risks and
unfair employment of this technology. These discussions examine whether these systems
have the potential to cause harm to individuals, particularly those who belong to minority
groups, or those who are considered at-risk, such as children [50,111,119]. As emotion
recognition applications experience rapid expansion, becoming a lucrative market [69,112],
the concerns with respect to the possible harms of potential biases and the lack of trans-
parent models also are increasing in association with this specific technology [69,111]. For
instance, Katirai [69] identified three key risk areas, namely the danger of biased and unfair
outcomes, the sensitivity of emotion to data or privacy harms, and the use of emotion
recognition in particular and consequential contexts.

Stemming from the underpinning of FER by the emotion model [28,69] and the sub-
jectivity of the labeling process [77], biases and unfairness have the potential to engender
discriminatory practices in the deployment of FER systems. Despite being used often
in an interchangeable way, fairness reflects the subjective judgment of how a construct
is measured and justified when applied in decision making, while biases represent sys-
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tematic errors that disproportionately impact evaluations across different groups [120].
Indeed, psychological and cross-cultural literature has highlighted not only differences
between cultures in emotion regulation but also differences in emotion classification based
on race [121], which can be perpetuated through the labeling process of the FER ground
truth [16,28]. For instance, experiments conducted by Paul B. Hutchings and Geoffrey
Haddock [122] demonstrated that participants with high implicit prejudice were more
likely to categorize racially ambiguous angry faces as Black and to rate the intensity of the
anger as greater when the faces were categorized as Black compared to White. Eugenia
Kim et al. argued that although racial biases have been widely studied in facial FER,
age-related biases remain largely overlooked [123]. Their research highlights how facial
morphology changes with age, affecting emotion recognition accuracy, and identifies a gap
in current FER benchmarking protocols, which often fail to consider age as a significant
factor. Moreover, various authors have argued that the datasets on which FER algorithms
are trained are unevenly distributed in terms of ethnicities, gender, and age, resulting in
numerous biases, consequently impacting these minorities [124–126]. This calls for more
inclusive, intersectional algorithm development and evaluation practices.

Additionally, many scholars are concerned with the sensitivity of emotions if collected
as data [28]. In particular, the limits of expressions in being defined as private or public
are variable [127], resulting in the collection of this type of information being considered
an invasion of the individual sphere. Intelligent algorithms are continuously fed with
biometric inputs in an attempt to enhance people’s experiences. However, this constant
prediction of our behaviors puts indispensable rights at risk [128], becoming a new source
of power [111]. The concern for such values assumes a pivotal relevance as they are
employed in more and more application contexts, namely airport surveillance [129], car
driving safety [53], and in support of autistic individuals [130]. For instance, applications in
which FER technology is declared to improve the quality of life of people with disabilities
are particularly critical but result in the exploitation of these conditions to push rhetoric
aimed at promoting surveillance capitalism. This is the case, for instance, of Affectiva’s
Affdex, in which autism is used as the rationale for rendering emotions computable and for
advancing commercial emotion AI [131].

As a consequence, various authors have proposed guidelines, frameworks, and mit-
igation strategies to better evaluate the risks and harms associated with FER technology.
For example, Javier Hernandez et al. [29] developed recommendations for assessing and
minimizing risks related to emotion recognition, which include responsible communication,
informed consent, contextual calibration, and comprehensive contingency planning. Addi-
tionally, Andrew McStay and Pamela Pavliscak [110] created an ethical checklist for the use
of emotional AI, emphasizing, for instance, the importance of recognizing the lack of global
agreement on emotions and ensuring that these technologies provide a clear benefit to the
user. In addition to these guidelines, a few regulatory frameworks have been proposed to
address the legal and ethical concerns surrounding FER technology. These frameworks aim
to ensure compliance with privacy laws and data protection standards while promoting
responsible deployment. One notable example is the European Union (EU) AI Act, the
world’s first comprehensive AI legislation, which explicitly addresses FER [132], as exam-
ined in greater detail in the subsequent paragraph. However, regulations concerning AI are
rapidly evolving. For instance, the National Institute of Standards and Technology (NIST)’s
AI Risk Management Framework provides guidance for organizations, governments, the
private sector, and civil society on AI use. However, although it acknowledges the risks
associated with biometric data, it does not specifically regulate emotion recognition [133].

What Is the Position of the EU?

The debate surrounding the regulation of emotion recognition technology has seen
diverse perspectives, especially in the European context. Several civil society organizations
have advocated for a comprehensive prohibition on the use of this technology. This
view was initially adopted by the European Parliament in the early drafts of the EU AI
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Act, which instituted a ban on emotion recognition across the following four key specific
domains: educational settings, workplaces, law enforcement, and immigration processes.
Consequently, the Act introduced exceptions allowing for emotion recognition only in
particular contexts like health care and safety. While these exceptions aim to enable
beneficial applications, their imprecise boundaries also risk unintended consequences.
Moreover, subsequent revisions of the Act also led to the exclusion of law enforcement
and immigration control from the ban, which has been confirmed in the final draft. This
adjustment warrants thoughtful examination, given its differential impact on vulnerable
communities.

Specifically, the perspective embraced in the June 2023 amendments seems to recognize
the subjective nature of emotions. Indeed, Article 26c affirms that

“The key shortcomings of such technologies, are the limited reliability (emotion categories
are neither reliably expressed through nor unequivocally associated with, a common set
of physical or physiological movements), the lack of specificity (physical or physiological
expressions do not perfectly match emotion categories) and the limited generalisability
(the effects of context and culture are not sufficiently considered)” [134].

Moreover, the final draft reiterates these statements and also supports cross-cultural
differences in emotion recognition [49]. Nevertheless, despite the concerns about the scien-
tific basis of emotion recognition, the 2024 final draft of the AI Act, providing exceptions
rather than an overall ban, leaves room for employment. Deployers are required to properly
inform individuals about the system’s operation and adhere to pertinent data regulations.
However, this provision excludes AI systems used for biometric categorization and emotion
recognition for the detection, prevention, and investigation of criminal offenses. In addition,
emotion recognition systems are only prohibited in work and school environments, with
exceptions for safety and medical reasons [49].

The urgency to protect essential rights becomes increasingly relevant if we take into
account that fact that emotions are instances of biometric data that can be used to pro-
file individuals [128], resulting in the previously mentioned surveillance capitalism [23].
Indeed, it

“Claims human experience as free raw material for translation into behavioral data” [23].

In consideration of the above, the EU’s position appears to be somewhat contradictory.
While it criticizes the scientific soundness of emotion recognition, it also allows exceptions
for the use of biometric data in particular circumstances. Indeed, the employment of remote
surveillance systems creates an inevitable imbalance of power between those who control
and those who are controlled; people’s voices, faces, emotions, and bodies are used as raw
data that feed an algorithm that invades private life [23,111].

5.3. On the Dubious Reliability of Face Emotion Recognition

The third area of concern involves the reliability of FER. While prior discussions have
highlighted the lack of consensus on the measurement of emotions from indirect signals
and the potential for harmful outcomes in their application, in this section, we assume,
for the sake of argument, that FER systems are based on valid and universally accepted
psychological models and that their real-world applications are entirely ethical, transparent,
and fair. Even under these ideal conditions, a critical issue remains, namely whether these
systems can reliably recognize emotions. Automatic emotion recognition consists of a
categorization process in which, through probabilistic measurement, the dominant emotion
is detected. From a technical point of view, this technology can be related to two important
concepts, namely validity and reliability [16]. In particular, FER validity, that is, the accuracy
of emotion recognition, is related to the underlying theoretical psychological foundations [5].
In other words, recognition is considered valid if it identifies the intended emotional
state [16]. In contrast, reliability refers to consistency across different times, places, subjects,
and experimental conditions [135,136]. More specifically, in the FER literature, it pertains to
how persistent different subjects are in assigning a particular emotional label to a person’s
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face depicting an expression [16], namely inter-rater agreement [135]. Because FER datasets
have a vast number of images, the labeling task is typically undertaken by multiple raters,
who are given different expression images “in the wild” (i.e., pictures downloaded from
various Internet sources) [93]. Consequently, these datasets are susceptible to “annotation
bias”, which refers to systematic errors in the labeling process affecting how emotions are
labeled [137]. Additionally, since FER depends on ML algorithms, its reliability is inherently
tied to its ground truth and impacts model accuracy [16,51].

For a more comprehensive grasp of the concept of reliability and its relevance to
emotion annotation, it can be helpful to draw an analogy with the task of lie detection. The
attribution of a personal and internal state, such as intent to lie or an emotion, is based
on an inference from external data to inaccessible information, such as heart rate/blood
pressure, respiration, and skin conductance in the case of a polygraph [138] or facial
expressions in the instance of FER [28]. As a result, we are faced with an intrinsically
subjective task, which is based on interpretative judgments [6,139]. Lie detection tools, often
portrayed as “magic mind-readers” [135], have been long debated, putting int question their
validity and reliability [135,138,140]. Critics argue that physiological changes registered by
polygraph may be derived from aspects beyond deception, since they are determined by
plausible anxiety or fear, which can be mislabeled [135,141]. These discussions give rise
to controversies with respect to its application, as it is often considered non-sufficiently
reliable to be accounted as evidence [140] (e.g., United States v. Sheffer in 1998 [142]). On
the other hand, although emotion judgments are regarded as subjective and perceiver-
dependent in various psychological contributions [5], this is rarely linked to the potential
influence on the creation of FER technologies [16].

Hence, the question of whether emotion recognition systems can be considered suffi-
ciently reliable arises. However, before attempting to provide a response, it is necessary
to discuss a further point, namely what levels of reliability are considered “high enough”.
Various metrics are used to assess inter-rater reliability. These methods include the simple
percentage agreement, as well as more robust measures, such as Krippendorff’s α [143].
Moreover, Krippendorff suggests that a reliability measure of α ≥ 0.800 is customary
for agreement (adequacy threshold), while values of α ≥ 0.667 are acceptable. Values
of α ≤ 0.667 (unacceptability threshold) are considered too low to detect agreement and
should be discarded [16,143]. However, in general, the degree of subjectivity and disagree-
ment increases as the value of the reliability measure decreases [16].

Returning to the question concerning sufficient reliability, from the review of the
datasets presented in Section 4.3, what emerged is that between them, all the reliabil-
ity scores are below 0.800, except for the Radboud dataset [101]. Moreover, not all the
datasets report their reliability score. Focusing on the settings with which which the images
were captured, the initially developed datasets typically comprise pictures collected in a
controlled environment—commonly a laboratory setting [41]. In these situations, facial
expressions are elicited through stimuli or subjects are asked to exhibit facial behavior
voluntarily. As previously discussed, there are numerous differences between genuine
and simulated expressions [35]. Indeed, the latter are often exaggerated, accentuating
the differences between expressions, and do not exhibit occlusions [144]. This results in
greater ease of classification and higher agreement values [144]. Considering the model
employed for the labeling of emotion, the prevalence of the analyzed datasets presents
expressions that were annotated according to a categorical model, which typically includes
the six emotions identified by Ekman as basic [14]. However, there are databases with a
considerably higher number of labels. Furthermore, several datasets were annotated by
FACS [48] experts through the use of AUs (e.g., Radboud Faces Database [101]). A small
number of datasets were annotated with ordinal values, despite the fact that they allow for
the measurement of the intensity of a given emotion, thereby capturing variations in more
detail [45].
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Federico Cabitza et al. [16] conducted a study to evaluate the reliability of FER ground-
truth data by organizing a user study with two annotation experiments designed to test the
following three research questions:

• Is the inter-rater reliability of the FER ground truth sufficient to support reliable
research and analysis?

• Does providing some sort of contextual information have any effect on the reliability
of the ground truth?

• Is the intra-rater reliability of the FER ground truth high enough?

In the first experiment, inter-rater reliability was assessed through an online question-
naire in which participants annotated 30 genuine (non-posed) pictures of facial expressions
using Ekman’s basic emotion labels. Additionally, for each picture, participants rated the
perceived intensity of each emotion on a scale from 1 to 5, indicating the degree to which
they felt the emotion was present. Figure 7 and Figure 8 show respectively samples from
their dataset and a screenshot of their questionnaire. The tested subjects were randomly
divided into the following two groups: a no-context group (shown only randomly or-
dered pictures) and a context group (shown the pictures and the videos from which they
were extracted) in order to assess the second hypothesis. In the second experiment, they
evaluated intra-rater reliability by testing different participants with a slightly modified
version of the first experiment (context group) in which 5 of the 30 pictures were repeated.
In both the first and second experiments, intra-rater and inter-rater reliability was eval-
uated through Krippendorff’s α [143] considering the threshold mentioned above. The
following three types of representations were considered for each rating: label-based (cate-
gorical model), distribution-based (each rater’s judgment is represented as a percentage),
and ordinal-based (each emotion judgment is represented as a list of reported emotional
intensities) representations.

Figure 7. Six images from the Cabitza et al. study depicting three subjects whose emotions were
assessed by study raters. The top images had the highest agreement (easiest to interpret), while the
bottom images had the lowest agreement (hardest to detect) [16].

In the first experiment, all inter-rater reliability values were significantly below the
adequacy threshold. Additionally, all values, except for the ordinal representations of
“anger” (in both groups) and “fear” (in the context group), fell significantly below the unac-
ceptability threshold. Furthermore, the reliability values for the context group surpassed
those of the no-context group. In the second experiment, the reliability values for the multi-
label and distribution-based representations were significantly below the unacceptability
threshold. Specifically, the reliability values for the emotions of “sadness”, “anger”, and
“fear” exceeded the unacceptability threshold. In contrast, all other reliability scores were
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below the adequacy threshold. Given these considerations, the authors concluded that
systems based on facial expressions lack sufficient levels of ground-truth reliability, as
humans do not agree enough in the emotion annotation task, highlighting the subjective
nature of emotion recognition and the resulting risk of bias. Furthermore, these findings are
consistent with the review of existing datasets, clearly indicating that the FER community
is grappling with a notable issue of low ground-truth reliability. Therefore, in addition
to ethical and foundational concerns, these considerations should serve as a compelling
limitation of the deployment of automated emotion recognition systems [16].

Figure 8. Instance of an annotation page extracted from Cabitza et al.’s questionnaire [16].

6. Discussion

The debate surrounding FER technology is both intricate and multifaceted, reflecting
the complexity of human emotions and the challenges inherent in their accurate recognition
and interpretation. There is currently no universally accepted theory of emotions, nor
is there a consensus on a precise definition of emotions within the scientific community.
While various models of emotion exist, FER systems are predominantly based on the
motivational theories of Ekman and others, which posit a direct link between basic emo-
tions and facial expressions. This assumption, which is deeply rooted in Western culture,
implies that emotions have distinct and measurable facial “fingerprints”. However, this
perspective has been increasingly challenged by critics who argue that emotions are far
more nuanced, context-dependent, and difficult to categorize into discrete entities. These
limitations are also mirrored in the low reliability and annotation biases observed in FER
ground-truth data. Moreover, the uncertainty of psychological foundation of FER becomes
increasingly significant when the technology is applied in contexts that pose potential
threats to individual privacy and civil rights.

Our review has revealed three critical areas of concern surrounding FER technology,
namely its foundational theories, its ethical implications, and its technical reliability.

• First, the reliance of FER systems on oversimplified models of emotions raises con-
cerns about the validity of their psychological foundations. These systems often
overlook the influences of context, culture, and the distinction between genuine and
simulated emotions.

• Secondly, the potential for racial biases and the perpetuation of these stereotypes
through AI systems pose significant ethical challenges. Studies have shown that
FER systems can exhibit variations in emotional interpretation influenced by an
individual’s race, leading to troubling outcomes, especially in surveillance and law
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enforcement settings. As a consequence, there is growing awareness regarding the
ethical aspects surrounding the FER scenario, questioning whether these technologies
have the potential to cause harm to individuals, particularly those who belong to
minority groups or those who are considered at-risk, such as children.

• Finally, even if assuming that the first two requisites are entirely met and non-
problematic, meaning that emotion recognition systems are based on valid psycholog-
ical models and that their application poses no ethical risks, there is a third point to be
touched upon, namely the reliability of the ground truth utilized by these systems. In
other words, the ground truth on which FER is built is unreliable due to insufficient
agreement values and biased datasets.

Based on these considerations, it can be stated that the current state of FER technology
is still a long way from being a reliable and ethical tool for emotion recognition. Subse-
quent studies should aim at the construction of more culturally sensitive and contextually
grounded models of emotion that do not rely on the paradigm of universality. This includes
expanding the number of physiological and contextual cues used to enhance the identifica-
tion of emotions. Nevertheless, this article does not seek to prescribe specific frameworks,
policies, or political directives. Instead, it aims to serve as an inclusive and informative
resource for practitioners, policymakers, and legislators involved in addressing the various
challenges related to FER. However, a key recommendation that can be derived from our
analysis is the necessity of explicitly reporting the accuracy rates of FER technologies, along
with a thorough evaluation of the datasets used in such technologies, including in terms of
their representativeness and reliability. This recommendation aligns with the transparency
obligations mandated by regulatory frameworks such as the AI Act [49] and the General
Data Protection Regulation (GDPR) [145], which emphasize the importance of disclosing
the sources of data and performance metrics to ensure accountability and trustworthiness
in AI systems.

Limitations

The field of emotion recognition and its associated regulations is rapidly evolving.
Both technical advancements and regulatory developments are ongoing, which may impact
the relevance and applicability of our findings over time. As such, this review should
be considered a reflection of the current state of the field, with the understanding that
future changes could alter the dynamics we have discussed. Furthermore, despite our
review covering a broad spectrum of topics, the scope of our analysis was restricted to the
evaluation of FER technologies, focusing primarily on facial expressions as a proxy for
emotional states. While in this paper, FER was widely studied, alternative methods for
emotion recognition, such as those involving biosignals or other physiological measures,
were not examined in depth. Literature focusing on FER algorithms and applications was
not a primary focus of this article, so we refer the reader to more in-depth surveys [78–81,89].
Moreover, although our article presents various frameworks, guidelines, and checklists, its
primary purpose is not to prescribe specific frameworks but, rather, to provide a thorough
analysis. However, future research can better address the various nuances of the FER
discourse using the comprehensive classification we have provided.

7. Conclusions

In this paper, we provided a comprehensive overview of the current debate on FER
technology, framing it around three pivotal perspectives that shape the discourse. By
synthesizing these viewpoints, we aim to contribute to a more informed and balanced
debate about the future of FER systems. We argue that addressing these concerns requires
interdisciplinary research and dialogue, supported by the development of comprehensive
frameworks that move beyond isolated analyses of individual aspects of FER. Indeed,
we believe it is necessary to consider three different levels of concern or critical areas to
properly address its foundational, ethical, and technical implications.
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We argue that the formulation of guidelines and regulations necessitates not only the
identification of high-risk applications and uses but also an evaluation of the theoretical
foundations, training datasets, and reliability of the ground truth upon which these systems
are based. While current European regulatory frameworks acknowledge the limitations
of emotion recognition through the use of proxy data, they often fall short of addressing
the deeper issues highlighted in the psychological literature, such as the challenges of
measuring emotions accurately and reliably. Importantly, these frameworks allow for
certain applications, particularly in law enforcement, without fully accounting for the
broader ethical and technical implications. Therefore, we advocate for a multi-layered
analytical approach to regulation that considers the interconnectedness of foundational,
ethical, and technical concerns. This stratified approach, as illustrated in Table 5, would
enable researchers and policymakers to better identify potential pitfalls of each critical
area of FER research and applications, thereby ensuring a more reliable and equitable
deployment of these systems. Notably, negative outcomes stem not only from inappropriate
or harmful uses but also from the fragile foundations and low reliability of ground-truth
data. These factors significantly impact the uncertainty of emotion recognition systems and
must be considered by researchers.

Table 5. Summary of the three main perspectives on the FER debate.

Area of Criticism

Psychological Foundations

The psychological foundations on which FER technology is based
are not uniformly accepted and suffer from theoretical ambiguities.
Emotions are not considered measurable “entities” and do not
stand in a univocal relation with expressions.

Ethical Implications
Emotions can be considered soft biometric data, feeding
surveillance capitalism. Their employment in sensitive scenarios
can be potentially harmful to essential human rights.

Reliability Issues
FER ground truth is considered unreliable and datasets may
replicate annotation biases. Human beings do not agree sufficiently
in the emotion annotation task.

In summary, our review

• Surveyed the complexity of human emotions, from the early philosophical theories to
the major psychological models;

• Provided an overview of how FER works and its common applications, describing the
most frequently used datasets;

• Identified three different areas of concern, developing a taxonomy for the analysis of
FER issues, namely the psychological foundations, possible negative ethical outcomes,
and reliability of these systems;

• Advocated for a multi-layered approach that focuses on how the various areas of
criticism are interconnected in order to help researchers and policymakers better
address the implications of FER.

• Emphasized the need for interdisciplinary research and careful regulation to improve
the reliability, ethical responsibility, and effectiveness of FER systems, particularly in
safeguarding marginalized and vulnerable populations.
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