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A B S T R A C T 

The origin of the binary black hole (BBH) mergers detected through gravitational waves (GWs) by the LIGO-Virgo-KAGRA 

(LVK) collaboration remains debated. One fundamental reason is our ignorance of their host environment, as the typical size of 
an event’s localization volume can easily contain thousands of galaxies. A strategy around this is to exploit statistical approaches 
to assess the spatial correlation between these mergers and astrophysically moti v ated host galaxy types, such as active galactic 
nuclei (AGNs). We use a likelihood ratio method to infer the degree of GW–AGN connection out to z = 0.2. We simulate 
BBH mergers whose components’ masses are sampled from a realistic distribution of the underlying population of black holes 
(BHs). Localization volumes for these events are calculated assuming two different interferometric network configurations. 
These correspond to the configuration of the third (O3) and of the upcoming fourth (O4) LVK observing runs. We conclude 
that the 13 BBH mergers detected during the third observing run at z ≤ 0.2 are not enough to reject with a 3 σ significance the 
hypothesis according to which there is no connection between GW and AGNs more luminous than ≈ 10 

44 . 3 erg s −1 , that have 
number density higher than 10 

−4.75 Mpc −3 . Ho we ver, 13 detections are enough to reject this no-connection hypothesis when 

rarer categories of AGNs are considered, with bolometric luminosities greater than ≈ 10 

45 . 5 erg s −1 . We estimate that O4 results 
will potentially allow us to test fractional contributions to the total BBH merger population from AGNs of any luminosity higher 
than 80 per cent . 

Key w ords: gravitational w aves – methods: statistical – galaxies: active. 
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 I N T RO D U C T I O N  

ince the first direct gravitational wave (GW) detection has been
nnounced (Abbott et al. 2016 ), the two interferometers of Advanced
IGO (LIGO Scientific Collaboration 2015 ) and the one of Advanced
irgo (Acernese et al. 2015 ) have measured the signal coming from

ens of compact objects mergers in three observing runs (Abbott
t al. 2019 , 2021a ; The LIGO Scientific Collaboration 2021a , b ).
hanks to impro v ed sensitivities and the addition of a fourth detector,
AGRA (Somiya 2012 ; Aso et al. 2013 ), this number will grow in

he upcoming years (Abbott et al. 2018 ). 
Different formation pathways for these merging binary black

oles (BBHs) have been proposed (Mapelli 2021 ). They might
rise from the evolution of isolated stellar binary systems (Dominik
t al. 2012 ; Belczynski et al. 2016 ; Spera et al. 2019 ), or form in
ense environments, in which dynamical interactions can efficiently
rive binaries of compact objects towards the merger (Stone 2017 ;
odriguez & Loeb 2018 ; Antonini, Gieles & Gualandris 2019 ;
erosa & Berti 2019 ; Rodriguez et al. 2021 ; Rizzuto et al. 2022 ).
ne particular example of such environments can be the accretion
isc around supermassive black holes (SMBHs) in active galactic
 E-mail: veronesi@strw .leidenuniv .nl 
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uclei (AGNs; Bartos et al. 2017b ; Stone, Metzger & Haiman 2017 ;
cKernan et al. 2018 ; Ford et al. 2019 ; Samsing et al. 2020 ; Gayathri

t al. 2021 ). It has been shown that in such an environment, compact
bjects can migrate towards a radius close to the one of the innermost
table circular orbit, and there be trapped for the remaining AGN
ifetime (Peng & Chen 2021 ). The large number density of compact
bjects and the high escape velocity in that region can facilitate the
ccurrence of hierarchical mergers (i.e. mergers in which at least
ne of the two components is the remnant of a previous merger)
Yang et al. 2019 ; Gerosa & Fishbach 2021 ; Wang et al. 2021b ).
he mass of the remnants of hierarchical mergers can be higher than

he lower bound of the pair instability mass gap predicted by stellar
ormation models (Farmer et al. 2019 ; Woosley & Heger 2021 ).
his formation pathway has therefore the theoretical advantage of
eing able to explain the non-vanishing merger rate inferred for
inaries with components heavier than 50 M � (The LIGO Scientific
ollaboration 2021c ). 
There are potentially several ways to address the formation path-

ays’ open question and in particular to assess a plausible connection
etween GW events (BBH mergers in particular) and AGNs. The
ost straightforward would be to directly detect an electromagnetic

EM) counterpart in coincidence with the GW event. This might be
ossible in dense environments like the accretions discs of AGNs
McKernan et al. 2019 ; Wang et al. 2021a ), and such a counterpart
© The Author(s) 2022. 
ty. This is an Open Access article distributed under the terms of the Creative 
ch permits unrestricted reuse, distribution, and reproduction in any medium, 
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ight have already been observed (Graham et al. 2020 ; ho we ver, see
lso Ashton et al. 2021 ). The typical localization volumes of GW
vents make their association with an EM counterpart challenging. 
he interferometers currently operating are in fact only able to 
ssociate with GW detections comoving volumes that can easily 
ontain thousands of different galaxies. Similarly to what happens 
n the case of the emission of an EM counterpart, a companion GW
ignal can be originated from the same source of a detected event in
he case of mergers happening near an SMBH. These events could 
herefore be identified by the independent detection of an associated 
ravitational echo (Kocsis 2013 ; Gond ́an & Kocsis 2021 ). 
Another way to infer the origin of the detected events is by

tatistically comparing the measured source population properties, 
uch as mass and spin distributions, with model expectations. This 
ind of analysis has been done for several potential host environ- 
ents, including AGNs (McKernan et al. 2020 ; Gayathri et al. 2021 ;
 agawa et al. 2021 ; W ang et al. 2021b ; Li 2022 ). While the expected
istribution of spin parameters is still debated, all these analyses 
onclude that heavy ( ≥50 M �) stellar mass BHs are expected to be
enerated through the AGN formation channel. 
Finally, the increasing number of detections allows us to exploit 

tatistical approaches to explore the spatial correlation between GW 

vents and specific types of host environments. These approaches 
an o v ercome the big challenge of large localization volumes. Bartos
t al. ( 2017a ) proposed a statistical likelihood-ratio-based method to 
nd out how many GW detections would be needed to establish
hich fraction of BBH mergers detected through GWs happened in 

n AGN. This earlier w ork w as based on the GW localization volume
istribution expected for detections performed by the LIGO-Virgo 
etwork at design sensitivity and assuming only mergers of pairs of
0M � BHs. 
In this work, we present an analysis based on the same method,

lthough we use simulated GW detections constructed from the latest 
esults on the inference of the underlying BBH component masses’ 
istribution. To simulate these detections, we employ detectors’ 
ensiti vities representati ve of the third observing run of the LIGO
nd Virgo interferometers, as well as those expected to characterize 
he fourth one, when KAGRA will join the network. 

This paper is organized as follows: In Section 2 , we provide an
 v erview of all the steps of the analysis, with details in the following
ubsections. How we simulated the GW detections the localization 
olumes of which are needed in the statistical analysis is described 
n Section 2.1 , while in Section 2.2 we present how this statistical
nvestigation works. The results of our works are presented ins 
ection 3 . Finally, in Section 4 we draw conclusions and discuss

he next steps to improve our observed data. 

 M E T H O D  

o investigate the spatial correlation between Gravitational Waves 
0 per cent Credibility Level localization volumes (hereafter ‘V90’) 
nd the positions of AGNs in the local Universe, we first build
wo catalogues of simulated GW detections anchored in current 
bservations. For the first, we simulate the response of the detector 
etwork active during O3. For the second catalogue, we use the 
ame synthetic population of BBHs, and we simulate their detection 
y the interferometric network configuration expected for O4, which 
ncludes also KAGRA. To create the simulated detections, we first 
ample the joint probability distribution of the binary mass ratio q =
 2 / m 1 and primary component’s mass m 1 ; which is, by definition,
reater than the mass of the secondary one, m 2 . We then sample
he spin distribution for each binary component, the distribution 
or the inclination of the orbital plane with respect to the line
f sight, and for the luminosity distance between the position of
he event and the detectors. The assumed distributions, as well as
he configurations and the detector sensitivity curves used in our 
imulations, are described in Section 2.1 . 

Once the mock observations have been simulated, we e v aluate V90
or all the detections using BAYESTAR (Singer & Price 2016 ), a sky
ocalization algorithm able to perform in a few seconds a Bayesian,
on-Markov chain Monte Carlo analysis. 
We then use the newly created distribution for V90 to sample a set

f comoving volumes that are then exploited in an algorithm based
n the likelihood-ratio method described in Bartos et al. ( 2017a ).
his algorithm cross-matches the positions of the GW localization 
olumes with the positions of AGNs in the local Universe, which
re assumed to be isotropically distributed in comoving volume. 
he final output of this algorithm (described in detail in Section
.2 ) is the number of GW detections needed to test the hypothesis
ccording to which a certain fraction ( f agn ) of the detected BBH
ergers happened in an AGN; having the chance of rejecting the no-

orrelation hypothesis (none of the detected BBH mergers happened 
n an AGN) with a given confidence. 

.1 Simulation of GW detections 

 distribution of V90 is required by our statistical method. We obtain
uch distribution by simulating several realistic GW detections for 
oth O3 and O4 configurations. We describe the details of these
imulations in the following sections. 

.1.1 Source population 

ur simulated GW events are derived from the population analysis 
ased on the latest results of the LVK Collaboration. We assume
or m 1 the POWER LAW + PEAK analytical model presented in
bbott et al. ( 2021b ) and we simultaneously sample values of
 1 and q from their joint posterior probability distribution. This 
istribution has been obtained through the standard hierarchical 
ayesian analysis presented in The LIGO Scientific Collaboration 
 2021c ) and posterior samples are publicly available. The secondary
omponent’s mass is then calculated as m 2 = qm 1 . We use the
ame mass distribution to simulate BBH mergers irrespective of 
hem happening in an AGN. This is done to maintain our estimate
onserv ati ve and model-independent. We therefore neglect the effects 
f the hypotheses according to which GW events originated in dense
nvironments are more likely to involve higher mass BHs with respect 
o the ones that originated from an isolated binary system. 

For simplicity, we assume for all the BHs the spin direction to
e aligned with respect to the binary orbital angular momentum, 
nd a uniform spin magnitude distribution between 0 and 1. The
istribution of V90 is not expected to be significantly affected by
uch an assumption. 

The simulated binaries are uniformly distributed in comoving 
olume and their inclinations ι are sampled according to a uniform 

istribution o v er arccos ( ι). The cosmological parameters we assume
uring our analysis are the ones inferred from the Planck cosmic mi-
rowave background observations (Planck Collaboration VI 2020 ). 

.1.2 The network of detectors 

ext, we simulate the network of detectors. The whole analysis 
resented in this work is done for two different settings: the first one
MNRAS 514, 2092–2097 (2022) 
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Figure 1. Cumulative distributions of the 90 per cent CL localization 
volumes of simulated GW events with SNR > 8 and z ≤ 0.2. The blue 
and the green histograms are for O3 and O4 runs, respectively. The top axis 
shows the expected number of AGNs within the corresponding localization 
volume, for a homogeneous distribution of AGNs with a number density of 
n agn = 10 −4.75 Mpc −3 . 
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ims at reproducing the V90 distribution for O3, while the second
ne aims to forecast the distribution of the detected volumes expected
uring O4. In both cases, we assume a duty cycle of 78 per cent for
ll the different detectors individually, and we keep a network signal-
o-noise ratio (SNR) threshold of 8, adding a Gaussian measurement
rror to the SNR and requiring that at least two detectors contribute
o the network SNR with an individual SNR ≥ 4. The signals of the
njected events are then compared with the detectors’ noise in the
0–5000 Hz frequency range. We use an IMRPhenomD waveform
ype (Husa et al. 2016 ; Khan et al. 2016 ) to model the injections. 

To reproduce the volume distribution of the events measured
uring O3, we model a network of three detectors: LIGO Hanford,
IGO Livingstone, and Virgo, using the sensitivities characterized
y the following IDs: ALIGOMIDLOWSENSITIVITYP1200087 for the
wo LIGO interferometers, and ADVMIDLOWSENSITIVITYP1200087 
or Virgo interferometer. 

For the O4 predictions, we add a fourth KAGRA-like interferome-
er, and we change the sensitivity curves of each detector. Specifically,
e use ALIGOADVO4T1800545 for LIGO and Virgo detectors, and
LIGOKAGRA80MPCT1800545 for KAGRA. 

.1.3 Evaluation of 90 per cent CL localization volumes 

or O3 (O4), out of the 200k (100k) injections, 663 (1737) have
n SNR higher than the threshold. Out of these simulated mergers
hose signals exceed the SNR threshold (hereafter referred to as
etections ), 274 for O3 and 317 for O4 have a measured value for
he luminosity distance that corresponds to z ≤ 0.2. We e v aluate the
alue of V90 for each of these low-redshift events using the BAYESTAR

lgorithm (Singer & Price 2016 ). For these close events, we show
he cumulative distribution of V90 in Fig. 1 . The blue and green
istograms are detections simulated for O3 and O4, respectively. The
op axis shows the expectation value of the number of AGNs within
he corresponding localization volume, assuming a uniform number
ensity of AGNs equal to n agn = 10 −4.75 Mpc −3 . The same value
or this parameter was used in Bartos et al. ( 2017a ) and Corley et al.
NRAS 514, 2092–2097 (2022) 
 2019 ). This number density corresponds to AGNs with a bolometric
uminosity higher than ≈ 10 44 . 3 erg s −1 in the local Universe. This
alue for the minimum bolometric luminosity for AGNs at a specific
umber density has been obtained by integrating the double power
aw that represents the AGN LUMINOSITY FUNCTION in Hopkins,
ichards & Hernquist ( 2007 ), using the best-fitting values for z = 0.1.
his holds for all the values of bolometric luminosities mentioned
ereafter. 
As a sanity check, we verify that our sample of V90 from O3

imulations and the values of V90 for the 13 observations of O3 with
edshift z ≤ 0.2 are compatible with a single common distribution.

e do this with a two samples Kolmogoro v–Smirno v test. We find
hat the hypothesis according to which the two samples come from
he same distribution cannot be rejected ( p -value ≈ 0.39). 

.2 Minimum number of GW detections to test the AGN origin 

e consider a universe where a fraction of GW events f agn originate
n an AGN-type of galaxy. Our goal is to calculate how many GW
etections are needed to infer this AGN–BBH mergers connection;
ore precisely, the minimum number N 

3 σ
gw of GW detections below

 = 0.2 needed to reject with a 3 σ significance the hypothesis
f no-connection between detected BBH mergers and AGNs. We
 v aluate N 

3 σ
gw as a function of the fraction f agn of GW events originated

rom an AGN. We calculate such a number by investigating the
patial correlation between AGN positions (assumed to be uniformly
istributed in comoving volume) and the localization volumes of
imulated GW detections, starting from the statistical approach
resented in Bartos et al. ( 2017a ). 
We assume that GW localization volumes are spherical, and

alculate the radius r max 
gw of the biggest volume depicted in Fig. 1 . We

hen populate with AGNs a sphere of radius 

 = d L (0 . 2) + r max 
gw , (1) 

here d L (0.2) is the luminosity distance corresponding to z =
.2. The centre of this sphere corresponds to the position of the
nterferometric network we simulate the detections of. All the AGNs
re treated as point sources and their distribution is uniform in
omoving volume. We then consider a set of N gw GW detections and
raw for each of them a value of V90 from the rele v ant distribution
n Fig. 1 . We denote with V i the localization volume associated with
he i − th detection. We require that the centre of each V i has a
istance from the interferometric network smaller than d L (0.2). A
raction f eff 

agn = 0 . 9 f agn of the centres of the localization volumes are
et in order to correspond to the position of an AGN. We here use
 

eff 
agn instead of f agn to take into account the fact that we are here
ealing with 90 per cent CL localization volumes, and therefore we
xpect only the 90 per cent of the origins of the simulated GWs to be
ctually located in such volumes. 

We then count the number N i of AGNs in each localization volume
 i . Equation ( 1 ) ensures that each GW localization volume is entirely
ontained in our simulated universe. 

F or ev ery set of N gw simulated GW detections, we then calculate 

= 2 log 

[L ( f agn ) 

L (0) 

]
, (2) 

here L (0) and L ( f agn ) are the likelihood functions of the no-
onnection hypothesis and of the f agn -correlation hypothesis, re-
pectively. These likelihood functions are constructed assuming a
oissonian distribution for N i . See Bartos et al. ( 2017a ) for more
etails. 
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Figure 2. Number of GW detections at z ≤ 0.2 needed to reject with a 
3 σ significance the no GW–AGN connection hypothesis as a function of 
the fraction of GW originated from an AGN. The error bars represent the 
standard deviation o v er 1000 realizations of N 

3 σ
gw obtained for each tested 

value of f agn . The results for the third and the fourth observing run of LVK 

Collaboration interferometers are represented by the blue squares and the 
green dots, respectively. The data points have been fitted with the following 
function: N 

3 σ
agn = af −b 

agn . The best-fitting values for the O3 scenario are a = 

35.8 ± 1.2 and b = 1.73 ± 0.08, while for the O4 scenario they are a = 

20.7 ± 0.7 and b = 1.73 ± 0.11. The best-fitting function for O3 (O4) is 
represented by the blue (green) dashed line. 
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Every simulation is therefore associated with a value of λ that 
epends on n agn , N gw , f agn , the value of V90 of each simulated GW
vent, and the number N i of AGNs within such volume. 

We expect λ to be positive in simulations in which N gw f 
eff 
agn 

ocalization volumes’ centres correspond to an AGN. We refer to 
imulations that satisfy this requirement as signal realizations, and to 
he value of λ obtained from each of them as λs . Likewise, we call λb 

 very v alue of λ that is obtained from a background realization. These
ealizations are simulations in which the centres of the localization 
olumes are randomly distributed, uniformly in comoving volume. 
e therefore expect λb to be negative. 
We perform 3000 signal realizations and the same amount of 

ackground realizations, for each set of values of N gw , n agn , and f agn .
Once a value for f agn and for n agn has been set, an increase in N gw 

eads to a greater separation between the distribution of λs and the 
istribution of λb . 
The target degree of significance in the rejection of the no- 

onnection hypothesis is reached when the median value of the 
istribution of λs corresponds to a p -value lower than 0.00135 when 
ompared to the λb distribution. 

To e v aluate N 

3 σ
gw for a specific v alue of f agn , we calculate 30 p -

alues, keeping such parameter fixed together with N gw . We repeat 
hese calculations for multiple values of N gw , and then fit the trend
f the average p -value for a given N gw as a function of N gw itself.
uch trend is well fitted by a decreasing exponential function for
 very v alue of f agn we investigated. Once the parameters of these
ts are known, we invert the fit function and calculate the number
f detections corresponding to a p -value of 0.00135. We repeat the
ame analysis for six different values of f agn between 0.5 and 1. 

 RESULTS  

.1 Minimum number of GW detections with fixed n agn 

n this section, we present the results obtained keeping the AGN 

umber density parameter fixed to n agn = 10 −4 . 75 Mpc −3 . The trend of
 

3 σ
gw as a function of f agn is shown in Fig. 2 . The error bars correspond

o the standard deviation of 1000 values of N 

3 σ
gw calculated for each

f the six values of f agn we test. The results for O3 and O4 are
epresented by the blue squares and the green dots, respectively. 

The trend of N 

3 σ
gw as a function of f agn is fitted with the same

unctional form used in Bartos et al. ( 2017a ), which is the following: 

 

3 σ
gw = af −b 

agn . (3) 

he best-fitting values we obtain in the case of the O3 simulated
vents are a = 35.8 ± 1.2 and b = 1.73 ± 0.08, while for O4
imulated events we obtain a = 20.7 ± 0.7 and b = 1.73 ± 0.11. 

We perform the same analysis for O3 with a lower (2 σ ) signifi-
ance threshold for the rejection of the no-connection hypothesis. In 
his case, the best-fitting values for the fit are a = 17.7 ± 0.5 and b =
.57 ± 0.12. 

.2 Significance of the no-connection hypothesis rejection as a 
unction of n agn and f agn 

uring the third observing run of the LVK Collaboration, 13 detected 
BH mergers have an expectation value of redshift lower than 0.2. As
e can infer from the results presented so far, with this low number
f ‘closeby’ events it is not possible to reject with a 2 σ significance
he no-connection hypothesis for any value of f agn , assuming n agn =
0 −4 . 75 Mpc −3 . 
None the less, decreasing the value of n agn , every GW detection
ecomes more significant, and a lower number of detection is needed
o rule out the no-connection hypothesis. 

Hence, we perform the same analysis as abo v e but keeping N gw 

xed at the value of 13, and varying both f agn and n agn . For each point
n this 2D parameter space, we determine the p -value associated
ith the median of the distribution of λs when compared to the
istribution of λb . 
The results of such analysis are shown in Fig. 3 . The white

ashed (solid) line divide the parameter space into two decision 
egions, corresponding to parameter choices for f agn and n agn whose 
ssociated p -values are lower or higher than 0.00135 (0.02275), i.e.
 significance higher or lower than 3 σ (2 σ ), respectively. The no-
onnection hypothesis can be rejected accordingly in the respective 
egions. 

F or e xample, with 13 GW detections and assuming a number
ensity of AGNs n agn = 10 −7 . 50 Mpc −3 , we can, in principle, reject
he no-connection hypothesis with a 3 σ (2 σ ) significance if f agn 

0.40 ( f agn ≥ 0.25). Such a low number density corresponds, 
n the local Universe, to AGNs with bolometric luminosities � 

0 46 . 2 erg s −1 (Hopkins et al. 2007 ), or with central SMBHs with
asses � 10 8 . 5 M � (Greene & Ho 2007 ). 

 DI SCUSSI ON  A N D  C O N C L U S I O N  

e perform a statistical investigation based on the method presented 
n Bartos et al. ( 2017a ) in order to assess, using only AGN positions
nd GW localization volumes, how many GW detections are needed 
MNRAS 514, 2092–2097 (2022) 
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Figure 3. Significance of the rejection of the no-connection hypothesis as a function of the AGN number density ( n agn ) and the fraction of GW events originated 
in an AGN ( f agn ). The p -values (and hence the significance) here represented refer to the detections of 13 events associated with z ≤ 0.2. On the right of the 
dashed (solid) white line there is the region of the 2D parameter space in which the no-connection hypothesis can be rejected with a 3 σ (2 σ ) significance. The 
p -values here represented are obtained from the comparison of the median of the λs distribution with respect to the λb distribution. Every value of λs has been 
calculated using equation ( 2 ) in a simulation in which a fraction f agn of GWs come from an AGN. On the other hand, every value of λb comes from a simulation 
in which no GW event is originated in an AGN. On the right-hand axis, we report the logarithm of the minimum bolometric luminosity L min [ erg s −1 ] that has to 
be considered in the integration of the AGN LUMINOSITY FUNCTION at z = 0.1 (Hopkins et al. 2007 ) to obtain the value of log ( n agn [ Mpc −3 ]) indicated on the 
left-hand side of the grid. 
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o reject the no GW–AGN connection hypothesis. We find that the
3 O3 GW detections with expected z ≤ 0.2 are not enough to reject
he no-connection hypothesis with either 3 σ or 2 σ significance. This
esult is obtained considering AGNs with a number density n agn =
0 −4 . 75 Mpc −3 . None the less, Fig. 3 shows that with the same number
f detections, it is possible to reject the no-connection hypothesis for
pecific values of the AGN number density and of the fraction of GW
vents that originated inside an AGN. More precisely, the lower the
GN number density (i.e. the higher the luminosity of the considered
GNs, or the higher the mass of the central SMBH), the more likely

t is to reject such a hypothesis with a given significance threshold. As
ar as O4 is concerned, the green line in Fig. 2 shows that at least 21
etections associated with redshift z ≤ 0.2 will be needed to be able
o reject the no-connection hypothesis between BBH mergers and
GNs with n agn ≥ 10 −4 . 75 Mpc −3 . The number of expected detections
f BBH mergers during O4 is 79 + 89 

−44 (Abbott et al. 2020 ). In our simu-
ations of O4 detections, roughly 18 . 25 per cent of the detected events
orrespond to z ≤ 0.2. Our estimate is therefore that during O4, 14 + 17 

−8 

BH mergers will be associated with z ≤ 0.2. As shown in Fig. 2 ,
0 O4 closeby BBH detections would be enough to test values of f agn 

igher than ≈ 80 per cent , using AGN of any luminosity. The same
egree of GW–AGN connection could be tested using a lower number
f O4 detections in combination with the 13 closeby O3 detections. 
We restrict our analysis to GW events with an expectation value for

he redshift of z ≤ 0.2 for two different reasons. First, far GW events
re typically associated with much larger localization volumes than
he ones associated with closer events. The inclusion of large GW
ocalization volumes in our algorithm makes it too computationally
emanding. The second reason is that for very luminous AGNs in
he local Universe, we expect to have high values of completeness
n real AGN catalogues. These high values are needed in order to
roduce reliable results when applying the method described in this
NRAS 514, 2092–2097 (2022) 
ork to real, observed GW events and AGNs. The incompleteness
n observed AGN catalogues can be none the less taken into account
ith an appropriate rescaling of f agn (Bartos et al. 2017a ). 
The main assumptions we made in this work were: considering

pherical GW localization volumes, and neglecting redshift evolution
or AGNs and GW events as well as AGN clustering. We expect
hese assumptions not to remarkably impact on our final results. The
BH merger rate, the AGN number density, and the expected AGN-
ssisted merger rate do not significantly vary within the redshift
ange we consider (Hopkins et al. 2007 ; Yang et al. 2020 ; The
IGO Scientific Collaboration 2021c ). Taking into consideration the

eal shape of GW events localization volumes and the clustering
f AGNs in the local Universe is important when performing a
aximum likelihood estimation to find which value of f agn best

epresents real observations. Such estimation is not the aim of this
ork but is currently being implemented in ongoing projects, in
hich the exploitation of realistic AGN catalogues and GW skymaps

s required. 
Our results moti v ate more in-depth statistical investigations of

 possible connection between GW events and AGNs exploiting
ctual data. An quantitative assessment of f agn would allow us to put
onstrain on the BBH merger rate per AGN in the local Universe,
hat in turn can be used to both deepen our physical understanding
f AGN discs and inform theoretical models of BBH mergers from
he AGN formation channel. Finally, extrapolating these findings at
igher redshift will enable predictions for GW events detectable by
he third-generation GW interferometers. 
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