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ABSTRACT

In recent years, emerging and improved Natural Language Process-

ing (NLP) models, such as Bidirectional Encoder Representations

from Transformers (BERT), have gained significant attention due

to their performance on several natural language tasks. However,

inappropriate focus is usually given to the critical problems of secu-

rity and data privacy, since these models require access to plain data.

To address these issues, we suggest a solution based on Fully Ho-

momorphic Encryption (FHE), which allows for computations to be

performed on encrypted data. In particular, we propose a FHE-based

circuit that, by implementing the smallest existent BERT model,

namely BERTtiny, enables the extraction of encrypted sentences

representations and encrypted text classifications. Considering the

nature and the depth of this circuit, we used the Cheon-Kim-Kim-

Song (CKKS) scheme, along with the bootstrapping operation. We

also propose to use precomputations for the Layer Normalization,

in order to lighten computations. The experiments, which can be

replicated using our open-source code, are conducted on the Stan-

ford Sentiment Treebank (SST-2) dataset. They show that errors

introduced by precomputed Layer Normalizaion, approximate FHE

operations and polynomial approximations do not produce a sig-

nificant performance loss.
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1 INTRODUCTION

Bidirectional Encoder Representations from Transformers (BERT)

[12] is a revolutionary Natural Language Processing (NLP) model

that employs the Transformer [27] architecture. One of the key

features of Transformers is the Attention mechanism, which allows

to capture contextual information about words and to focus on

different relationships among them. Models based on Attention

have demonstrated very high performance inmany NLP tasks, since

they overcome the previous limitations of traditional sequential

models. Despite this, insufficient attention is currently given to

ensuring data security and privacy.

In this context, Homomorphic Encryption (HE) emerges as a

possible solution, as it allows for computations to be performed on

encrypted data. The security of almost all known HE schemes is

based on the hardness of solving the Learning with Errors (LWE)

[24] problem, which is also considered one of the most promising

candidates for post-quantum cryptography [3]. Many HE schemes

have been proposed in the literature, each having advantages and

drawbacks; a good overview is given in [1]. In particular, the Cheon-

Kim-Kim-Song (CKKS) scheme [10] well-suits the context of neural

networks [11] since it works on complex numbers and has the very

beneficial property of batchingmultiple values in a single ciphertext.

It therefore takes advantage of fast Single Instruction, Multiple Data

(SIMD) operations, meaning that additions and multiplications are

performed slot-wise between encrypted vectors, leading to fast

parallel computations. In particular, this work uses the OpenFHE

library [2], which offers an error reduced implementation [19] of

the Residual Number System (RNS) version of the CKKS scheme.

Since HE adds significant overhead in computations, we propose

an implementation of the smallest existing BERT model, called

BERTtiny [7]. It is a scaled-down version of the BERT model, which

consists of 𝐿 = 2 encoders of 𝐻 = 128 hidden units, designed to

be more compact and computationally efficient compared to the

original BERT. Such efficiency is obtained through the so-called

distillation process [26], that trains the smaller model (BERTtiny)

using the outputs or representations of the larger model (BERT) as

“teacher” signals.

1.1 Related works

The intersection between NLP and HE schemes has been some-

what explored in the last years. In this section we review the most

relevant works that explore this intersection, highlighting the dif-

ferences with respect to our approach. The main issue, currently

unsolved, is the overhead introduced by HE computations, which

prevents Large Language Models (LLM) to be implemented.

In 2020, [6] proposed PrivFT, perhaps the first work that showed

practical text classification using the fasttext [17] architecture and
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the first RNS variant for CKKS accelerated by GPU. The implemen-

tation showed very good performance. Nevertheless, the fasttext
architecture is much simpler than Transformers, and the evaluation

of softmax function is performed by the client.

A couple of years later, [9] introduced THE-X, a HE implemen-

tation of the Transformer architecture. The main problems of this

approach are the introduction of many approximations, simplified

computations, and the workflow in which the client has to get in-

volved in some computations (especially in the evaluation of some

activation functions). One of our main contribution is, on the other

hand, to outsource all the computational tasks to the server.

Recently, [28] introduced Primer, a privacy preserving architec-

ture which allows fast Transformer inference. In that work, HE is

used for polynomial operations and MPC for non-polynomial oper-

ations, so the whole architecture is hybrid and involves multiple

actors. Our architecture, on the other hand, involves only a service

provider and a client.

One key point in our work is the evaluation of the softmax

function, which requires the evaluation of 𝑒𝑥 and 1/𝑥 . In [16], the

exponential function is evaluated using the limit definition by Euler,

and the inverse function is approximated using Goldschmidt algo-

rithm. In [21] 𝑒𝑥 is approximated using the least-squares method

and, as before, Goldschmidt algorithm is applied. Our proposal takes

instead advantage of the Maclaurin series for 𝑒𝑥 and of Chebyshev

polynomial for 1/𝑥 , which provides a polynomial approximation

close to the best [25].

As far as we are aware, the only intersection between HE and

BERT is explored in [20], where a HE-based Logistic Regression

model is trained using BERT embeddings. Nevertheless, BERT is

only slightly involved in such work, since the main goal is the

implementation of the Logistic Regression model. The inference

from BERT, on the other hand, is performed by the client, and not

by the service provider, as in our proposal.

1.2 Our contribution

In this work, the following points are explored and presented:

• An implementation of the BERT encoder using FHE primitives,

executed exclusively by the server. The initial embeddings, obtained

as values from a look-up table, are computed by the client. To the

best of our knowledge, this is the first BERT circuit based on HE.

• A precomputation of Layer Normalization, in which precom-

puted values for mean and variance are used in order to reduce the

complexity of the circuit. We demonstrate that this approach does

not result in a significant reduction in the model performance.

• A performance evaluation of the encrypted circuit, fine-tuned

on the Stanford Sentiment Treebank (SST-2) [22] dataset, which is

used for a sentiment analysis task.

1.3 The proposed setting

We propose a setting composed of two parties: a server that offers

a machine learning service based on BERT and a client (or user)

which asks for a classification. The communication between the

server and the client (or the user) is described by Figure 1.

The client computes a set of embeddings of a tokenized sen-

tence using look-up tables. This set is encrypted and the cipher-

texts are sent to the server. The latter evaluates a HE circuit which

User

Server

"Cinema Paradiso is

literally a gem."

[ [0.31, 0.23, . . . , 0.55],
[0.65, 0.01, . . . , 0.15],

.

.

.

[0.72, 0.44, . . . , 0.94] ]

FHE Ciphertext Transformer

Encoder

Transformer

Encoder

Pooler

ClassifierFHE Ciphertext

[−3.12, 4.51]

Positive sentiment

Figure 1: High-level architecture of our proposal

implements two BERTtiny encoders, a pooling layer and a binary

classification layer. The result is thus a ciphertext containing two

values, one for each output neuron. The client is able to get the

result of the classification by decrypting the ciphertext and verify-

ing whether the value contained in the first slot is greater than the

value contained in the second slot.

1.4 Approximate Homomorphic Encryption

Our circuit is based on the CKKS [10] scheme, which is an approxi-

mate HE scheme that allows computations on encrypted vectors of

complex numbers. Let R := Z[𝑋 ]/(Z𝑁 +1) be a cyclotomic ring for

a power of two 𝑁 , and R𝑄 be the quotient ring of R. Given a plain

vector v ∈ C𝑁 /2, the encryption informally follows the following

process:

v ∈ C𝑁 /2 encode−−−−−−→ R
encrypt

−−−−−−→ R2𝑄
Since values are discretized in Z, a parameter Δ is introduced in

order to control the precision of the encoding procedure. Vectors

are encoded in polynomials in such a way that polynomial multi-

plications result in Hadamard multiplication (i.e., slot-wise) in the

clear space C𝑁 /2.
We refer to the level of a ciphertext as the number of multipli-

cations that has been performed on it. A multiplication between

two ciphertexts result in a ciphertext with a doubled scale equal to

Δ2
; therefore, a so-called rescaling operation is performed. Never-

theless, this operation reduces the modulo 𝑄 of the polynomial by

multipliying by a factor Δ−1.
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The modulus 𝑄 = 𝑞1 · 𝑞2 · . . . 𝑞𝑛 is built as a moduli chain using

multiple 𝑞𝑖 , so that when a rescaling is performed, the modulo 𝑄

“loses” a modulus 𝑞𝑖 . When𝑄 reaches the minimum level𝑄 = 𝑞1, it

can not be rescaled anymore. A bootstrapping operation is required

in order to bring back the modulus to the original𝑄 (equivalently, to

reduce the level of a ciphertext).We use the bootstrapping technique

described in [8]. We refer the reader to [19] for further information

about the workings of the CKKS scheme.

This paper uses the following primitives, using OpenFHE API

notation:

• EvalAdd(𝑐𝑡1, 𝑐𝑡2): performs a slot-wise addition between two

ciphertexts/plaintexts 𝑐𝑡1 and 𝑐𝑡2.

• EvalMult(𝑐𝑡1, 𝑐𝑡2): performs a slot-wise multiplication be-

tween two ciphertexts/plaintexts 𝑐𝑡1 and 𝑐𝑡2.

• EvalRotate(𝑐𝑡, 𝑖): the positions of the encrypted values in 𝑐𝑡

are rotated to the left by 𝑖 positions.

• EvalBootstrap(𝑐𝑡): performs the bootstrap operation on the

ciphertext 𝑐𝑡 .

Since the bootstrapping operation theoretically enables the evalua-

tion of circuits of any depth, the term Fully Homomorphic Encryp-

tion (FHE) is used.

2 METHODOLOGY

This section contains the design of the proposed FHE circuit, and

the definition of the basic algorithms on which the circuit is based.

2.1 Some basic HE algorithms

Efficient computations in a HE circuit, particularly matrix multipli-

cations, require adequate methods for encoding and packing data.

In literature, it is possible to find many approaches to vector-matrix

multiplication. For instance, [13] presented a so-called diagonal

form for multiplications, while [18] an even better hybrid approach.

When building an encrypted version of a feed-forward or con-

volutional neural network, it is usually possible to apply any pre-

processing (i.e., moving and repeating elements) to weight matrices,

since they are almost always stored as plaintexts. Nevertheless, in

the Self-Attention layer of Transformers, many matrix multiplica-

tions are performed betweenmatrices that can not be pre-processed.

For instance, the first multiplication is performed between Q and

K which are, in turn, obtained as matrix multiplications. In this

case pre-processing is not possible, and reshaping ciphertexts is

an expensive operation. We therefore propose two algorithms to

perform matrix-vector multiplication, depending on how the argu-

ments are packed. The main idea is that, in order to avoid reshaping,

procedures are adapted to data, and not vice versa. Given a vector

of length 𝑘 , and ciphertexts of 𝑠 slots, where 𝑘 < 𝑠 and both are

powers of two, we define:

• Repeated packing: the plain vector is repeated 𝑘/𝑠 times along

the ciphertext.

• Expanded packing: each of the 𝑘 elements of the plain vector is

repeated 𝑘/𝑠 times.

This is a required redundancy, needed to take full advantage of

SIMD computations. Notice that in our implementation 𝑘 is equal

to the hidden size 𝐻 of the model (in BERTtiny the hidden size is

𝐻 = 128), while the number of slots in each ciphertext is 𝑠 = 2
14
.

Matrices, on the other hand, are encoded in Row-major packing or

in Column-major packing.

2.1.1 Vector-matrix multiplications. We introduce two distinct pro-

cedures, namely VecMatER and VecMatRC. Both work on vectors

of length𝑛 and square matrices of size𝑛×𝑛, and they share the same

semantic. Plus, they both rely on the RotSum procedure, that given

𝑏 and 𝑡 as input, sums the elements in positions {𝑖 · 𝑏 : 0 ≤ 𝑖 < 𝑡}
by rotating the input ciphertext. The first one, VecMatER, is per-

formed between an Expanded vector and a Row-major matrix (as

the name suggests), and is presented in Algorithm 1.

Algorithm 1 Vector-Matrix in Expanded and Row-major shapes

multiplication

1: procedure VecMatER(𝑐𝑡1, 𝑐𝑡2)

2: 𝑐𝑡𝑟𝑒𝑠 ← EvalMult(𝑐𝑡1, 𝑐𝑡2)
3: 𝑐𝑡𝑟𝑒𝑠 ← RotSum(𝑐𝑡𝑟𝑒𝑠 , 𝑡 = 128, 𝑏 = 128)
4: return 𝑐𝑡𝑟𝑒𝑠
5: end procedure

Figure 2 provides a visual representation of the procedure.

𝑤1,1 𝑤1,2 . . . 𝑤1,𝑛

𝑤2,1 𝑤2,2 . . . 𝑤2,𝑛

.

.

.
.
.
.

. . .
.
.
.

𝑤𝑛,1 𝑤𝑛,2 . . . 𝑤𝑛,𝑛

©­­­­­­­­­­«

ª®®®®®®®®®®¬ 𝑎1 𝑎2 . . . 𝑎𝑛

( )

𝑤1,1 𝑤1,2 . . . 𝑤1,𝑛 𝑤2,1 𝑤2,2 . . . 𝑤2,𝑛 . . .

)( 𝑎1 𝑎1 . . . 𝑎1 𝑎2 𝑎2 . . . 𝑎2 . . .

)(

∑ ∑
. . .

∑
. . . . . . . . . . . . . . .

)(

×

=

Figure 2: Visual representation of the VecMatER procedure

The procedure performs only one multiplication, meaning that

only one level is consumed. The output is a ciphertext in Repeated

shape, ready to be used by the following procedure, without any re-

shaping. The VecMatRC procedure takes as input a Repeated vector

and a Column-major matrix. It is described in Algorithm 2 and it is

represented in Figure 3. The output of this algorithm is a ciphertext

that contains the resulting values in positions 𝑖 : 𝑖 mod 128 = 0. By

repeating these values 128 times, we obtain an Expanded ciphertext,

that can be ideally used again by the VecMatER procedure. Since

the repetition of values requires a mask procedure, this procedure

consumes a total of two levels.
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Algorithm 2 Vector-Matrix in Repeated and Column-major shapes

multiplication

1: procedure VecMatRC(𝑐𝑡1, 𝑐𝑡2)

2: 𝑐𝑡𝑟𝑒𝑠 ← EvalMult(𝑐𝑡1, 𝑐𝑡2)
3: 𝑐𝑡𝑟𝑒𝑠 ← RotSum(𝑐𝑡𝑟𝑒𝑠 , 𝑡 = 128, 𝑏 = 1)
4: 𝑐𝑡𝑟𝑒𝑠 ← Repeat(𝑐𝑡𝑟𝑒𝑠 , 𝑡 = 128, 𝑏 = 1)
5: return 𝑐𝑡𝑟𝑒𝑠
6: end procedure

𝑤1,1 𝑤1,2 . . . 𝑤1,𝑛

𝑤2,1 𝑤2,2 . . . 𝑤2,𝑛

.

.

.
.
.
.

. . .
.
.
.

𝑤𝑛,1 𝑤𝑛,2 . . . 𝑤𝑛,𝑛

©­­­­­­­­­­«

ª®®®®®®®®®®¬ 𝑎1 𝑎2 . . . 𝑎𝑛

( )

𝑤1,1 𝑤2,1 . . . 𝑤𝑛,1 𝑤1,2 𝑤2,2 . . . 𝑤𝑛,2 . . .

)( 𝑎1 𝑎2 . . . 𝑎𝑛 𝑎1 𝑎2 . . . 𝑎𝑛 . . .

)(

∑
. . . . . . . . .

∑
. . . . . . . . . . . .

)(

×

=

Figure 3: Visual representation of the VecMatRC procedure

2.1.2 Vector wrapping algorithms. We present two procedures that,

combined with vector-matrix multiplications, enable actual matrix-

matrix multiplications. The idea is to perform 𝑛 times a vector-

matrix multiplications and to wrap the results up in a single cipher-

text. The first procedure is called WrapUpExpanded, and it is used

to wrap at most 𝑛 Expanded shape ciphertexts, see Algorithm 3 and

Figure 4 for a visual representation. The output of this procedure

Algorithm 3 Wrap up Expanded

1: procedure WrapUpExpanded(v, 𝑛)

2: for 𝑖 ← 0 to 𝑙𝑒𝑛(v) − 1 do
3: v

masked
[𝑖] ← MaskMod(v𝑖 , 𝑖, 𝑛)

4: end for

5: return EvalAdd(v
masked

)
6: end procedure

is a ciphertext containing a Column-major matrix. The MaskMod

procedure takes as input an index 𝑖 and selects the values in posi-

tions 𝑗 such that 𝑗 ≡ 𝑖 mod 𝑛 by applying a binary mask encoded

as a plaintext. All the masked ciphertexts are then summed using

the EvalAdd procedure.

On the other hand, WrapUpRepeated is used to wrap 𝑛 Re-

peated shape ciphertexts, where 𝑛 is the number of repetitions. The

output is a ciphertext containing a Row-major matrix consisting

𝑎1 𝑎1 𝑎1 𝑎2 𝑎2 𝑎2 𝑎3 𝑎3 𝑎3

( )
𝑏1 𝑏1 𝑏1 𝑏2 𝑏2 𝑏2 𝑏3 𝑏3 𝑏3

( )
𝑐1 𝑐1 𝑐1 𝑐2 𝑐2 𝑐2 𝑐3 𝑐3 𝑐3

( )

𝑎1 𝑏1 𝑐1 𝑎2 𝑏2 𝑐2 𝑎3 𝑏3 𝑐3

( )

𝑎 :

𝑏 :

𝑐 :

𝑀 :

Figure 4: Visual representation of the WrapUpExpanded

procedure;𝑀 is the resulting Column-major matrix

of the 𝑛 row vectors; see Algorithm 4 and Figure 5 for a visual

representation. The MaskBlock procedure is used to extract the

Algorithm 4 Wrap up Repeated

1: procedureWrapUpRepeated(v, 𝑛)

2: for 𝑖 ← 0 to 𝑙𝑒𝑛(v) − 1 do
3: v

masked
[𝑖] ← MaskBlock(v𝑖 , 𝑛 · 𝑖, 𝑛 · (𝑖 + 1))

4: end for

5: return EvalAdd(v
masked

)
6: end procedure

𝑖-th repetition of the 𝑖-th ciphertext, as shown in Figure 5. In the

actual implementation the value of 𝑛 is always equal to 128.

𝑎1 𝑎2 𝑎3 𝑎1 𝑎2 𝑎3 𝑎1 𝑎2 𝑎3

( )
𝑏1 𝑏2 𝑏3 𝑏1 𝑏2 𝑏3 𝑏1 𝑏2 𝑏3

( )
𝑐1 𝑐2 𝑐3 𝑐1 𝑐2 𝑐3 𝑐1 𝑐2 𝑐3

( )

𝑎1 𝑎2 𝑎3 𝑏1 𝑏2 𝑏3 𝑐1 𝑐2 𝑐3

( )

𝑎 :

𝑏 :

𝑐 :

𝑀 :

Figure 5: Visual representation of the WrapUpRepeated

procedure;𝑀 is the resulting Row-major matrix

2.2 Circuit design

A classification model based on BERT is composed of four parts:

Embeddings, Encoders, Pooler and Classifier. The first one (Embed-

dings) consists of a couple of lookup tables and a normalization,

and is executed by the client, which stores the tables for 31036 · 128
float real numbers (a total of ≈ 16MB). The other three parts are

homomorphically evaluated server-side, and this section introduces

and analyzes them as a circuit based on FHE primitives.

Each Encoder is composed by four sequential parts: BertSelfAt-
tention, BertSelfOutput, BertIntermediate and BertOutput.

6
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Figure 6: Circuit diagram illustrating the HE implementation of the BertSelfAttention layer

2.2.1 BertSelfAttention. The first layer computes the following

function:

Self-Attention(Q,K,V) = softmax

(
QK

𝑇√︁
𝑑𝑘

)
V (1)

whereQ,K andV are the query, key and value representations of the

input, respectively, obtained as a result of an affine transformation

𝐴𝑥 + 𝑏. The dimension 𝑑𝑘 of the keys is, in the case of BERTtiny,

equal to 64. Lastly, softmax(𝑥) is defined as:

softmax(𝑥) = 𝑒𝑥𝑖∑𝑛
𝑗=1 𝑒

𝑥 𝑗
(2)

In particular, 𝑒𝑥 is evaluated in two phases. First, an interval [−𝑟, 𝑟 ]
that contains all possible input values is experimentally determined.

To prevent instability when working with large numbers, we ap-

proximate 𝑒𝑥 as 𝑒𝑥/𝑟 in the interval [−1, 1], then the result is raised

to the power of 𝑟 , obtaining (𝑒𝑥/𝑟 )𝑟 = 𝑒𝑥 . We will use 𝑛 to indicate

the number of input tokens. Figure 6 gives a visual representation

of the HE circuit of BertSelfAttention, whose sections are explained
below.

• Section 1 – this is the input of the algorithm: 𝑛 ciphertexts

representing 𝑛 token embeddings in Expanded packing shape.

• Section 2 – the matrices Q,K and V are derived by evaluating

an affine transformation 𝐴𝑥 + 𝑏 using the respective weights and

biases. In particular, each VecMatER operation returns a set of 𝑛

ciphertexts, each representing a row of the resulting matrix.

• Section 3 – the ciphertexts containing the rows of the key ma-

trix K are wrapped up in a single ciphertext using the WrapUpRe-

peated procedure. We proceed in the same way with the rows of

V. This produces two matrices encoded in Column-major order.

• Section 4 – at this stage the so–called scores (in particular, the dot
product attention scores) are computed. The MatMulScores pro-

cedure takes as input the matrix K, stored in a single ciphertext in

Row-major packing, and the vectorsQ𝑖 (with 0 ≤ 𝑖 < 𝑛) containing
the rows

1
of matrix Q. It computes VecMatRC(K, Q𝑖 ) and wraps

the results up. The masking phase is done using (1/8) · (1/𝑟 ) as the
mask value: the first term reproduces the

√︁
𝑑𝑘 division, the second

one prepares the values for the upcoming 𝑒𝑥/𝑟 approximation.

• Section 5 – the two heads, contained in a single ciphertext, are

given as input to the first seven terms of the Maclaurin series of

𝑒𝑥 . In particular, as stated above, the approximated function is 𝑒𝑥/𝑟

in the interval [−1, 1]. The result is then raised to the power of

𝑟 , consuming log(𝑟 ) levels. Next, the two heads are wrapped in a

single ciphertext that is then cloned: the first copy is kept as-is,

while the second one is given as input to the RotSum procedure.

At this point, the sum of all the required terms 𝑒𝑥𝑖 for the 𝑘-th

softmax denominator (Eq. (2)) is placed in positions 𝑖 such that

𝑖 ≡ 𝑘 mod 128, as shown in Figure 8.

𝑒𝑥1 𝑒𝑦1 𝑒𝑧1 . . . 𝑒𝑥2 𝑒𝑦2 𝑒𝑧2 . . .

∑𝑛
𝑗 𝑒

𝑥 𝑗
∑𝑛

𝑗 𝑒
𝑦 𝑗

∑𝑛
𝑗 𝑒

𝑧 𝑗 . . .
∑𝑛

𝑗 𝑒
𝑥 𝑗

∑𝑛
𝑗 𝑒

𝑦 𝑗
∑𝑛

𝑗 𝑒
𝑧 𝑗 . . .

𝑘 = 0 𝑘 = 1 𝑘 = 2 𝑘 = 0 𝑘 = 1 𝑘 = 2

Figure 8: Example of ciphertexts content after RotSum of 𝑒𝑥

1
Eq. (1) shows that the matrix K is transposed, but transposing is not required since

the matrix is in Row-major order as a consequence of the first VecMatER procedure.
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RC

𝑊,𝑏
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Eval
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𝐸

Eval

Mult

𝑉𝑝𝛾

Eval

Add

𝛽

Un-

wrap

𝑋𝑖

(𝑋𝑖 − 𝐸𝑝 ) (𝑋𝑖 − 𝐸𝑝 ) · (𝑉𝑝𝛾 ) (𝑋𝑖 − 𝐸𝑝 ) · (𝑉𝑝𝛾 ) + 𝛽

Section: 1 2 3 4 5 6 7

Figure 7: Circuit diagram illustrating the HE implementation of the BertSelfOutput layer

We use 0 ≤ 𝑘 < 𝑛 to index the different denominators, since the

ciphertext wraps all the 𝑛 inputs.

• Section 6 – since each softmax requires the inverse of the sum∑𝑛
𝑗=1 𝑒

𝑥 𝑗
, these values are given as input to a polynomial approxi-

mation of 1/𝑥 .
• Section 7 – to finalize the division, the numerators 𝑒𝑥𝑖 (the first

clone) are multiplied by 1/∑𝑛
𝑗=1 𝑒

𝑥 𝑗
.

• Section 8 – 𝑛 vectors are unwrapped in separate ciphertexts.

The UnwrapExpanded procedure does the opposite of WrapUp-

Expanded.

• Section 9 – using the VecMatER procedure, the 𝑛 Expanded

vectors obtained by unwrapping softmax results are multiplied by

V. Notice that the results will be in Repeated shape.

2.2.2 BertSelfOutput. This layer computes a dense layer followed

by a Layer Normalization [5], which is defined as:

LayerNorm(𝑋 ) = 𝑋𝑖 − E[𝑋 ]√︁
Var[𝑋 ] + 𝜀

· 𝛾 + 𝛽 (3)

Each𝑋𝑖 , with 0 ≤ 𝑖 < 128, represents a feature of the input token𝑋 .

E[𝑋 ] is the mean of these values, while Var[𝑋 ] the variance. The
weight and the bias of the layer are referred to 𝛾 and 𝛽 , respectively.

One of the main bottlenecks when building HE-based circuits is

the evaluation of non linear functions; notice that the Layer Nor-

malization implies the evaluation of an inverse square root. Taking

inspiration from Residual Networks [14], where the Batch Normal-

ization is evaluated using precomputed values, we implemented a

Precomputed Layer Normalization, where the values of E[𝑋 ] and
1/

√︁
Var[𝑋 ] + 𝜀 are experimentally observed and precomputed. We

therefore computed vectors of mean values (represented as blue

and red lines in Figure 9) and simplified Eq. (3) as follows:

LayerNorm(𝑋 ) =
(
𝑋𝑖 − 𝐸𝑝

)
·
(
𝑉𝑝𝛾

)
+𝛽 (4)

where 𝐸𝑝 is the precomputed mean vector for E[𝑋 ], and 𝑉𝑝 is the

precomputed mean vector for 1/
√︁
Var[𝑋 ] + 𝜀. See Figure 9 for a

visual example. This approach simplifies a lot the circuit, and it

does not significantly affect the accuracy of the classifications, as

will be shown in the experiments presented in Section 3. Let us

now describe each section of Figure 7.

0 2 4 6 8

0

0.5

𝑖–th token

𝑉𝑝

𝐸𝑝

Figure 9: Example of distribution of 1/
√︁
Var[𝑋 ] + 𝜀 (top) and

E[𝑋 ] (bottom) for the first ten tokens in the very first Layer

Normaliztion

• Section 1 – 𝑛 Repeated ciphertexts coming from the previous

layer.

• Section 2 – the 𝑛 MatVecRC procedures evaluate the first dense

layer. The output rows are in Expanded shape.

• Section 3 – a wrapping operation is executed in order to create

a single ciphertext containing all the 𝑋𝑖 needed by the following

blocks.

• Section 4 – the computation of Eq. (4) starts here. The value

of 𝑋𝑖 − 𝐸𝑝 is obtained by using the precomputed mean values for

E[𝑋 ]. By taking advantage of SIMD computations, this is feasible

in a single subtraction.

• Section 5 – the previous result is then multiplied by 𝑉𝑝𝛾 , which

contains the precomputation of 𝛾/
√︁
Var[𝑋 ] + 𝜀.

• Section 6 – the evaluation of the Layer Normalization ends with

the addition of the bias 𝛽 .

• Section 7 – The vectors contained in the ciphertext are un-

wrapped in 𝑛 Expanded ciphertexts.

2.3 BertIntermediate

This layer is composed of two parts: a dense layer with 512 hidden

units and the Gaussian Error Linear Unit (GELU) [15] activation

function.

The first matrix multiplication needs further investigation, since

the size of the weight matrix is 128 × 512, which of course can not

8
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𝑛 inputs

Expanded

VecMatER
VecMatER
VecMatER

VecMatER
VecMatER
VecMatER

VecMatER
VecMatER
VecMatER

VecMatER
VecMatER
VecMatER

Block 1

Block 2

Block 3

Block 4

EvalRot

by −128

EvalRot

by −256

EvalRot

by −384

Concat

Blocks

WrapUp in

4 containers

Eval

GELU(𝑥 )
Eval

GELU(𝑥 )
Un-

wrap

Section: 1 2 3 4

Figure 10: Circuit diagram illustrating the HE implementation of the BertIntermediate layer

be encoded in a single plaintext. The approach is to split the matrix

in four parts, so that they can be individually encoded. Remark

that the input values are Repeated, meaning that the vector-matrix

procedure to be used is VecMatER. The weight matrix, thus, must

be split by columns and encoded by rows (Figure 11).

𝑤1,1 . . . 𝑤1,128 𝑤1,129 . . . 𝑤1,256 𝑤1,257 . . . 𝑤1,384 . . .

𝑤2,1 . . . 𝑤2,128 𝑤2,129 . . . 𝑤2,256 𝑤2,257 . . . 𝑤2,384 . . .

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
. . .

𝑤128,1 . . . 𝑤128,128 𝑤128,129 . . . 𝑤128,256 𝑤128,257 . . . 𝑤128,384 . . .

©­­­­­­­­­«
Block 1 Block 2 Block 3

Figure 11: Splitting a 128×512matrix into four 128×128 square
matrices. The dashed squares represent the split over the

columns, the highlight represents the Row-major encoding

This approach allows one to perform the actual vector-matrix

multiplication by executing four times VecMatRC, each time with

a different block. The first procedure returns the first 128 results,

the second procedure the second 128 results, and so on.

All the obtained values will then be concatenated and fed as

input to the GELU(𝑥) activation function, which is defined as:

GELU(𝑥) = 𝑥 · 1
2

(1 + erf(𝑥/
√
2)) (5)

where erf(𝑥) is the so-called Error Function erf(𝑥), defined as:

erf(𝑥) = 2

√
𝜋

∫ 𝑥

0

𝑒−𝑡
2

d𝑡 (6)

In the following, all the sections from Figure 10 will be reviewed.

• Section 1 – 𝑛 Expanded ciphertexts received as input from the

previous layer.

• Section 2 – the VecMatER procedure is executed four times, one

for each block of the weight matrix. The results obtained in the 128

positions are masked, so that the values can later be concatenated.

Specifically, the first part calculates values ranging from 0 to 127, the

second part computes values from 128 to 255, and so on. Rotations

are needed because results are always located in the first 128 slots,

hence they need to be shifted to be merged. By combining these

parts together, we obtain the complete set of 512 resulting values

for each vector.

• Section 3 – the 4𝑛 ciphertexts need to be wrapped before evalu-

ating GELU(𝑥). Since each vector now contains 512 values, a single

ciphertext will not be enough. Thus, we build four containers con-

taining the wrapped up values. In general, ⌊𝑛/32⌋ containers are
required. Since results are already masked, the wrapping opera-

tion can be performed without further masking (hence, no levels

consumption). Lastly, it is possible to evaluate GELU(𝑥) on each

container.

• Section 4 – the results are unwrapped in 4𝑛 ciphertexts, four for

each input. In particular, each block of 128 values in each ciphertext

is stored in Repeated packing shape.

2.3.1 BertOutput. This is the last layer of the Transformer Encoder.

It first reduces the number of features for each input from 512 back

9
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Figure 12: Circuit diagram illustrating the HE implementation of the BertOutput layer

to 128 by evaluating a dense layer using a weight matrix of size

512 × 128. Like in the previous layer, performing this operation is

not trivial because the weight matrix does not fit a single plain-

text. Since the input ciphertexts are packed in Repeated mode, the

corresponding matrix-vector multiplication to be performed is Vec-

MatRC. The weight matrix is thus split along the rows and encoded

by columns. Each column is split into four parts, and the results of

these four multiplications must be added together in order to get

the final results. In doing so, we obtain 𝑛 ciphertexts in Expanded

packing shape.

The subsequent part of the layer is a precomputed Layer Nor-

malization, which has already been analyzed in Section 2.2.2 under

the same input shapes (𝑛 Expanded ciphertexts).

2.3.2 Pooler. After two stacked encoders, BERTtiny implements a

pooling layer, whose purpose is to provide a fixed-size represen-

tation of the entire input sequence. In particular, the Pooler layer

operates on the final layer’s hidden states and uses the output of

the special [CLS] token, which is inserted at the beginning of the

input sequence by the tokenizer. A fully connected layer is then

evaluated on this vector, followed by the computation of the hy-

perbolic tangent tanh(𝑥) = sinh(𝑥)/cosh(𝑥) activation function.

It is possible to obtain a close approximation of this function by

utilizing Chebyshev polynomials, even with a relatively low degree,

since the observed interval of approximation required is [−20, 20],
which is pretty small.

2.3.3 Classifier. The output of the Pooler layer is a ciphertext in
Repeated shape. The last operation is a VecMatRC procedure, in

order to evaluate the last Classifier layer, composed of a single dense

layer with two output neurons. This is the output of the circuit,

which is sent back to the client.

3 EXPERIMENTS

We now aim to assess the performance of the FHE circuit. All the

experiments have been carried out according to the security level of

128 bits established by the Homomorphic Encryption Standards [4].

The reference dataset is the Stanford Sentiment Treebank (SST-2),

which is a dataset composed of 67.3k training sentences extracted

from movie reviews, each labeled with a positive or negative senti-

ment. The FHE circuit has been evaluated on a M1 Pro CPU, and it

requires approximately 18GB of memory. The source code used for

the experiments is freely available as an open-source repository
2
.

3.1 Parameters

The parameters for the CKKS scheme have been chosen considering

two constraints: 𝜆 = 128 bits of security and ciphertexts containing

𝑠 = 2
14

values. The set of parameters is the following:

• Ring of dimension 𝑁 = 2
16

• Ciphertext slots 𝑠 = 𝑁 /4
• Precision factor Δ = 55 bits

• Moduli chain values 𝑞𝑖 = 52 bits

• Circuit depth 𝑑 = 24

• Ciphertext modulus 𝑄 = 1767 bits

We refer the reader to Kim et al. [19] for the details about the

parameters. Since each embedding spans 128 dimensions, the circuit

is able to handle at most 𝑠/128 = 128 tokens.

At first, the plain BERTtiny circuit has been evaluated on the

whole training set, and the inputs of the non-linear functions have

been experimentally observed. This step is required in order to

2https://github.com/narger-ef/FHE-BERT-Tiny
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determine the intervals in which Chebyshev polynomials will ap-

proximate the non-linear functions, and also to determine their

degree, see Table 1.

Table 1: Chebyshev polynomials parameters of approximated

non-linear functions in pre-trained HE model

Layer Function Interval Degree

Encoder 1 – Self-Attention 1/𝑥 [2, 5000] 119

Encoder 1 – Intermediate GELU(𝑥) [−14, 11] 119

Encoder 2 – Self-Attention 1/𝑥 [3, 130000] 200

Encoder 2 – Intermediate GELU(𝑥) [−18, 8] 59

Pooler tanh(𝑥) [−20, 20] 300

3.2 Plain circuit

The chosen plain BERTtiny model
3
has been fine tuned on the

sentiment analysis task over the SST-2 training set, and it achieved

an accuracy of 0.837 on the validation set (we remark that the test

set labels are not publicly available).

The first experiment aims to understand the performance loss

introduced by using precomputed values for mean and variance

in Layer Normalization. As discussed in Section 2.2.2, we first ob-

tained mean vectors for E[𝑋 ] and 1/
√︁
Var[𝑋 ] + 𝜀 using the training

set, then we used these values when evaluating the model on the

validation set.

A performance drop from 0.837 to 0.815 has been observed, which

is considered to be acceptable for our task, since the introduction

of precomputed Layer Normalization allows one to avoid the evalu-

ation of four inverse square roots (two for each encoder), resulting

in faster encrypted computations.

3.3 Encrypted circuit

The encrypted circuit is evaluated server-side, and the client re-

quests for a classification as shown in Figure 1.

In our setting, the client has to tokenize the sentence and to

encrypt the initial embeddings. The ciphertexts are then sent to

the service provider, which we assume to be an honest-but-curious

server. Then, the FHE circuit is evaluated and the output of the net-

work will be a ciphertext containing two values. This is decrypted

by the user, that is able to see the result of the classification.

When building a deep FHE circuit using a so-called levelled
scheme

4
, one must carefully consider the ciphertexts level growth,

and choose when to perform the bootstrapping operations. In par-

ticular, this procedure must be performed when all the embeddings

are wrapped in a single ciphertext and ideally when values are close

to the interval [−1, 1], in order to obtain more accurate results.

Figure 13 presents how the level of the ciphertexts grows during

the evaluation of the circuit, and where we decided to perform a

bootstrapping. The operation is not always performed at the last

level (24) because it could happen that, at that level:

• The embeddings are not wrapped in a single ciphertext.

3
Available at https://huggingface.co/philschmid/tiny-bert-sst2-distilled

4
A levelled scheme allows for a fixed number of multiplications (in our case 𝑑) before

requiring a bootstrapping.

Self-Attention

Self-Output

Intermediate

Output

Self-Attention

Self-Output

Intermediate

Output

Pooler

Classifier

Levels chain

0→ 21

21→ 24→14 → 15

15→ 24→14 → 15

15→ 19

19→ 23→14 22→14 24→14 → 22

22→ 24→14 → 16

16→ 24→14 → 15

15→ 19

19→ 20→14 → 23

23→ 25

Figure 13: Ciphertexts levels progress during the evaluation

of the circuit. An orange block means that a bootstrapping

operation is performed.

• There is an evaluation of a Chebyshev polynomial, which

can not be discontinued by a bootstrapping operation because of

the recursive nature of the Paterson-Stockmeyer [23] polynomial

evaluation algorithm.

• The values of the ciphertext are much larger than 1.

If one of these cases occur, bootstrapping must be performed be-

forehand.

To begin with, we first want to give an interpretation of the result

given by the FHE circuit. The first aspect that is analyzed is indeed

the error introduced by the approximate computations, and how it

impacts the final classification. We remark that the classification

is performed by finding the most active between the two final

neurons (i.e., which one contains the largest value). Therefore, a

classification is considered to be correct unless the approximations

cause an inversion of the order between the two output values. A

visual representation of the impact of approximations is given in

Figure 14.

More formally, a classification is incorrect if 𝑑𝑛 < (𝑒1 − 𝑒2)/2.
In that case, 𝑛1 might become larger than 𝑛2 (or vice versa). To

summarize, the probability to obtain a correct classification depends

on:

• The amount of error introduced by approximations ((𝑒1 −
𝑒2)/2).
• The distance between the values of the two output neurons

(𝑑𝑛).

The first aspect can be controlled by carefully selecting the param-

eters Δ and 𝑞𝑖 of the CKKS scheme (defined in Section 3.1) and by
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𝑛1 𝑛2

𝑑𝑛 = |𝑛2 − 𝑛1 |

𝑒1
𝑒2

Figure 14: Example of two output values 𝑛1, 𝑛2 and errors

𝑒1, 𝑒2 added by the approximate FHE circuit.

the approximations of the non-linear functions (see Table 2). The

second aspect, on the other hand, is an intrinsic characteristic of

the model.

Before presenting the results, we want to emphasize that small

approximations are not always indicative of correct classification,

and vice versa. For example, by considering the sentence “it ’s a
work by an artist so in control of both his medium and his message
that he can improvise like a jazzman.”, the output values have a dis-
tance 𝑑𝑛 ≈ 0.018. This could happen because the features extracted

by BERTtiny are not enough for the classifier to well distinguish

between the two sentiments. In this case, even a small error could

cause a wrong classification. On the other hand, the output values

for the sentence “the best film about baseball to hit theaters since field
of dreams.” have a distance 𝑑𝑛 ≈ 3.897, meaning that even large

errors could result in correct classification. We define the function

used to evaluate the overall error between the expected (plain) and

obtained (FHE) values as:

error(𝑣,𝑢) =
|𝑣 |∑︁
𝑖=1

(���� 𝑣𝑖 − 𝑢𝑖𝑚𝑎𝑥 (𝑣)

����) ·| |𝑣 | |−1 (7)

where 𝑣 represents the expected vector, and 𝑢 the obtained one.

We present in Figure 15 the distances between the output values

(𝑑𝑛) computed in plain on the entire validation set, and the errors

obtained by the FHE circuit, evaluated on the same set.

1 2 3 4 5

error

𝑑𝑛

0

Figure 15: Errors, relative to the FHE circuit, and the distance

between the output values (𝑑𝑛) obtained from evaluating the

validation set.

We observed that the main cause of errors is the Chebyshev

approximation of the 1/𝑥 function, evaluated in the Self-Attention

layer of the second encoder, since its approximation interval is very

large, as shown in Table 1. Nevertheless, errors are usually below

the output values, meaning that the FHE circuit should achieve a

similar performance to the plain one. To complete the evaluation,

we present the accuracy obtained by the FHE circuit in Table 2.

The loss in accuracy, with respect to the BERTtiny model with

Table 2: Accuracy for the three considered models, on the

SST-2 validation set. LN stands for Layer Normalization

Model Accuracy Loss

BERTtiny 0.837 (reference)

BERTtiny with precomputed LN 0.815 0.022

FHE-BERTtiny 0.790 0.047

precomputed Layer Normalization, is −0.025.
Then, we concentrate on computational times; in particular, we

want to highlight the correlation between the execution time and

the number of tokens 𝑛.

10 20 30 40

200

400

600

Tokens (𝑛)

Runtime (seconds)

Figure 16: Linear correlation between the FHE circuit run-

time and the number of tokens

As confirmed by Figure 16, there is a strong linear correlation

between computational time and the number of tokens.

4 CONCLUSION

In this paper, we proposed a circuit which implements BERTtiny

[7] based on FHE primitives, precisely on the RNS-CKKS scheme

[19]. In particular, the setting is composed of an honest-but-curious

server that offers the language model as a service to a client, which

has to tokenize and create token embeddings of a sentence. These

vectors are then encrypted and sent to the service provider, that

computes the Transformer encoder layers, a pooling layer and

a classification layer in a privacy-preserving environment. The

circuit has been implemented using the OpenFHE library on a

M1 Pro CPU, and it requires 18GB of RAM. The source code of

the circuit is available at our open-source repository. Results are

promising, although this proposal is a baseline from which various

improvements can be carried out. First of all, it would be interesting

to scale the architecture to support larger BERT models, but also

to test this circuit on more accurate polynomial approximations of

activation functions, to see how the results change. In HE literature

it is possible to find references to HE-friendly networks, in the

sense that they are not based on non-linear functions. Considering

a wider context, it would be also interesting to study a class of

neural networks which output well-separated logits, so that the

same results could be obtained using less accurate HE computations.

This would translate in faster and lighter calculations.
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