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The Moon: a frontier for gravitational waves 
astrophysics with LGWA

Francesca Badaracco1 on behalf of the LGWA collaboration

Abstract
The Lunar Gravitational-Wave Antenna (LGWA) is a proposed detec-
tor concept that aims at measuring the lunar vibrations induced by 
gravitational waves using an array of seismic sensors as Moon-read-out. 
The concept is the same as that used for the gravitational waves bar 
detectors. LGWA will be sensitive to the deci-Hz frequency band, thus 
bridging the gap between current (and future) terrestrial gravitational 
wave detectors and space-based ones. This contribution will discuss the 
LGWA project, the scientific results it can deliver and the technologies 
needed for such an enterprise.

Key Words
Gravitational-wave detectors, Moon, seismic sensor.

Introduction

Gravitational Wave (GW) emission can happen in a broad range of 
wavelengths, depending on the phenomena involved. Therefore, dif-
ferent types of detectors need to be designed to cover as much GW 
spectrum as possible. Starting from very low frequencies (10-16 Hz) 

1 INFN Sez. Genova, Via Dodecaneso 33, 16146, Genova, Italia 
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there are GWs of primordial origin which can be detected only with 
inflation probes (Ade, 2014). At 10-9 Hz GWs are produced by super-
massive binary black holes (BH), detectable with Pulsar Timing Arrays 
(Hobbs, 2010), while the 1 mHz-1 Hz band can be covered by space 
detectors (like LISA), which are designed to search for ultra-compact 
binaries, supermassive BH mergers, extreme mass ratio inspirals, and 
other exotic possibilities (Baker, 2019; Shuichi, 2009; Luo, 2016). 
From a few Hz to a few kHz, Earth-bound GW detectors, such as Vir-
go, LIGO, KAGRA and the next generation interferometric detectors 
like the Einstein Telescope (ET) and Cosmic Explorer (CE) can detect 
BH or neutron star (NS) mergers and other possible sources (Mag-
giore, 2020; Reitze, 2019; The LIGO Scientific Collaboration, 2015; 
KAGRA collaboration, 2019; Acernese, 2015). It is noteworthy that 
the Lunar Gravitational-Wave Antenna (LGWA) can bridge the sen-
sitivity gap between LISA and ET (see Fig. 1), pushing it down in the 
0.1-1 Hz band (Harms, 2021). In this band there are many interesting 
sources that are worth studying in more detail: LGWA concept and its 
science goals will be described in the following. 

Detector concept and working principle

The Moon is the closest object to Earth, it is large and it has a lower 
seismic activity. The low seismicity is principally due to the absence 
of an atmosphere and oceans. It is known, in fact, that their presence 
generates most of the seismic ambient noise on Earth (Bonnefoy-Clau-
det, 2006). Seismic levels on the Moon are not yet well defined: the 
scientific community disposes of measurements coming from Apollo 
missions which measured many moonquakes over the past years. How-
ever, the continuous seismic background was too faint to be measured 
and, therefore, only the upper limit coinciding with the self-noise of 
the deployed seismic sensors is available (Coughlin & Harms, 2014).

Given these premises, the Moon can be thought as a giant GW 
resonant detector: since the driving forces in a GW have a quadrupolar 
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spatial distributions (Thorne, 2000), a GW sweeping over the Moon 
will excite its quadrupole modes of vibration. It is therefore possible to 
use a simple array of seismic sensors deployed on the Moon to search 
for GWs. This approach was in the beginning proposed for the Earth 
(Weber, 1967) which, however, has an inadequate seismic noise level 
and do not allow to detect any GW signal (Dyson, 1968).

Fig. 1 shows a possible sensitivity for LGWA which eventually will 
depend on the not yet well understood Lunar geology details. The peaks 
and dips in the curve depend on the quadrupolar modes of the Moon.

Historically, there has already been an attempt to use the Moon as 
a GW resonant detector with the mission Apollo 17 (in 1972). Un-
fortunately, the Lunar Surface Gravimeter, meant to record the Lunar 
seismic background, did not work as expected because of an arithmetic 
error in its design (Giganti et al., 1977). Later, three works were per-
formed by Coughlin & Harms to constrain the GW energy density 
using Earth’s and Moon’s (Apollo missions) seismic data (Coughlin & 
Harms 2014a, 2014b, 2014c).

LGWA is not the only existing lunar GW detector concept: other 
two have been independently conceived. One is the Lunar Seismic and 
Gravitational Antenna (LSGA) (Katsanevas et al., 2020) and the other 
is the Gravitational-Wave Lunar Observatory for Cosmology (GLOC) 
(Jani & Loeb, 2021). While LGWA takes a differential measurement 
between the seismic sensor and the Moon, LSGA measures the strain 
induced by the GW on the Moon. Finally, GLOC is designed to be 
an interferometric detector like Virgo/LIGO/KAGRA, and therefore 
it will measure the strain between two free falling test masses taking 
advantage of the low seismic noise of the Moon. 

Environmental Challenges

The lunar environment is extremely quiet from the seismic point of 
view: this makes it the perfect place for GW experiments. However, it 
is also a source of other technological challenges. For example, the lu-
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nar dust (Grün, 2011) and the cosmic radiation can damage the equip-
ment. In particular, cosmic radiation will lead to a continuous charging 
of the lunar regolith (Jordan, 2014), which can consequently develop 
strong electric fields. 

Temperatures can drastically change between lunar days and nights, 
passing from 400 K to 100 K (Williams, 2017): it will be therefore nec-
essary to deploy the sensor array in a permanently shadowed region (i.e. 
inside lunar craters). These regions can provide a stable thermal envi-
ronment and behave as a natural cryostat, which will be needed to keep 
the sensors’ thermal noise at an acceptable level. However, this comes 
at the price of finding an efficient way to power the sensors and the 
necessary equipment. There are various possibilities to power LGWA: 
a radioisotope thermoelectric generator (RTG) (Blanke, 1960), which 
however might be problematic from the material provision point of 
view; a conjunction of solar panels placed on the crater ridge and pow-
er-beaming technologies (Rodenbeck, 2021) or other ways to transport 
the power from the solar panel to the sensors (e.g. cables or a telescopic 
mechanism to directly reach the sunlight in the vertical direction).

LGWA Science

The deci-Hz band can open many interesting opportunities for GW 
physics and for cosmology, it is therefore important to have a detector 
which is sensitive in this frequency band. Moreover, such a detector 
would allow for multi-band observations with other existing GW de-
tectors: this could further enrich the information collected from GWs. 

Possible observations will account for massive binary BHs (105 to 
1010 solar masses) which are otherwise hard to be observed. LGWA 
could also localise these events, thus providing the possibility of find-
ing potential electromagnetic counterparts. Another possible source for 
LGWA are mergers of binary white dwarfs, which are suspected to be 
the progenitors of supernovae Ia (Iben, 1984). Therefore, an observa-
tion of a binary white dwarf merger in conjunction (and at the same 
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location) with an optical or high-energy signal from a supernova Ia 
would be an epochal discovery.

Tests of general relativity and studies on possible modifications of 
the theory will also be possible. Given that LGWA will be able to detect 
compact binaries signals even years before ET, multi-band observations 
will also be possible. However, LGWA will not only be a GW detector 
but it will also constitute an observatory for studying lunar geology 
(that we might rename selenology), leading to a leap in the knowledge 
of our satellite. Indeed, even if the Apollo missions have been able to 
study in detail the Moon, much remains to be explored and discovered 
about its origin and internal structure. For more insights on the LGWA 
science, the Reader is referred to Ref. (Harms, 2020).

Conclusions 

LGWA will bridge the gap between LISA and ET sensitivities, provid-
ing the possibility of studying sources in more detail (for example, with 
multiband observations). LGWA aims to exploit technologies already 
under development; indeed, seismic sensors with the necessary sensi-
tivity are already being developed for ET. Tests on the sensors will need 
to be done in an ultra-quiet seismic environment which can be repro-
duced in an underground laboratory with the aid of actively suppressed 
seismic motion platforms (also under development for ET). Finally, a 
system to cancel the seismic noise produced by meteoric impacts will 
be tested and developed on Mount Etna. Therefore, LGWA is designed 
to be a future GW detector that is simple to deploy and operate and 
that will use existing technology.
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Looking for orphan gamma-ray burst in the Rubin 
LSST data with the Fink Albert Broker

Johan Bregeon1, Marina Masson1

Abstract
Gamma-ray bursts are highly energetic cosmological objects that 
provide us with different paths towards a better understanding of 
fundamental physics and the evolution of the universe. One idea 
consists in estimating the Hubble cosmological constant from 
gravitational wave events for which the distance can be estimat-
ed through electromagnetic observations. The perfect case was the 
one of GW 170817 / GRB 170817A, and indeed several initia-
tives are underway to optimize the matching of on-axis GRB signal 
(prompt, afterglow, kilonova) with sub-threshold gravitational waves. 
What we propose here is to provide new electromagnetic candidates 
for this matching by trying to identify off-axis GRBs in the Rubin 
LSST data through their so-called orphan optical afterglow emission. 
We will present our early work on this topic, starting with simula-
tions with the afterglowpy package of off-axis GRB afterglow light 
curves on a large part of the phase space of the parameters: energy, 
distance, jet nature and geometry, burst environment. This set of 
simulation helped us to understand that indeed some orphan af-

1 Univ. Grenoble Alpes, CNRS, Grenoble INP (Institute of Engineering 
Univ. Grenoble Alpes), LPSC-IN2P3, 38000 Grenoble, France 
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terglows should appear in Rubin LSST data as faint and slow tran-
sients that could be observable from several days to several months. 
We then produced a population of short GRBs off-axis afterglows for 
which we ran pseudo-observations using the rubin_sim package that 
offers a realistic schedule of the 10 years long observations of the LSST. 
With that setup we are ready to dive into the characterization and iden-
tification of orphan afterglow light curves.

Key Words
Gamma-ray Burst, Cosmology, Astrophysics, Hubble constant, Mul-
timessenger astronomy, Optical afterglow, Rubin Observatory, Grav-
itational Wave.

Introduction

In 2017, the first joint detection of the neutron star merger GW170817 
by gravitational waves detectors and its gamma-ray burst counterpart by 
multiple instruments at different electromagnetic wavelengths, made 
possible a new type of measurement of the Hubble constant H0 (Ab-
bott et al., 2017). This new method, named the standard siren measure-
ment, derives H0 through the comparison of the luminosity distance 
dL estimated from the gravitational wave waveform, and the redshift z 
measured via the spectroscopy of the host galaxy. With just one of these 
sirens observed so far, the probability density function remains quite 
large however, but a few tens should be sufficient to estimate H0 with 
a statistical uncertainty similar to other existing measurements from 
the Cosmic Microwave Background (Planck, 2018) or the Supernovae 
(Riess, 2022). We therefore aim at increasing the number of standard 
sirens by looking for gravitational wave signals associated with orphan 
gamma-ray burst optical afterglows (OA) that we hope to find in the 
Rubin Legacy Survey of Space and Time data (Rubin LSST).

We will explain the basics of OA physics as implemented in the 
afterglow model that we have used to produce our simulations to first 
explore the parameters phase space. Then, we will describe the simula-
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tion of a population of short gamma-ray bursts for which we produced 
light curves and spectra in order to produce pseudo-observations in 
the context of Rubin LSST. We will conclude with a path forward to 
develop an identification skim from light curves in the framework of 
the FINK alert broker (Möller, 2021).

Oophan gamma-ray burst afterglow

Gamma-ray bursts (GRBs) are among the most violent phenomena in 
the universe, releasing equivalent isotropic energies as large as 1054 ergs 
within the time frame of seconds to minutes. Initially detected in gam-
ma rays at the end of the sixties, simply defined as bright bursts of high 
energy photons, GRBs were eventually also shown to have a so-called 
afterglow emission that could last from hours to days and cover the full 
electromagnetic spectrum from radio to very-high energy gamma rays 
(Mészáros, 2019).

The consensus reached on emission models is that GRB emission 
has to come from a relativistic jet, what implies that the viewing angle 
has a strong impact on observations. When the observer is far off the jet 
axis, gamma rays from the prompt phase become challenging to reveal 
while the afterglow emission, that comes from a larger region, still has 
good possibilities to be detected at optical and radio wave lengths. Or-
phan gamma-ray bursts are hence defined as GRB afterglows for which 
no emission is observed in gamma rays.

We focused our work specifically on the afterglow emission, using 
the afterglowpy python package (Ryan et al., 2020) that implements a 
standard synchrotron emission from the forward shock model. After-
glowpy solves the fully trans-relativistic shock evolution through a con-
stant density medium and includes a number of important features for 
our use case, in particular an approximate prescription for jet spread-
ing, an angularly structured jet and arbitrary viewing angles.

The python package is fully open source, very user friendly and easy 
to use: the user can simulate afterglow light curves and spectral energy 
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densities at any time on the full electromagnetic spectrum from any 
arbitrary observer angle. Bursts parameters include first the usual set 
of the burst characteristics like the isotropic equivalent energy, the red-
shift, the circumburst density, the electron energy distribution index 
and the microphysics parameters (εe and εB). Then the model also im-
plements three different jet structures: standard top-hat for which the 
energy is uniform across the jet section and, Gaussian and power-law 
angular distributions. Three geometrical angles are hence defined: the 
core angle θc within which the largest part of the energy is contained 
(all of it for a top-hat jet), the angle θw (w for 'wing') above which the 
jet energy distribution is truncated, and θobs that is the observer angle 
with respect to the jet axis.

Afterglow light curve shape and observability

We first explore the burst parameters phase space by studying the im-
pact of the jet structure on the light curve shape, and observe that 
structured jets (Gaussian or power-law energy distributions) light 
curves tend to rise and peak much earlier than the top-hat jets. This is 
understood as the energy distributed in the jet wings being more acces-
sible by the observer for structured jets. Gaussian and power-law jets 
behave in a similar way unless the condition θw >> θc is met, in which 
case, the Gaussian jet flux rises very slowly and eventually remains dim-
mer than the power-law jet. 

Another interesting study was to check the dependence of the after-
glow observability upon varying the three geometric angles. We simply 
define the observability as the number of days for which the afterglow 
flux is above the average Rubin-LSST nightly magnitude in the r band, 
that is 24.5. We found that when fixing θw and θc, the afterglow ob-
servability generally decreases as the observer moves off-axis, i.e. when 
θobs increases the flux peaks later but also decreases quite rapidly. Then, 
when fixing θc and θobs, if θw increases, meaning that more energy is 
available in the jet wings, the afterglow flux peaks earlier in time and 
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gets to higher values. Eventually, if one fixes the observer angle θobs, and 
the size of the jet wings (θw), then increasing the core angle of the jet θc 
just pushes the flux to higher values with little effect on the light curve 
shape. These behaviors are mostly as expected when angles stay within 
reasonable ranges, so we considered this as a nice verification of how 
the simulation is handling its parameters.

In order to better understand the impact of the geometry, we have 
further explored the phase space by building several matrices showing 
the observability in r-band as a function of θc and θw, for different val-
ues of θobs, and this for a set of isotropic energies and redshifts. These 
matrices made clear a few important points. First, only the brightest 
and closest bursts will be observable off-axis: at redshift z=0.1, Eiso=1051 

erg is needed for the afterglow to be observable off-axis for a few days, 
then at z=1, Eiso has to reach 1053 erg. Second, as expected, jets with a 
larger opening angle θc or larger wings θw are observable for more time, 
and this observability can reach hundreds of days in the best cases. 
Third, the overall dependence upon the 3 angles is not trivial, so that 
although these matrices gave us a hints about what to expect, we short-
ly ended up limited in our global understanding, i.e. in the context of 
a large decadal survey.

Short gamma-ray burst population

In order to make progress, we decided to focus our main science case 
involving nearby short GRBs, for which there should be a possibility 
to also have gravitational waves detection during the next data taking. 
Our goal was to get a reasonable set of bursts to work with, in particu-
lar to understand better light curve shapes to develop identification 
filters. We chose reasonable distribution for each parameter of impor-
tance and fixed others to average values. For instance, the redshift dis-
tribution slightly rises almost linearly from 0 to 0.1 and the isotropic 
equivalent energy has a Gaussian shape in log scale around 1051 erg 
similar to the short burst population measured by the Fermi GBM. 
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The observer angle was chosen uniform from 0 to 90°, and the trun-
cation angle θw was chosen to increase slightly for a few degrees over θc 

and then to go down with a long tail over 20°, meanwhile we decided 
to stick to 2 single values for the core angle θc, 2.86° and 8.60°. Even-
tually, the circumburst density was chosen to be uniform from 0.001 
to 1 particle per cm3.

We then ran 1000 simulations for both the top-hat jet and the pow-
er-law structured jet, kept only off-axis afterglows and computed the 
observability in r-band. The left side of Figure 1 shows all afterglow 
light curves of off-axis burst that should be observable more than 7 days 
by Rubin: 3 light curves are highlighted in colors in order to show the 
variety of shapes and observability duration. Some afterglows appear 
to be bright but short, while others will be dim but long: the record 
holder in our data set could be observable for more than 2000 days. We 
verified that our production is reasonably realistic by comparing our 
light curves with the set of (Kann & Klose, 2009). Overall, around 5% of 
all afterglows end up being observable for more than 7 days, this num-
ber varies from 2% to 7% depending upon the jet opening angle and 
the jet structure: this is clearly in the right ball park, although may be a 
bit on the lower end of expectations (Ghirlanda et al., 2015). Then we 

Figure 1: Left, light curves of orphan afterglows of the short gamma-ray burst 
population that would be observable for more than 7 days with the Rubin 
observatory ; Right, pseudo-observation of one of the simulated orphan afterglows, 
realized with the rubin_sim package.
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note that for the power-law structured jet with a θc of 8.6°, we find 66 
off-axis afterglows for only 49 observed on-axis (θobs<θw): meaning, that 
we might just be able to double the statistics of GW-EM associations.

Pseudo observations with the Rubin observatory

We then processed our simulated light curves through pseudo-observa-
tions by Rubin using the rubin_sim package that proposes a framework 
to emulate 10 years of a realistic scheduling of observations including 
background light, air mass, atmospheric conditions and obviously the 
filter and camera response. For each burst, we chose a date within the 
10 years schedule and a random position in the sky, we then use the af-
terglowpy to produce a full spectral energy density that is then integrat-
ed through the correct filter for each scheduled observation. Through 
this procedure we obtain pseudo observation of light curves as shown 
on the right hand side of Figure 1: the burst shown would benefit 
from a nice coverage over more than 60 days. Pseudo-observations also 
include an estimation of the limiting magnitude for each observation 
emulated by the scheduler: these are shown here as small triangles, and 
we note that there is quite some dispersion depending upon observing 
conditions, confirming the importance of this step. We are currently 
analyzing pseudo-observations in order to compute characteristic pa-
rameters of the light curves such as average rise and decay time, time 
of the maximum flux and the average g-r bands color. From these we 
expect to be able to develop a first rough selection that we wish to then 
implement in the framework of the FINK broker.

Conclusions

We have simulated gamma-ray burst afterglows in the optical band and 
studied their light curves when observed off-axis in the context of the 
Rubin LSST. The large number of parameters defining an afterglow 
(equivalent isotropic energy, redshift, jet opening angle and structure, 
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circumburst density) entails that the phase space is too large to be sim-
ply characterized. We decided to focus on a population of short nearby 
gamma-ray bursts, the ones for which a detection of the gravitational 
wave signal should also be possible by the current generation of detec-
tors. The simulation of afterglow light curves for the short burst popu-
lation was found useful to verify that indeed Rubin LSST data should 
contain at least as many off-axis afterglows as on-axis afterglows, even 
for quite large values of the jet opening angle. With these encouraging 
results, we are now in the process of analyzing pseud-observation made 
from these light curves in order to derive selection cuts to filter alerts 
from variable objects in the FINK broker framework. A lot of work 
remains ahead to get ready to extract OAs out of Rubin LSST data as 
the survey should start as soon as end of 2024.
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New 3D white dwarf deflagration models for type 
Iax supernovae
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Abstract
Type Iax supernovae (SNe Iax), a sub-class of SNe Ia, are suggested to 
arise from pure deflagrations of Chandrasekhar mass CO white dwarfs. 
Here we present new 3D models of Carbon-Oxygen White Dwarf 
deflagrations (Lach et al., 2022) with varying geometric conditions 
including ignition radius of the deflagration and central density. We 
comment on the light curves and spectra produced from this series of 
models and compare the synthetic observables to the SNe Iax popu-
lation. Finally, we discuss the possible causes of systematic differences 
between our model sequence and SNe Iax, the understanding of which 
are key to supporting or ruling out the pure deflagration scenario. 

Key Words
Physics, Astrophysics, Radiative Transfer, Supernovae, White Dwarfs, 
Hydrodynamics.

1 Queen’s University Belfast, University Road, BT7 1NN, Belfast, UK. 
Correspondence: fcallan02@qub.ac.uk
2 Heidelberger Institut für Theoretische Studien, Schloss-Wolfsbrunnenweg 
35, D-69118 Heidelberg, Germany.
3 Zentrum für Astronomie der Universität Heidelberg, Institut für Theoretische 
Astrophysik, Philosophenweg 12, D-69120 Heidelberg, Germany.

mailto:fcallan02@qub.ac.uk


Looking for orphan gamma-ray burst in the Rubin LSST data with the Fink Albert Broker

27

Introduction

Type Ia supernovae (SNe Ia) play a number of key roles in astrophys-
ics. These include contributing substantially to cosmic nucleosynthesis, 
injecting kinetic energy in galaxy evolution and acting as cosmological 
distance indicators. Thanks to modern transient surveys it has become 
clear that type Ia supernovae are a diverse population with many dif-
ferent explosion scenarios proposed to explain normal SNe Ia as well as 
the various sub-classes. A key theoretical challenge is understanding the 
origin of this diversity across a wide range of wavelengths and epochs.

Type Iax supernovae are estimated by Foley et al. (2013) to make up 
approximately 30% of the total SNe Ia rate. SNe Iax show spectroscop-
ic differences to SNe Ia, have generally lower peak magnitudes and also 
show a much larger spread in their luminosities than normal SNe Ia: 
the faintest and brightest SNe Iax differ by more than 4 magnitudes at 
peak. Their infrared (IR) light curves do not show the secondary peak 
commonly seen in SNe Ia and the long-term evolution is different, 
potentially suggesting there is some form of luminous bound remnant 
left behind (see e.g. Foley et al., 2014). This is in agreement with what 
is predicted by pure deflagration models. 

Pure deflagrations of near-Chandrasekhar mass carbon-oxygen 
white dwarfs (near-MCh CO WDs) have been suggested as a promis-
ing explosion scenario to explain SNe Iax: such explosion models have 
been found to reproduce many of the observed properties of SNe Iax. 
In this scenario a CO WD accretes matter from a main sequence star 
in a binary system until it approaches the Chandrasekhar mass limit. 
At some point a thermonuclear run-away will occur near the centre 
of the WD. In this pure deflagration scenario the burning front never 
transitions to moving at a speed greater than the sound speed of the 
white dwarf (i.e. there is never a transition to a detonation). Pure def-
lagration models release less energy than those involving a detonation 
phase, leading to better agreement with the properties of SNe Iax than 
'normal' SNe Ia. Multiple studies have been carried out comparing 
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pure deflagration models for near-MCh CO WDs to SNe Iax. A key 
challenge that remains is whether it is possible to reproduce the ob-
served diversity of SNe Iax using models of near-MCh CO WDs. 

Fink et al. (2014) carried out hydrodynamic explosion simulations 
followed by a nucleosynthetic post-processing step and finally radia-
tive transfer simulations for a sequence of near-MCh CO WD pure 
deflagration models. In an attempt to reproduce the observed diversity 
of the SNe Iax class different numbers of ignition sparks were used to 
ignite the models. Increasing the number of ignition sparks led to more 
energetic explosions and brighter events. Fink et al. (2014) found good 
agreement between their models and brighter members of the SNe Iax 
class, in particular the colours at peak, decline in blue bands, lack of 
secondary infrared maximum and presence of IGEs at all times are 
in agreement with the observed properties of SNe Iax. However, the 
models declined too quickly in the red bands and the model sequence 
was unable to reproduce the luminosities of the faint members of the 
SNe Iax class. Additionally, simmering phase simulations carried out 
by Zingale et al. (2009) and Nonaka et al. (2012) show that the initial 
deflagration being ignited by multiple ignition sparks is very unlikely 
and a single spark ignition is much more likely. This motivated our 
new study (Lach et al., 2022) in which we aimed to explore whether it 
is still possible to reproduce many of the observed properties of SNe Iax 
using models of near-MCh CO WDs ignited using only a single igni-
tion spark. In addition we aimed to determine whether it was possible 
to produce the observed brightness variation of the SNe Iax class and 
in particular reach down to the faintest members of the SNe Iax class.

Model setup and numerical simulation pipeline 

In order to achieve diversity in the luminosities of our single spark 
models the two primary initial parameters we varied were the radius of 
the ignition spark from the centre of the WD and the central density of 
the WD (see Lach et al., 2022 for details of all parameters we varied). 
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Once we selected these initial parameters for each model we carried out 
3D hydrodynamical explosion simulations using the LEAFS code (Rei-
necke et al., 1999), followed by a post processing step using the YANN 
nuclear network code (Pakmor et al., 2012) to calculate nucleosyn-
thetic yields. Finally, we carried out radiative transfer simulations using 
our 3D time-dependant Monte-Carlo radiative transfer code ARTIS 
(Sim, 2007; Kromer & Sim, 2009) to allow us to compare synthetic 
spectra and light curves with observed SNe Iax. We followed this ap-
proach for 17 single spark pure deflagration models in our sequence. 

Results and discussion

By varying the initial geometric conditions in our explosion models 
(ignition radius and central density primarily) we were able to achieve 
significant diversity in luminosity throughout our model sequence, 
covering a significant portion of the observed brightness diversity of 
the SNe Iax class (see Fig 17 in Lach et al., 2022). In particular, our 
new sequence of near-MCh CO WD pure deflagration models is able 
to reproduce the luminosities of some of the faintest members of the 
SNe Iax class, extending to over a magnitude fainter at peak in r-band 
compared to the model sequence of Fink et al. (2014). As Fink et al. 
(2014) found previously, our models fall on a quasi 1D sequence driv-
en by the mass of 56Ni synthesised in the explosion: the more 56Ni 
synthesised the brighter the model and the slower the light curves rise 
and decline. The variation in 56Ni achieved can almost entirely be at-
tributed to variation in ignition radius and central density of the WD, 
which we vary as initial parameters. In general, higher central densities 
of the WD and smaller ignition radii lead to more 56Ni being synthe-
sised and brighter models. 

We find good agreement between the blue band light curves of our 
models with bright and intermediate luminosity SNe Iax. However, 
as was the case for the Fink et al. (2014) model sequence, our model 
light curves are too fast in decline in the red bands in comparison to 
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observed SNe Iax. Additionally, the faint models in our sequence show 
light curve evolution which is too fast in comparison to observed SNe 
Iax in all bands. This is because while our models show significant-
ly faster light curve evolution as we move to fainter events, this same 
trend is not observed for SNe Iax. This may suggest our models require 
more ejected mass for a given mass of 56Ni synthesised. This would 
slow down the light curve evolution of our models to better match ob-
servations as a higher total ejecta mass for a fixed 56Ni mass means the 
energy injected remains the same but will have to travel through more 
material in order to escape the ejecta.

We also find the spectroscopic agreement between our single spark 
models and bright and intermediate luminosity SNe Iax is good. Figure 
1 shows comparisons between a bright (blue) and faint (red) viewing 
angle for one of our models with the intermediate luminosity SNe Iax, 
SN 2019muj. This spectral comparison is representative of what we gen-
erally see when comparing our models to bright and intermediate lumi-
nosity SNe Iax. As can be seen from Figure 1 our models have significant 
viewing angle dependencies which have a noticeable effect on how well 
our models match observations. Focusing on the brighter viewing angle 
(blue) which matches the brightness of SN 2019muj better we see at 4 
days before B-peak our model provides a very good match to the overall 
flux profile of SN 2019muj, however our model spectra does produce 
stronger spectral features at this time. At 2 days after B-peak our model 
still matches the flux profile of SN 2019muj well but now also provides a 
good match to the strength and location of spectral features. This change 
in the agreement of the spectral features between the model and SN 
2019muj at different epochs may suggest there is some systematic differ-
ence in the spectral evolution between our model sequence and observed 
SNe Iax. At 11 days post B-peak our model still provides a good match to 
the spectral features of SN 2019muj, however there is now a poor match 
to the overall flux profile particularly towards the red wavelengths. This 
is because of the faster decline post peak of our model compared to SN 
2019muj particularly in the red bands, as discussed above.
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The systematic difference in spectral evolution mentioned above 
may be explained by differences in the ionisation and excitation state 
of the ejecta at earlier times between our models and observed SNe 
Iax. In these simulations we have used our standard approximate non-
LTE treatment of the ionisation and excitation conditions in the ejecta. 
However, simulations by Shen et al. (2021) have shown for a different 
class of SNe Ia explosion model there are quantifiable differences in the 
light curves and spectra when a full non-LTE treatment of ionisation 
and excitation is used in the radiative transfer simulations. Therefore, 
carrying out simulations of our models using a full non-LTE treatment 
of ionisation and excitation may produce ejecta conditions more simi-
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Figure 1: Spectroscopic comparisons in absolute flux between the intermediate 
luminosity SNe Iax, SN 2019muj (Barna et al., 2021) and two viewing angles for the 
model from our new sequence which is in best agreement with the luminosity of SN 
2019muj. Times are relative to B band maximum.
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lar to the conditions in SNe Iax, leading to better spectroscopic agree-
ment at these earlier epochs. Alternatively, it has been suggested that 
such systematic differences in the spectral evolution between models 
and observed SNe Iax could be explained by models with a more strat-
ified ejecta structure (e.g. Stritzinger et al., 2015; Barna et al., 2018). 
This would exclude pure deflagration models as the scenario which ex-
plains SNe Iax as pure deflagrations always produce a well mixed ejecta 
structure. Magee et al. (2022) however argue that such ejecta stratifi-
cation in the models is not a requirement to match observed SNe Iax. 

Conclusions

Our new model sequence extends to a magnitude fainter at peak com-
pared to the Fink et al. (2014) sequence and can successfully reproduce 
the luminosities of some of the faintest observed SNe Iax. Additionally 
we find generally good agreement between the light curves and spectra 
of our models when compared to bright and intermediate luminosity 
SNe Iax. However, all models in our sequence decline too fast in the red 
bands and the faintest models in our sequence show light curve evolu-
tion which is too fast in all bands compared to observations, suggesting 
the ejected mass may be too low. We are currently investigating wheth-
er these systematic differences between our models and observed SNe 
Iax can be resolved by simulating our models using the ARTIS code 
version developed by Shingles et al. (2020) which has full non-LTE 
treatment of the ionisation and excitation conditions in the ejecta. The 
systematic differences may also be improved by taking into account 
the effect of a possible luminous bound remnant suggested for SNe 
Iax (and predicted for pure deflagrations) which we do not treat here 
in the radiative transfer. This bound remnant is predicted to contain 
material which was burned in the deflagration and has fallen back onto 
the remnant, some of which will be 56Ni. The radiation emitted due 
to the radioactive decay of this 56Ni in the remnant has been shown to 
impact the late time light curve evolution of pure deflagration models 
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(e.g. Kromer et al., 2013; Shen & Schwab, 2017). We are currently 
exploring whether such a luminous bound remnant could also help 
explain some of the systematic differences between the light curves and 
spectra of our pure deflagration models and those of observed SNe 
Iax at early times (Callan et al., 2023, in prep). Alternatively, it may 
be the properties of the deflagration models themselves which is the 
cause of these systematic differences as suggested by e.g. Stritzinger et 
al. (2015) and Barna et al. (2018), who argue a more stratified ejecta 
structure is required to match observed SNe Iax, unlike the well mixed 
ejecta structure produced by pure deflagrations. However, Magee et al. 
(2022) argue that such a stratified ejecta structure is not required to 
match observed SNe Iax. Pure deflagrations of near-MCh CO WDs 
therefore remain a promising scenario to explain SNe Iax, but the sys-
tematic differences when comparing to observations must be resolved 
if they are to be fully supported as the scenario which explains SNe Iax. 
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Simulating the recollimation shocks, instabilities 
and particle acceleration in relativistic jets
Agnese Costa1,2, Fabrizio Tavecchio2, Gianluigi Bodo3 

Abstract 
Among blazar, the extreme BL Lacs (EHBL) are characterized by a pe-
culiar hard high energy peaked emission, that challenges standard lep-
tonic scenario. It was recently argued that electron acceleration due to 
a series of oblique shocks, likely caused by the confinement of the jet as 
indicated by 2D simulations, could account for the hard TeV Spectral 
Energy Distribution (SED) of the EHBL. On the other hand, recent 
work on 3D MHD simulations of weakly magnetized relativistic jets, 
reveals that strong recollimation shocks trigger a rapidly growing cen-
trifugal instability (CFI) that leads to the development of strong turbu-
lence, eventually disrupting the multiple-shock structure observed in 
2D simulations. Nevertheless, our group observed that the presence of 
strong turbulence downstream of a recollimation shock suggests anoth-
er effective acceleration scenario. We are then pursuing a vigorous pro-
gram of relativistic MHD simulations with the PLUTO code, to study 
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the morphology and the role of instabilities in EHBL jets. Results from 
preparatory simulations are in tension with the multiple-shock model 
and with the 3D simulations of CFI after the recollimation shock. In 
the latter case, other instabilities might interact with the CFI and alter 
the dynamics of the jet and the acceleration efficiency. 

Key Words
Instabilities; methods: numerical, radiation mechanisms: non-thermal; 
shock waves; galaxies: jets; gamma-rays: galaxies; Astrophysics - High 
Energy Astrophysical Phenomena.

Introduction 

Relativistic jets expelled by AGNs are the most powerful persistent 
emitters in the Universe. However, the precise processes through which 
they dissipate part of their energy flux and convey it to rela- tivistic 
particles are still elusive. In fact, various mechanisms have been investi-
gated, including Diffusive Shock Acceleration (DSA), magnetic recon-
nection, stochastic acceleration (SA) due to turbulence. In this frame-
work, the EHBL (Biteau et al., 2020) play a fundamental role for the 
advancement of our comprehension. In order to explain their peculiar 
very hard and substantially stable gamma-ray continuum (peaking be-
yond 1 TeV), various models have been investigated. In 2021 Zech & 
Lemoine presented an extensive scrutiny of the physical processes po-
tentially at work, eventually arguing that the EHBL emission could be 
associated with recollimation shocks, driven into the flow by the pres-
sure unbalance with the external confining gas. The observed very hard 
gamma-ray spectrum of the EHBL with the hardest spectra (such as the 
prototype 1ES 0229 + 200), however, is recovered only if particles un-
dergo acceleration by more than one shock. This is actually expected, 
since recollimation is believed to trigger a series of recollimation and 
reflected shocks (e.g. Komissarov & Falle, 1997), and it is confirmed 
via 2D simulations (e.g. Fichet de Clairfontaine et al., 2021). This sce-
nario is highly attractive for several reasons. In particular the station-
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ary recollimation shock would ensure an almost stable acceleration, 
accounting for the puzzling weakly variable emission. However, it does 
not explain why, among all blazar, only EHBL jets should behave in 
this way. More seriously, the key ingredient mentioned above, namely 
the existence of more than one shock where particles are energized, is 
questioned by recent 3D hydrodynamical (HD) and magnetohydro-
dynamical (MHD) simulations of jet recollimation (Gourgouliatos & 
Komissarov, 2018; Matsumoto et al., 2021). Without the assumption 
of axisymmetry, the presence of a rapidly growing instability after the 
recollimation shock is revealed in hydrodynamical flows, and, even if 
the magnetic fields can damp the instability, this occurs for values of 
the magnetization well above those inferred for EHBL jets (∼ 10−3 G, 
e.g. Costamante et al., 2018). This instability causes turbulence down-
stream of the jet and eventually the disruption of its global structure, 
preventing the formation of the series of shocks. In light of these re-
sults, the acceleration model proposed by Zech and Lemoine (2021) 
was to be reconsidered. Because of the presence of turbulence and of 
the effective interplay between DSA and SA, we investigated a hybrid 
scenario where particles are first accelerated at the recollimation shock, 
then re-accelerated from the turbulence that has developed, applying it 
to reproduce the SED of 1ES 0229+200 in Tavecchio et al. (2022). A 
more accurate treatment has later been done by Sciaccaluga & Tavec-
chio (2022); nevertheless, existing simulations are inadequate to fully 
characterize the development of the instability and the level of turbu-
lence injected in the plasma. To shed light on the phenomenology of jet 
recollimation and on the impact of the recently discovered instability 
on particle acceleration, we need to perform full 3D relativistic MHD 
simulations with test-particles. 

In the next sections we present the preliminary results of our in-
vestigation, obtained from two sets of simulations: 1) a 2D rel-MHD 
simulation with test particles of a recollimation and a reflection shock, 
2a) a preliminary 2D rel-HD simulation of a series of recollimation 
and reflection shocks, 2b) a 3D rel-HD simulation started from the 
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results obtained from case 2a, to investigate its instability.

The numerical setup 

Simulations are carried out with the state-of-the-art code PLUTO 
(see Mignone et al., 2007), which is a hybrid-MHD code where the 
plasma equations are solved together with the transport of test-parti-
cles (no back-reaction) that can be injected in the fluid (e.g. Vaidya et 
al., 2018). Most relevant is the fact that the energy distribution of the 
test-particles is updated at shocks, as described in Vaidya et al. (2018). 

In all three setups we use the linear reconstruction together with the 
HLLC Riemann solver, and a RK2 time-stepping.

For the rel-MHD case, constrained transport is employed to ensure 
that ∇·B = 0. We choose the Taub-Matthews equation of state, with 
enthalpy  (Mignone et al., 2005). The model fol-
lows Bodo & Tavecchio (2018): we consider a relativistic jet, under the 
parsec scale, in a medium characterized by a power law pressure profile, 
pext = p0(z/z0)

−η, whose 2D stationary solution is that of a confined jet, 
for η < 2 (e.g. Bromberg & Levinson, 2007).

At t = 0 we inject the initial setup, which for the 2D configura-
tions corresponds to a cold axisymme- trycal conical jet with rj,0 = θ0z0, 
that moves with Lorentz factor Γ and has luminosity Lj = πr2

j,0vjωjΓ
2. 

Boundary conditions are set to outflow at external boundaries and at 
the end of the jet, while reflective conditions are used at the jet axis in 
the 2D configurations (1 and 2a), and we user-define the lower bound-
ary, z0 = 1, with the initial conditions. For the magnetized case 1, also a 
poloidal magnetic field is initialized in the whole domain.

2D relativistic MHD + test-particles 

The domain of the first setup is made of 200 x 900 cells corresponding 
to [0,1.5] x [1,4] scaled to Lunit = 0.1 pc. The external medium has ini-
tial density ρ0 = 10−16 g/cm3, pressure p0 = 1 dyn/cm2 and its power law 
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index is η = 1.8. The injected jet has Lorentz factor Γ = 30, opening 
angle θ = 0.1, luminosity Lj = 1044 erg/s and relative pressure pj,0/p0 = 
0.007, where pj,0 is the proper pressure of the jet at z = z0. The magnetic 
field at z = z0 is B0 = 3·10−4 G.

At each time-step, 2 test-particles per cells are injected, with 
a negligible number density: nnth = 10−10 cm−3. To account for the 
pre-acceleration stage and the minimum Lorentz factor of the 
emitting electrons in the EHBL (Zech & Lemoine, 2021), the 
energy distribution of test-particles is initialized as a power law 
with index 2 in the range γnth ∈ (102,5·103).

The results can be summarized in panel 1a): the trajectory of 
test-particle “2” is displayed on top on the pressure map calculat-
ed at the end of the run. Discontinuities in the pressure identify 
the shocks (the recollimation and reflection shocks, as highlighted 
respectively in red and blue), where the particle is deflected fol-
lowing the streamlines. The recollimation shock reaches the axis 
at z∗ = 2.2z0 that corresponds to 0.22 pc. At each shock the par-
ticles gain energy following Vaidya et al. (2018) and the relevant 
sources cited therein. This is shown in panel 1b) via an overplot of 
the SED carried by test-particle 2. At lower energies and densities 
the initial SED is plotted in black, then energy is lost adiabatically 
(up to the green line), until the recollimation shock accelerates the 
particles, even collecting more particles from the thermal popula-
tion, up to γ∗ = 108. The action of the reflection shock is instead 
comparable to adiabatic gains and can’t be distinguished in this 
overplot. This shows how a series of 2 shocks can easily fail to 
provide enough high energy electrons and the hard distribution 
that would be required for modeling with leptonic inverse Comp-
ton the high energy emission of TeV blazar (Zech & Lemoine, 
2021). This result is not a counter proof to such a model, but it 
is in tension.
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3D relativistic HD simulations 

The second case consists of two runs. The 2D simulation uses a grid 
of 350 x 2200 grid points corresponding to [0,20] x [1,50] with unit 
length Lunit = 100 pc. Initial values are chosen to create a stronger con-

2a) Lorentz factor 2b) Lorentz factor

1a) log p and particle trajectory 1b) Energy distribution of test particle ‘2’

5.05

4.04

3.02

2.01

1.00

1a) and 1b) refer to the first set of simulations: in 1a the trajectory of a test-particle is 
displayed on top of the logarithm of the pressure of a 2D section of the jet. In 1b the 
energy distribution of the test-particle is updated (from black to yellow). Energy is in 
erg. 2a) represents the Lorentz factor of a 2D steady state of a confined HD jet. The 
2D steady state is then projected in 3D and run until t = 60. In figure 2b) a 3-slice 
(planes x = y, x = −y, z = 17) of the Lorentz factor can be seen in perspective. Some 
details can be observed, including a recollimation stage made of two shocks, fingers 
of plasma expanding in the medium, signs of CFI/RTI, and a helical motion of the 
plasma at z = 17, that points towards the KHI.
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finement, so the opening angle is changed to θ = 0.2 and the power law 
index for the external pressure becomes η = 0.5. Moreover, in order to 
compare the results with those of Matsumoto et al. (2021), the initial 
values of a few quantities are altered to better resemble their setup: Γ = 
5, Lj = 2·1044 erg/s and p0 = 9·10−9 dyn/cm2, and of course B = 0. 

The stationary solution is displayed in panel 2a with a map of 
the Lorentz factor and is that of a series of recollimation and reflec-
tion shocks, as expected: the external pressure confines the jet and, 
as the first recollimation shock reaches the axis (z∗ ≃ 3.7) and the 
internal pressure increases, a second shock expands outwards. The 
jet expands until it is confined again, and a series of shocks follow. 

The 3D simulation starts from the 2D stationary jet, projected 
in 3D. The simulation is run for 300 light crossing times of the 
jet injection radius and the result is displayed in panel 2b as a 3D 
3-slice of the Lorentz factor. The morphology of the jet is complete-
ly different due to the developing of instabilities. The first recolli-
mation shock happens faster, so it is nearer in z, as expected from 
Gourgouliatos & Komissarov (2018); there are however differenc-
es between our results and those in Gourgouliatos & Komissarov 
(2018) and Matsumoto et al. (2021). First, in our solution the first 
recollimation shock splits into two shocks, and the subsequent series 
is not completely disrupted by turbulence. While in the cited papers 
the origin of turbulence is found to be in the CFI, a form of the 
Rayleigh-Taylor instability (RTI), that develops downstream of the 
recollimation shock; in our setup this instability is probably weaker 
and there are also signs of the Kelvin-Helmholtz instability (KHI). 
The KHI, even if damped (Bodo et al., 2004), is probably the agent 
of the spiraling of the jet at z ≳ 20. The effect of other instabilities, 
as the Richtmyer-Meshkov (e.g. Matsumoto & Masada 2019), is 
to be further investigated, as also suggested from the recent paper 
of Abolmasov & Bromberg (2022) that shares similarities with our 
conclusions.
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Conclusions

We presented our results for two models of low magnetized jets con-
fined by the pressure unbalance with the external medium: a multi-
ple-shocked jet, that is studied via 2D a rel-MHD simulation, and a 
recollimated unstable jet, result of a 3D rel-HD simulation. For the 
first model we also discussed the particle acceleration in a series of 2 
oblique shocks, but the conclusion is in tension with the model of 
Zech & Lemoine (2021). However, the main weakness of the mul-
tiple-shock model consists in the instability of the 2D steady state to 
perturbations in 3D. The structures that form in the xy plane, as ob-
served in the maps of the Lorentz factor obtained via 3D simulations 
(helical rotation of the jet, fingers penetrating the environment and so 
on), could not form in 2D axisymmetry, but they grow rapidly and 
significantly hamper the series of shocks. Despite this conclusion is 
mainly in accordance with Matsumoto et al. (2021), the details differ 
considerably. The reason behind this tension, that we do not have with 
Abolmasov & Bromberg (2022) instead, may be found either in slight-
ly distinct parameters, or in the numerical method Matsumoto et al. 
used (Komissarov et al., 2015) to determine the steady state of axisym-
metric relativistic jets via 1D time-dependent simulations. We leave to 
future works the conclusions. Finally, while we neglected the magnetic 
field in the 3D simulations, its action is fundamental for constraining 
the instabilities and modeling the DSA and SA, so we plan to include 
diverse configurations of the magnetic field in the next simulations. 
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Physics prospects of KM3NeT
Carla Distefano1 for the KM3NeT Collaboration

Abstract
KM3NeT is a new generation underwater neutrino observatory with 
two detectors in the Mediterranean Sea: ARCA, a km3-scale neutrino 
telescope dedicated to neutrino astronomy, and ORCA, a Mton scale 
detector optimized for the measurement of neutrino oscillations. At 
present, both KM3NeT detectors are taking data with the first detec-
tion units deployed. Several studies are currently on-going to validate 
the performance of the detectors and to improve the data analysis pro-
cedures. In this talk we present the status of KM3NeT detectors and 
results of data analysis by discussing the future perspectives in the com-
ing months with the deployment of new detection units. The expected 
sensitivities with the full ARCA and ORCA configurations will be also 
presented.

Key Words
Neutrinos, Astrophysics, KM3NeT.

Introduction

The KM3NeT Collaboration is constructing two neutrino telescopes 
at distinct locations in the Mediterranean Sea: ORCA (Mton scale, 
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at a depth of 2500 m, offshore Toulon, France) and ARCA (Gton 
scale, at a depth of 3500 m, offshore Capo Passero, Italy). ARCA is 
the high-energy component and is dedicated for the search of cosmic 
neutrino sources in the TeV-PeV range. The main physics objectives 
for the ARCA telescope are the search for diffuse neutrino fluxes ‒ in 
particular the investigation of the IceCube findings with better angular 
resolution and from a complementary field of view ‒ and the search for 
point-like neutrino sources. Its location in the Northern hemisphere 
will allow for surveying a large part of the sky, including most of the 
Galactic Plane and the Galactic Centre. ORCA will be dedicated to the 
study of atmospheric neutrino oscillations, with the main objective of 
determining the neutrino mass ordering (NMO), but also low energy 
neutrino astronomy. The status as of September 2022 of KM3NeT and 
the prospects of the project will be reported in this paper.

The KM3NeT detectors

The KM3NeT detectors are three dimensional arrays of optical sen-
sors detecting the Cherenkov light induced in water by the secondary 
charged particles produced in neutrino interactions (The KM3NeT Col-
laboration, 2016). The arrival times and the amount of the light collect-
ed by optical sensors and the positions of the latter are used to recon-
struct the path of the secondary particles. From this information the 
neutrino arrival directions can be inferred, and their energies estimated. 

The basic unit of the detectors is the Digital Optical Module 
(DOM). The DOM is a 17-inch diameter pressure-resistant glass 
sphere containing 31 3-inch photomultiplier tubes (PMTs) with their 
associated electronics for digitisation and data transmission as well as 
the calibration instrumentation. A DOM contains 19 PMTs in the low-
er hemisphere, and are thus looking downwards, and 12 in the upper 
hemisphere, looking upwards. This design offers significant improve-
ments with respect to optical modules with a single large-area PMT: 
the total photocathode area is about three times larger, the field of view 
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covers almost the full solid angle, pixelization allows for high-purity 
photon counting and directional sensitivity (The KM3NeT Collabo-
ration, 2022a).

A vertical sequence of 18 DOMs forms a Detection Unit (DU). Two 
thin parallel ropes hold the DOMs in place. The DU is anchored on the 
seabed and kept taut by a submerged buoy at its top (The KM3NeT 
Collaboration, 2020). A vertical 'backbone' cable, running along the full 
length of the DU, provides connectivity for power and data transmis-
sion. The cable is an oil-filled plastic tube, in equi-pressure with sea water, 
containing electrical wires and optical fibres, with a breakout box at each 
DOM. A set of 115 DUs, arranged with a roughly circular footprint, forms 
a 'building block'. ARCA will consist of two building blocks of DUs with 
700 m height and horizontally space by 90 m. It will have an instrument-
ed volume of 1 km3, optimized for the detection of cosmic neutrinos up to 
energies of the PeV scale. ORCA will consist of one building block of 200 
m heighted DUs spaced by 20 m and will have an instrumented mass of 7 
Mton. Its high granularity of PMTs will allow the detection of atmospher-
ic neutrinos in the energy range 1-100 GeV. The DUs are connected to 
junction boxes with a sea network of submarine cables and finally to shore 
by means of a main electro-optical cable (The KM3NeT Collaboration, 
2022b). All data is sent to shore and processed real-time by a computer 
farm with dedicated trigger algorithms. The KM3NeT detector architec-
ture is intrinsically modular allowing for a staged implementation. Both 
detectors are under construction and already in data-taking with 21 DUs 
in operation in ARCA and 11 DUs in ORCA. The data presently collect-
ed with the two detectors are being analysed. 

The first DUs of the ARCA detector are taking data since December 
2015 and the detector achieved a configuration with 6 DUs (ARCA6) 
in the spring of 2021. The current ARCA21 configuration, achieved in 
September 2022, exceeds the neutrino detection efficiency of ANTARES, 
the KM3NeT’s predecessor (Ageron, M. et al., 2011) which was recently 
dismantled after 16 years of operation.
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Present results and future perspectives 

The data sample at the event reconstruction level is dominated by at-
mospheric muon background. Quality cuts and direction cuts are then 
applied to remove it. The event selection is optimized by comparing 
data with Monte Carlo simulations, carried out on a run-by-run basis 
to account for temporal variations in data acquisition conditions.

Data acquired with ARCA6 in a live time of 101 days were analyz-
ed. The results obtained are compatible with the background and show 
the presence of atmospheric neutrinos, at the expected level. Although 
the results do not show an excess of high-energy neutrinos, the data 
sample allowed for the optimization and test of the analysis procedures 
and set the first limits on cosmic neutrino fluxes.

A diffuse neutrino flux is expected from the Galactic ridge due to 
cosmic-ray interactions with gas and radiation fields. The analysis was 
performed using the ON-OFF method. The ON region was defined as 
the portion of the Galactic plane having Galactic Longitude |L_gal| < 
40° ang Galactic Latitude |B_gal| < 3°. Nine OFF regions were defined 
by time-shifting the ON region and avoiding the Fermi Bubble. Eight 
events were observed in the ON region versus an expected mean back-
ground of 4.3 events measured in the OFF regions. The observed ex-
cess is not statistically significant, but the upper limit of 6.2⋅10-4 [GeV-

1⋅cm-2⋅s-1⋅sr-1] on the diffuse neutrino flux from the galactic ridge has 
been derived (Sinopoulou, 2022).

Analyses were also conducted to search for point-like astrophysical 
sources. Two real-time alerts of potential astrophysical neutrinos from 
the IceCube neutrino observatory have been followed-up with a time 
window of ±1day: IC211208A, associated with the PKS 0735+17 bla-
zar, and IC220205B, associated with the PKS 1741-03 blazar (Palacios 
González, 2022). Also in this case, the search was performed using the 
ON-OFF method. The ON region was defined as a cone centred on 
the source position and the OFF region was defined as a declination 
band centred in the source and excluding the ON region. No excess 
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was reported and only one muon neutrino candidate with E = 18 TeV 
(p = 0.14) was observed in coincidence with PKS 0735+17 after ex-
tending the time window of the search to 1 month (see Figure 1a), as 
reported in the first Astronomer’s Telegram published by KM3NeT 
(Filippini et al., 2022). Also, a time-integrated point-like source search 
analysis was performed on the ARCA6 data. The upper limits of the 
neutrino fluxes were obtained for a list of 46 candidate sources and 
shown if Figure 1b (Muller, 2022).

A joint analysis with the gamma-ray Cherenkov telescope-array has 
been carried out, aiming at distinguishing between leptonic and had-
ronic emission scenarios for selected galactic gamma-ray sources: Vela 
X, RX J1713.7-3946, HESS J1908+063 and Westerlund1 (Unbehaun, 
2022). Many other topics are covered in the analyses conducted with 
the data acquired with the ARCA detector as the search for dark matter, 
monopoles and nuclearites. 

KM3NeT has received the approval for PNRR funds, the Ital-
ian funds for recovery after pandemic. These funds will allow for 
the completion of the first building block of the ARCA detector 
and the construction of about 15 DUs of the second one, mount-
ing to a total of 130 DUs funded so far. The PNRR timeline is 3 
years and for KM3NeT it is the opportunity to definitively enter 
the neutrino astronomy game. With two building blocks com-
pleted, ARCA can confirm flux measured by IceCube within 1 
year of data taking. 

The ORCA detector is currently taking data with 11 DUs and ob-
tained funding for about 50 DUs. Data acquired in about a year of 
ORCA6 operation have been analysed and show the effect due to fla-
vour oscillations as expected. When complete, the ORCA detector will 
reach unprecedented sensitivity in the measurement of the oscillation 
parameters. In particular, the sensitivity to determine the NMO after 
three years of data taking is expected to be 4.4s in the case of normal 
ordering and 2.3s in the case of inverse ordering (The KM3NeT Col-
laboration, 2022c). 
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The capabilities of the detector are not limited to the field of neutrino 
physics, but also extend to that of low energy neutrino astronomy. ORCA 
is part of the multimessenger astronomy program of KM3NeT. One of 
the pilot analyses conducted on the ORCA data concerns the follow-up 
of gravitational wave (GW) events which allowed to set limits on the 
neutrino flux for 55 GW events detected during the LIGO-Virgo O3 
Observation Run. The flux limits have been set in the GeV-TeV range 
and at the MeV energies (Le Stum, 2022). 

The distance between DOMs in the KM3NeT detectors is too large 
to individually detect MeV neutrinos. The PMTs see light emitted by 
electrons produced in inverse beta decay neutrino interactions within 
10-20 meter of DOMs. The detection of such low-energy neutrinos is 
therefore possible by observing the population of coincidences in excess 
over the background expectation, considering all the DOMs in the detec-
tor. This type of analysis is particularly promising for the observation of 
Core Collapse Supernova events, during which a flux of MeV neutrinos 
is expected. Statistical analysis of the multiplicity of the detected coinci-
dences in the DOMs shows that ARCA6+ORCA6 are already sensitive 
to 60% of CCSNe (The KM3NeT Collaboration, 2021). Moreover, an 
alert system is already operational and KM3NeT is integrated in Super-

Figure 1. a) Skymap around PKS 0735+17 (see text and Filippini et al., 2022 for 
major details); b) Upper limits on the cosmic neutrino flux coming from point and 
extended sources for ARCA, IceCube and ANTARES. Blue squares are limits from 
individual considered sources.



PROBING THE UNIVERSE WITH MULTIMESSENGER ASTRONOMY

52

Nova Early Warning System (SNEWS) network (Al Kharusi et al., 2021).
In neutrino astronomy there are still no standard candle sources 

to check the absolute pointing of a telescope. An alternative method 
is to observe the Moon/Sun shadow, that is the lack of atmospheric 
muons due to the absorption of primary cosmic rays. The position of 
the shadow in the sky allows for a check of the detector absolute orien-
tation, while its shape gives a measurement of the angular resolution. 
ORCA6 data allowed for a test of the applicability of the method in 
the KM3NeT detectors, providing the first measurement of the angu-
lar resolution. Data acquired in a live time of 500 days, were analyzed 
resulting in an estimated angular resolution of 0.68°±0.12° at 6.0σ level 
from the Sun shadow and 0.54°±0.16° at 2.4σ level from the Moon 
shadow.

Conclusions

KM3NeT will open a new window for neutrino astronomy and the 
study of fundamental properties of the neutrino, thanks to the comple-
mentarity of ARCA and ORCA. ORCA is optimized for the detection 
of neutrinos with energies of the order of GeV, while ARCA is focused 
on high neutrino energies, up to and beyond PeV.

The two telescopes are under construction and currently data-tak-
ing with 21 and 11 DUs respectively. The data acquired with both 
detectors are already being analyzed. The first results show the expect-
ed performance, both for the measurement of atmospheric muon and 
atmospheric neutrino fluxes. Although current sensitivities are not yet 
competitive, a rich variety of pilot analyses is on-going. 

KM3NeT has received the approval for PNRR funds (Italian funds 
for the recovery after the pandemic) having to date funds for 130 
ARCA DUs. For ORCA, the Collaboration has funds assured for about 
50 DUs. Interesting physics results from KM3NeT are expected in the 
near future, in particular having the opportunity to definitively enter 
the neutrino astronomy game.
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Characterizing the galaxy shape effect on the Euclid 
slitless spectroscopy using simulations

Louis Gabarra1,2 on behalf of the Euclid Consortium

Abstract
The next generation of wide spectroscopic surveys such as Euclid will 
scan the sky in the near-infrared to obtain both photometry and spec-
troscopy. For this purpose, the Euclid telescope will rely on a Near-In-
frared Spectrometer and Photometer (NISP) instrument whose spec-
troscopic channel has been designed to operate in slitless configuration. 
This powerful and easy to operate configuration makes it possible to 
avoid any prior selection on the targeted galaxies while covering the 
entire field of view. Beyond the observed flux of the galaxy, the detector 
capabilities will strongly depend on the shape of the galaxy, which gets 
convolved with the galaxy spectra.

To test the effect of the galaxy shape on the quality of the Euclid 
slitless spectra, we have performed simulations testing potentially im-
pactful morphological parameters. We then characterized the effect of 
the disk half-light radius on the quality of the Euclid slitless spectra. 
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Slitless spectroscopy, Euclid, Galaxy shape, Cosmology, Astrophysics.
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Introduction

The Euclid mission (Laureijs et al., 2011; Racca et al., 2016) whose 
launch into space is expected for 2023,will scan the extragalactic sky 
in an under-sampled wavelength range, the near-infrared. This wave-
length range provides access to the strong optical rest frame features, 
e.g., H∝ and [OIII]λ5008 emission, Hβ absorption, up to redshift ≈ 
2.5, including the epoch where dark energy started to drive the accel-
erating expansion of the Universe. This redshift range is also crucial for 
galaxy evolution studies since it includes the cosmic noon (Madau & 
Dickinson, 2014), when galaxies were particularly prolific in terms of 
star-formation. The Euclid Wide survey (Euclid Collaboration: Scar-
amella et al., 2022) and its spectroscopic channel using the Near-In-
frared Spectrometer and Photometer (NISP; Maciaszek et al., 2016) 
will therefore be of great use to inferphysical parameters such as the 
star-formation rate, the dust attenuation, and the metallicity of galaxies 
in this redshift range. The physical parameters estimation inferred from 
spectroscopy will rely on Euclid ability to reconstruct emission lines. 
The Euclid Wide survey sensitivity, set at 2×10−16 ergs−1 cm−2 for a 0.25 
arcsecradius source at 3.5σ, depends on the background level at the ob-
served coordinates and on the shape of thegalaxy. The latter is particu-
larly important in slitless configuration. In this paper, we investigate 
the effect ofthe half-light radius of the galaxy on the Euclid capability 
to detect emission lines. 

Justification

Slitless spectroscopy consists in removing any form of mask or slit, leav-
ing the entire field of view (FoV) going through the spectrometer. Eu-
clid slitless spectroscopy will be performed with a set of grisms. The 
grism is a dispersive and transmissive element in a collimated beam. 
Wide-field near-infrared slitless spectroscopy was first offered by the 
HST and now benefits from significant advances with previous studies 
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on data reduction (Walsh et al., 1979; Pasquali et al., 2006; Ryan et 
al., 2018), and has therefore been retained to fulfill the Euclid require-
ments. Slitless spectroscopy benefits particularly from the space envi-
ronment, getting rid of the telluric OH emission lines and avoiding the 
atmospheric absorption. Nevertheless, slitless spectra still present several 
challenges with respect to data reduction. Without any physical aperture 
restricting the spatial extension of the incoming light, the 2D spectra 
can be thought of as a convolution of the source and its spatial profile. 
This feature, while enabling spectroscopic study all over the FoV, is also 
responsible for potential contamination effects. There can be overlaps 
between different dispersion orders of different sources and selfcontami-
nation effects due to the finite extension of the observed galaxy, creating 
a spectral resolution dependance from the shape of the object.

In this work, we tested the effect of the galaxy shape on the quality 
of the Euclid slitless spectra. To identify the specific effects from the 
shape, we performed simulations where we ensured that spectra do not 
overlap, and we focused on the analysis on the first order spectra.

Simulations configuration

Frame and setup. The simulation presented in this work have been 
done using the NISP spectroscopic pixel simulator (TIPS; Zoubianet 
al., 2014) that we have configured to mimic an Euclid Wide survey (Eu-
clid Collaboration: Scaramella et al. 2022) spectroscopic acquisition, 
corresponding to an overall exposure time of 2304 s, resulting from four 
dithered frames of 576 s. These simulations include different sources of 
noise such as the read-out noise, the dark current, and the zodiacal light 
diffuse background. The latter is expected to be the dominant back-
ground and depends on the pointing coordinates. We chose pointing 
coordinates representative of a median zodiacal background level.

Input preparation. We produced an input catalog starting from one 
bright source of the COSMOS field (Laigle et al., 2016) that provided 
us with the physical parameters for this galaxy relying on multi-wave-
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length observations, from UV to far IR, to derive robust spectral ener-
gy distribution (SED) fitting parameters. The expected emission line 
fluxes for the wavelength range of interest were calculated using empir-
ical calibrations available in the literature, i.e., star-formation rate-Hα 
relation, Baldwin-Phillips-Terlevich (BTP) diagram, mass-metallicity 
relation (MZR), and photoionization models (see Euclid Collabora-
tion: Gabarra et al, in prep., for details). The resulting SED has then 
gone through TIPS together with a list of morphological parameters 
required to reproduce a realistic surface brightness distribution. We 
tested the effect of some parameters on the quality of the extracted 
spectra. These parameters are the orientation angle with respect to the 
dispersion axis, the inclination of the galaxy, the bulge fraction, and 
the disk half-light radius. In this paper, we report only the results of the 
simulations changing the disk half-light radius since it was found that 
this parameter is the one that most affects the quality of the spectra (see 
Euclid Collaboration: Gabarra et al, in prep.).

Data Analysis.We fitted the continuum with a linear interpolation 
of the extracted 1D spectra and subtracted it from the spectra. We as-
sumed Gaussian profile for the emission lines and inferred from the fit 
the flux and full width at half maximum (FWHM). We fixed the cen-
tral wavelength using the true redshift for each of the lines of interest 
and left the FWHM and amplitude as free parameters.

Results

We present in Fig. 1.a an overview of the effect of the galaxy size on the 
extracted spectra by showing the results around the Hα line-complex, 
i.e., Hα blended with the [NII] doublet, obtained by emulating twice 
the same spectra but changing the Disk R50 from 0.5 to 1.5 arcsec.

To quantify the effect of the size on the spectral resolution, we 
present in Fig. 1.b the FWHM of the instrument (FWHMinst) meas-
ured on the Hα line-complex as a function of the Disk R50. The 
FWHMinst is obtained by subtracting in quadrature the FWHM of 

http://Analysis.We
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the incident spectra (due to velocity dispersion) from the FWHM 
measured on the extracted spectra. This estimate accounted for the 
blending of the Hα line with the [NII] doublet due to the NISP 
spectral resolution. To this end we broadened the incident spectrum 
of an ideal point-like source with a Gaussian filter with FWHM = 
25Å. We found that the FWHM of the Hα line-complex is about 
1.3 times the FWHM of the single Hα line, and we applied this 
relation to all the sources. We followed the normalization presented 
in Pasquali et al. (2006) and normalized the FWHMinst by the Euclid 
NISP requirement for a 0.25 arcsec radius source (∆λ0). The expect-
ed resolution (R) of the Euclid NISP-S, R= λ/∆λ0> 380 for a 0.25 
arcsec radius source, is taken from Racca et al. (2016). The red line 
and circles are the median normalized FWHMinst calculated in Disk 
R50 bins including a fixed number of 50 sources. The error bars are 
the median absolute deviation (MAD). The solid black line is the re-
sult convolving the PSF inferred from the measurement on the NISP 
ground test campaign images (Costille et al., 2019; Maciaszek et al., 
2022; Gillard et al., in prep), i.e., a 50% Encircling Energy radius 
(EE50) of 0.2 arcsec, with twice the projected disk half-light diam-
eter. The factor two came from the fact that the fixed values for the 
position angle from the RGS simulator dispersion axis and for the 
inclination angle of the galaxy are both fixed at 45 degrees.

To evaluate the effect of the size on the quality of the measure-
ment, we characterized the drop of the signal to noise ratio (SNR) 
as the Disk R50 increases. Results are shown in Fig.1.c for the Hα 
line-complex flux measurement (in red) and for the continuum flux 
measurement in the H band (in green) that we normalized by the 
median SNR of a 0.25 arcsec Disk R50 source. The lines and circles 
show the median normalized SNR calculated on Disk R50 bins in-
cluding a fixed number of 50 sources. The error bars show the MAD.
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Conclusions

We showed that the disk half-light radius has a significant effect on the 
quality of the extracted slitless spectra and on our ability to detect emis-
sion lines. The FWHMinst scales as the Disk R50, degrading redshift 
determination accuracy and SNR. Beyond the almost linear degrada-
tion of the spectral resolution as the Disk R50 increases, we can observe 
in Fig. 1.b that the MAD significantly increases for sources with Disk 
R50 > 0.5 arcsec. We can also see that our measurements agree with the 
requirement set for a 0.25 arcsec radius source and with the expectation 
from the model. We characterized the effect of the disk half-light ra-
dius on the SNR and we showed that there is an almost linear drop of 

Figure 1. a) Illustration of the disk half-light radius effect on the quality of the 
spectra. The top two panels are the 2D simulated spectra obtained for the same input 
spectra with two different sizes, 0.5 and 1.5 arcsec. The bottom two panels are the 
flux and root mean square (rms). The red line indicates measurements on the 1D 
combined spectra 0.5 arcsec radius source while the blue line is for the 1.5 arcsec 
source. b) The spectral resolution measured on the extracted Hα line-complex as a 
function of the object Disk R50 in arcsec. The spectral resolution has been measured 
on a sample of 1248 sources with all morphological parameters set at a fixed value 
except forthe Disk R50 that varies from 0.1 up to 2 arcsec. The red line shows the 
median normalized FWHMinst calculated on Disk R50 bins including a fixed number 
of 50 sources. The error bars show the median absolute deviation (MAD). The solid 
black line shows the model (see explanation in the text). c) SNR of the extracted Hα 
line-complex measurements (red) and extracted continuum measurements (green)
normalized by the median SNR for sources with a disk half-light radius (R50) of 0.25 
arcsec as a function of the Disk R50. The lines and error bars shows the normalized 
median SNR and MAD values calculated on Disk R50 bins including a fixed number 
of 50 sources. More details in Euclid Collaboration: Gabarra et al., in prep.
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the SNR as the size increases, to reach a median degradation of ≈45% 
for emission line and ≈35% for continuum measurements for a source 
with Disk R50 equal to 0.1 arcsec compared to a 0.25 arcsec source. 
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Quantum noise reduction in gravitational wave 
interfermometers

Barbara Garaventa1 and the Virgo collaboration 

Abstract 
The sensitivity of gravitational wave detectors is ultimately limited by 
the quantum noise, which arises from the quantum nature of light and 
it is driven by vacuum fluctuations of the optical field entering from 
the dark port of the interferometer. One way to improve the sensitivity 
is to inject squeezed vacuum into the dark port, with reduced phase 
fluctuations (frequency-independent squeezing). At the same time, due 
to the Heisenberg’s uncertainty principle, the amplitude fluctuations 
are larger and we need to produce frequency-dependent squeezing to 
achieve a broadband mitigation of quantum noise. This paper shows 
quantum noise reduction methods that have already been implement-
ed in current interferometers and those that will be introduced in fu-
ture gravitational wave detectors.

Key Words
Physics, Astrophysics, Quantum Optics, Gravitational Wave, 
Interferometer.
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Introduction 

Gravitational waves (GW) are ripples in spacetime due to violent as-
trophysics events predicted in 1916 by Albert Einstein with the the-
ory of General Relativity. The first direct observation was in 2015 
(GW150914). Today, 90 events have been observed by the LIGO and 
Virgo interferometers in three scientific runs. Laser interferometry is 
used to detect the very small perturbations (ΔL~10-18 m) given by the 
passage of a gravitational wave on the optical path of the light that is 
moving back and forth between test masses. In order to improve the 
sensitivity of the GW detectors, many sources of noise need to be mit-
igated (see Fig.1a). This paper will focuses on the quantum noise mit-
igation by injecting squeezed states of light into the GW interferom-
eters, in particular frequency-dependent squeezing (FDS) techniques. 

Quantum noise 

Gravitational wave effects on the test masses can be confused with the 
effect of vacuum fluctuations of the optical fields that enter the dark 
port of the detector. Quantum noise affects the entire bandwidth of the 
GW interferometers (10Hz-10KHz) with its complementary features: 
at low frequencies, the vacuum amplitude fluctuations dominates (ra-
diation pressure noise); at high frequency, the phase fluctuations of 
the optical field disturb the detector (shot-noise). Considering the 
electro-magnetic field in terms of amplitude and phase quadratures, 
laser light can be described by coherent states, whose quantum uncer-
tainty is depicted with a circle around its amplitudes. Squeezed states 
of light have a quadrature fluctuation reduced for at least one angle 
(squeeze angle) and their quantum uncertainty is depicted with an el-
lipse around their amplitude (squeezing ellipse). Squeezed beams are 
generated by nonlinear optics and are detected by the homodyne detec-
tor technique. Due to Heisenberg uncertainty principle, the decrease of 
a quadrature leads to an increase of noise in the orthogonal quadrature 
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(anti-squeezing). In order to improve the sensitivity of the GW detec-
tors, a FDS injection is needed. The following sections will explain the 
frequency-dependent squeezing achieved by a detuned filter cavity and 
by an alternative method using Einstein-Podolsky-Rosen (EPR) 

Entangled beams

Quantum noise mitigation:
Filter cavity in Advanced Virgo Plus 

During the O3 observative run, Advanced Virgo injected a frequen-
cy-independent squeezing (FIS) into the interferometer, improving the 
sensitivity curve at high frequencies. Since for the next observation run 
it is necessary to mitigate quantum noise in the entire bandwidth, Ad-
vanced Virgo Plus (AdV+, the upgrade of Advanced Virgo) installed a 
detuned cavity to achieve a frequency-dependent squeezing. The FDS 
conceptual design is shown in Fig.1b: the external in air bench hold 
the squeezing source by a degenerate OPO (Optical-Parametric-Oscil-
lator) to produce FIS; two suspended in-vacuum benches are used to 
align beams inside the filter cavity, that is detuned with respect to the 
resonant frequency of the GW interferometer to achieve the rotation 
of the squeezing ellipse (FDS generation, see Fig.1c) and then reflected 
from detuned optical cavities into the interferometer; the two other 
external in-air benches are used for the control loops. However, since 
squeezed states strongly suffer from optical losses, the round trips in-
side filter cavity has to be minimized. To ensure that, the cavity band-
width is of the order of the detection bandwidth, filter cavities have to 
be long in the order of 100 m and thus represent complex systems to 
build, maintain and control (for AdV+ it is 285m long).

Quantum noise mitigation: EPR entangled beams
An alternative method for the future gravitational wave detectors to 
achieve a broadband noise reduction below the standard quantum limit 
is to use a pair of squeezed EPR entangled beams to produce FDS by a 
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non-degenerate OPO. EPR experiment produces two beams detuned 
with respect to each other: one has the frequency of the interferometer 
(signal), the other (idler) perceives the interferometer like a detuned fil-
ter cavity (see Fig.1d). Since these beams are entangled, i.e. their noise 
sidebands are correlated to each other, once one beam is detected, in-
formation about the other is obtained as well (and vice versa). There-
fore, the interferometer is both the GW detector and the filter cavity, 
eliminating the need for external cavity. This method is less expensive, 
more compact setup and avoids the 1ppm/m round trip losses for the 

Figure 1. a) shows design sensitivity curve of Advanced Virgo; b) shows the FDS 
conceptual design in AdV+; c) shows the schematic injection of FDS achieved by a 
detuned filter cavity from the darkport of the interferometer; d) shows the schematic 
optical setup of the EPR experiment. 
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filter cavity, but on the other side two squeezed beams imply double 
losses and the need for two homodyne detectors. 

Conclusions 

For next observative run frequency-dependent squeezing is required 
in order to mitigate quantum noise in the entire bandwidth of the 
GW interferometer. FDS injection allows to explore a portion of the 
universe 10 times larger than the last observation run. In Advanced 
Virgo Plus the squeezing system with the installation of the filter cavity 
has been completed and FDS measurements have been made with the 
external homodyne below 50 Hz of cavity detuning. The next step will 
be to inject FDS into the interferometer. For the EPR experiment, the 
optical bench located in an R&D laboratory at EGO site is being in-
stalled, the optical design has been completed. 
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GWFAST: a tool to explore the capabilities of third-
generation gravitational-wave interferometers

Francesco Iacovelli1, Michele Mancarella1,
Stefano Foffa1, Michele Maggiore1

Abstract
We review GWFAST, a Fisher information matrix Python code for 
gravitational-wave studies, mostly suitable for third-generation ground-
based gravitational wave detectors, such as Einstein Telescope and Cos-
mic Explorer. After discussing the need for fast and accurate parameter 
estimation codes like GWFAST, we briefly introduce its main func-
tionalities, and present one example of usage.

Key Words
Gravitational Waves, Astrophysics, Fisher-matrix code, Third-genera-
tion detectors.

Introduction

The first detection of gravitational waves (GWs) performed by the 
LIGO detectors in September 2015 (Abbott  et al., 2016) opened a 
new window on our Universe. After a few years from this scientific 
milestone, the number of detected GW signals emitted from coalesc-

1 Département de Physique Théorique and Gravitational Wave Science 
Center, Université de Genève, 24 quai Ernest Ansermet, 1211 Genève 4, 
Switzerland Correspondence: francesco.iacovelli@unige.ch

mailto:francesco.iacovelli@unige.ch


GWFAST: a tool to explore the capabilities of third-generation gravitational-wave interferometers

69

ing binary systems is now about 90 (Abbott et al., 2021a) and gives us 
the possibility e.g., to start understanding the distribution of compact 
objects in the Universe (Abbott et al., 2021b). The possibilities offered 
by second-generation (2G) instruments, namely LIGO, Virgo and 
KAGRA, are already outstanding, and the next step will be third-gener-
ation (3G) detectors, Einstein Telescope, ET, in Europe (Punturo et al., 
2010; Hild et al., 2011, Maggiore et al., 2020) and Cosmic Explorer, 
CE, in the U.S. (Reitze et al., 2019; Evans et al., 2021), whose scien-
tific potential is unprecedented. Assessing the capabilities of such in-
struments, both alone and in a network, is a fundamental requirement 
in order to understand which are the optimal configurations and make 
informed choices. One of the key metrics to evaluate the performance 
of 3G instruments is constituted by the distribution of signal-to-noise 
ratios (SNRs) and parameter estimation (PE) errors for coalescing bi-
naries. A fundamental challenge in this direction is that full Bayesian 
PE analyses are computationally demanding even on a single event, and 
ET and CE are expected to observe up to 105 signals per year. For this 
reason, in recent years various groups developed independently codes 
based on the Fisher information matrix (FIM) formalism (see e.g., Val-
lisneri 2008), which can deal with such high numbers of detections in 
a reasonable amount of time. In particular, the public ones are GW-
BENCH (Borhanian, 2021) and GWFish (Harms et al., 2022) (see 
also TiDoFM (Li et al., 2022) and Pieroni et al., 2022). The latest code 
released by the time of writing is GWFAST (Iacovelli et al., 2022a, b) 
(the code is publicly available at https://github.com/CosmoStatGW/
gwfast), which is particularly suitable to handle large catalogs of events 
thanks to its vectorization capabilities and is also accurate thanks to the 
use of automatic differentiation (AD) to compute derivatives. These 
codes have been cross-checked in the context of the activities of the 
ET Observational Science Board (OSB), finding good agreement, and 
have been used to produce various science cases that focus on different 
aspects of 3G science (Borhanian & Sathyaprakash, 2022, Ronchini et 
al., 2022, Iacovelli et al., 2022a).

https://github.com/CosmoStatGW/gwfast
https://github.com/CosmoStatGW/gwfast
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Third-generation ground-based GW detectors 

Third-generation detectors represent the next long prepared step of 
ground-based GW science: thanks to an increase by about one order 
of magnitude in sensitivity as compared to LIGO, Virgo and KAGRA, 
and a larger bandwidth especially towards low frequencies, ET and CE 
will have outstanding capabilities, and dominate the scientific land-
scape for many years. ET (Punturo  et al., 2010; Hild  et al., 2011, 
Maggiore et al., 2020) will feature an innovative triangular design, so 
being able e.g., to disentangle both GW polarizations, and to observe 
the whole sky without blind spots. Each arm will consist of two in-
struments in a 'xylophone' design, one optimized for high-frequency 
efficiency, and one for low frequencies, thanks especially to cryogenics. 
Also, the detector will be built more than a hundred meters under-
ground, further mitigating the low frequency noise. ET has recently 
been included in the ESFRI roadmap, and the ET collaboration has 
formally been created a few months ago. CE (Reitze et al., 2019; Evans 
et al., 2021) instead will consist of two separate L-shaped detectors, 
one 40km long and the other 20km long, that will feature a tunable 
design, that can be optimized e.g., for compact binaries observations or 
to observe the post-merger phase of binary neutron star mergers.

GWFAST in a nutshell

GWFAST is based on the FIM formalism, which provides an approx-
imation of the full likelihood for a PE holding in the high SNR limit: 
the basic idea is that, near a maximum, the likelihood can be approx-
imated by a multivariate Gaussian distribution, with covariance given 
by the inverse of the Fisher matrix, defined as
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where  denotes the derivative of the Fourier domain signal of a GW 
event with respect to the parameter i, and Sn(f ) the noise power spectral 
density (PSD) of the detector. 

Exploiting this formalism, it is possible to perform PE studies great-
ly lowering the number of required operations, with the key ingredient 
being the computation of the signal derivatives. To perform this oper-
ation, GWFAST adopts AD through the JAX library (https://github.
com/google/jax), which is a technique alternative to finite differences 
to compute derivatives of functions in closed form in a pseudo-ana-
lytical way: the function is decomposed in its elementary operations 
and functions, whose derivative is known, and the derivative is ob-
tained through repeated application of the chain rule, thus performing 
a number of operations comparable to the one of the original function 
(see Margossian, 2018 for a review). The fundamental requirement for 
this to work is to have a pure Python code, otherwise the AD interface 
would not understand the operations being used inside the function 
whose derivatives have to be computed. To fulfill this requirement, 
GWFAST features a pure Python implementation of the waveform 
models, needed to compute the actual GW signal from the events’ pa-
rameters (these are also publicly released separately at https://github.
com/CosmoStatGW/WF4Py), and the functions to project this signal 
onto the detector, including the effect of Earth’s rotation (which is rel-
evant for 3G detectors, that can observe signals up to 0(1 day) long). 
This also allows to fully exploit Python’s vectorization capabilities, i.e., 
the possibility to perform the computation for multiple events per 
time, even on a single CPU, without resorting to for loops (which are 
a slow operation in Python), resulting in a considerable gain in terms 
of computational speed, especially when dealing with large catalogs of 
events. To further push the computational performance and accuracy, 
derivatives with respect to some of the parameters are computed ana-
lytically. Moreover, GWFAST features a module for parallel computing 
over multiple CPUs, suitable also for clusters. It is worth mentioning 
that GWFAST also features the possibility to exploit all the waveform 

https://github.com/google/jax
https://github.com/google/jax
https://github.com/CosmoStatGW/WF4Py
https://github.com/CosmoStatGW/WF4Py
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models implemented in the LIGO Algorithm Library (LAL, https://
git.ligo.org/lscsoft/lalsuite), in which case derivatives are computed us-
ing the numdifftools library (https://pypi.org/project/numdifftools/).

The inversion of the FIM, needed to obtain the covariance ma-
trix can be performed in various ways within GWFAST, as this can 
be a delicate operation if the conditioning of a matrix is poor (i.e., the 
ratio of the absolute values of the smallest and the biggest eigenval-
ues is smaller than the machine precision). To partially alleviate this 
issue, GWFAST exploits the mpmath library for precision arithmetic 
(https://mpmath.org), and features functions to compute the reliability 
of the inversion, as well as to manipulate the matrix, e.g., fixing some 
of the parameters, adding Gaussian priors or computing the localiza-
tion region of an event.

A GWFAST example

As an example of usage for GWFAST we consider a population of 
binary black hole (BBH) systems analogous to the one adopted in Ia-
covelli et al., 2022a, and based on the latest results from LIGO, Virgo 
and KAGRA (Abbott et al., 2021b), namely: the POWER LAW+PEAK 
distribution for the source masses, the DEFAULT distribution for the 
spins, a Madau-Dickinson profile (Madau & Dickinson 2014) for the 
merger rate with typical parameters (Madau & Fragos 2017), and uni-
form distributions for the remaining parameters (see App. A of Iacovel-
li et al., 2022a for details on the parameters and functional forms of the 
distributions). With these choices, the total number of mergers out to 
redshift 20 in one year is about 75000, an extremely prohibitive number 
for a Bayesian PE code to analyze. We perform the analysis for three dif-
ferent detector configurations: a network constituted by the two LIGO 
detectors, Virgo and KAGRA during the upcoming fourth observing 
run (O4) (the sensitivity curves are available at https://dcc.ligo.org/LI-
GO-T2000012/public); a single ET detector (the sensitivity curve for 
ET is available at https://apps.et-gw.eu/tds/?content=3&r=14065) and 

https://git.ligo.org/lscsoft/lalsuite
https://git.ligo.org/lscsoft/lalsuite
https://pypi.org/project/numdifftools/
https://mpmath.org/
https://dcc.ligo.org/LIGO-T2000012/public
https://dcc.ligo.org/LIGO-T2000012/public
https://apps.et-gw.eu/tds/?content=3&r=14065
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a network made up of ET and two CE detectors (the sensitivity curves 
for CE are available at https://dcc.cosmicexplorer.org/CE-T2000017/
public). We report a selection of the results in Fig. 1 where, for each 
configuration, in the top panels we show the distribution of detections 
as a function of the total source-frame mass of the systems, while in the 
bottom panels we report the measurement errors attainable on the total 
source-frame mass and effective spin parameter 

where Xi,z denote the adimensional spin component of the object i 
aligned with the orbital angular momentum and Mtot the total source-
frame mass. As it is apparent from the top row plots, while at 2G detec-
tors there will be only a handful of events, with 3G instruments we will 
be able to probe the full mass range thanks to the impressive number 
of detections, reconstructing e.g., its edges, whose determination, other 
than the relevance for population studies, has been understood to pro-
vide a key observable for Cosmology (Ezquiaga & Holz, 2022). From 
the plots in the bottom row, we instead notice the exquisite accuracy 
attainable on the mass and spin parameters, whose determination is 
fundamental to characterize the population of merging black holes and 
e.g. reconstruct their formation and evolution history, or disentangle 
them from a possible primordial black hole component (De Luca et 
al., 2020).

Conclusions 

In this work we presented GWFAST a Fisher matrix tool to charac-
terize the capabilities of 3G ground-based GW detectors, the next 
long-prepared leap of GW science. Thanks to its features, described 
in Sect. 3, we are confident this code will provide a fundamental tool 
for the community for the years to come. As an example, in Sect. 4 we 
used GWFAST to predict the error measurement on a population of 

https://dcc.cosmicexplorer.org/CE-T2000017/public
https://dcc.cosmicexplorer.org/CE-T2000017/public
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BBH systems both at 2G and 3G instruments, focusing on the mass 
and spin parameters, whose precise determination for a large number 
of sources, only attainable at 3G detectors, is of pivotal importance 
both for Astrophysical and Cosmological studies.
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Figure 1: In the top row we report the total source-frame mass distribution of the 
BBH events detected in one year, with various cuts in SNR, for the LIGO, Virgo and 
KAGRA detectors during O4 (left panel), a single ET detector (central panel) and a 
network of ET and 2 CE (right panel). In the bottom row we report scatter plots of 
the measurement errors attainable on the effective spin parameter and total source-
frame mass (relative error), with a color code that gives information on the SNR, at 
the same detector networks as in the top row. The numbers on the dashed lines report 
the fraction of events in the regions they delimit. 
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Abstract:
Many questions remain open even after the observation of the GW170817 
event regarding the astrophysical environment of the r-process. A key factor 
in the comparability of observations and theories is the nuclear properties of 
the isotopes synthesized during the explosion, which are not or only poorly 
known. Recently, in experiments at the RIKEN Nishina Center, we have sig-
nificantly extended the existing β-decay half-life (T1/2) and delayed neutron 
emission probability (Pn value) database. It was shown that these data are es-
sential for understanding the formation of the so-called rare-earth r-process 
abundance peak (REP). Using the 162Pm isotope as an example, the main steps 
of the analysis are presented.
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Introduction

The wide range of isotopes observed in the Universe is the result of 
a few key nucleosynthesis processes. According to our current under-
standing, only the lightest isotopes (1,2H, 3,4He, and 7Li) originated 
from the Big Bang. The bulk of the elements up to iron (Fe) is synthe-
sized in stars via stellar burning. In AGB stars, in massive stars during 
the stellar burning phase, and in the explosive end-phases of massive 
stars, even heavier isotopes are produced mainly by free neutron cap-
ture (s-process, r-process) and to a small extent by the p-process (Bur-
bidge et al., 1957).

The slow neutron capture process (so-called s-process) operates close 
to the valley of stability where the typical time between two consecutive 
neutron captures is longer than the lifetime of the produced isotope 
(λnγ << λβ). The endpoint of this process is the 209Bi isotope (Käppeler 
et al., 2011). Therefore, there must be an additional process, creating 
heavier elements than Bi (U, Th). This, so-called r-process, which takes 
place on a timescale of seconds, can only occur in an environment with 
a very high neutron density. A summary of the conditions and corre-
sponding possible astrophysical environments required for the r-pro-
cess to be successful is given in (Cowan et al., 2021). By the parallel 
detection of gravitational waves (GW170817 event) and optical coun-
terparts, in 2017 for the first time, it was proved that r-process isotopes 
can be formed during the merge of neutron stars (Abbott et al., 2017). 
Furthermore, theoretical modelling suggested that collapsars could also 
be the site of the r-process which is supported by observing the abun-
dance of old galactic halo stars (Reichert et al., 2020). Abundance cal-
culations using precise nuclear physics inputs may provide additional 
constraints on the details of the nucleosynthesis processes.

The abundance distribution of the r-process is characterized by two 
main maximums, located at A~130 and A~195, the formation of these 
peaks is associated with a more stable structure of the relevant isotopes 
due to the closed neutron shell. However, in between the two peaks, 
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there is a third, smaller maximum (at A~160), called the rare-earth 
abundance peak, which forms during the freeze-out period (when the 
material starts to decay back to stability) of the r-process. Accordingly, 
understanding the synthesis of the lanthanides may allow the probe of 
the freeze-out conditions. The formation of the REP is sensitive to var-
iables that control the neutron density and neutron-to-seed ratio in the 
late stages of the r-process. The detailed modelling of the REP forma-
tion (Mumpower et al., 2012b) showed that it is possible to constrain 
the range of astrophysical conditions of a potential site, but at first, the 
uncertainty of the nuclear physics inputs must be reduced. 

For this reason, the β-decay properties of 28 isotopes of Pm, Sm, 
Eu, and Gd were measured (Kiss et al., 2022). Most importantly, the 
β-delayed one-neutron-emission probabilities (P1n values) have been 
measured for the first time and the β-decay half-life (T1/2) database was 
significantly improved and extended toward more neutron-rich species. 
In the following, we will show the main steps of the analysis using the 
162Pm isotope as an example. 

Experimental approach

The experiment was performed in RIKEN Nishina Center, located at 
Wako-shi, Japan. The 238U primary beam is accelerated in several steps 
up to 345 MeV/nucleon and then bombarded into a 5 mm thick 9Be 
target with an intensity of about 60 pnA. Identification of isotopes 
with varying proton/neutron ratios is performed using the BigRIPS 
separator, where energy loss (∆E), magnetic rigidity (Bρ) and time-of-
flight (ToF) measurements are performed at various focal points of the 
beamline (Fukuda et al., 2013).

A schematic sketch of the AIDA-BRIKEN detector setup is in 
Figure 1 of (Tolosa-Delgado  et al., 2019), whose main components 
summarize below. After the aluminum degrader (to adjust the kinetic 
energy) at focal point F11, the radioactive isotopes were implanted in 
the Advanced Implantation Detector Array (AIDA) which consists of 
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six double-sided silicon strip detectors (DSSSD). In addition, the set-
up contained a 10 mm thick plastic scintillation detector behind the 
DSSSD stack to veto passing low-mass particles (Griffin et al., 2015). 
To detect the neutron and gamma events from decay, AIDA is placed 
in the center of the BRIKEN neutron counter containing 140 3He-
filled proportional counters embedded in a polyethylene matrix that 
acts as a neutron energy moderator. The slowed neutrons are detect-
ed by the 3He(n,p)3H reaction. The neutron detection efficiency of 
the system was determined by simulation and by experimental meas-
urements with a 252Cf neutron source (Pallas et al., 2022). Since the 
β-delayed neutron emitters have moderate Qβn-values (< 6 MeV) in 
our experiments, in the analysis the nominal average neutron detec-
tion efficiency (ε

_
n = 66.8 ± 2,0%) determined in (Tolosa-Delgado et 

al., 2019) was used. Furthermore, two CLOVER-type HPGe detectors 
were inserted into the polyethylene matrix horizontally from opposite 
sides for γ spectroscopy. 

After the identification of the fragments with the BigRIPS separa-
tor, the AIDA-BRIKEN detector system is used to detect implantation 
events, subsequent decays, and associated neutrons as well as γ-photons. 

Analysis and results

The implantation-β histograms (i-β) show the number of correlated 
β-events as a function of the detection time from implantation (panel 
A of Fig. 1). The half-lives of the daughter and even granddaughter nu-
clei in this nuclear range are so short that the β-decay events from them 
are not negligible. Thus, the i-β histograms include not only the events 
from the β-decay of the implanted parent isotope but also the events 
from the decay of subsequent members of the decay chain. Hence the 
half-lives were obtained by binned maximum likelihood fitting of the 
time distributions of the i-β correlations using the sum of Bateman’s 
equations, taking into account the activity of the mother, daughter, 
granddaughter, and great-granddaughter (where applicable) nuclei 
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and the β-delayed neutron branch of the decay chain. In our case the 
Bateman equation can be written as:

where Nk(t) is the number of -type nuclei at any given t time, N10 is the 
initial (t = 0) number of implanted parent nuclei, λ = ln 2/T1/2 is the 
decay constant, and bi,i+1 is the branching ratio from nucleus i to i +1 
nucleus. The branching ratios determine the decay path, so to account 
for the delayed neutron emission branch, the branching ratio is set to 
be the delayed neutron emission probability (Pn). With the branching 
ratios isomer states can also be considered. Thus, knowing the half-lives 

Figure 1.: The β-decay of 162Pm. Panel A shows the Bateman fit of the i-β histogram 
with contributions from later members of the decay series. Panel B shows the fit of 
the i-β-n histogram with an exponential function. Panel C shows the low energy part 
of the γ-spectrum measured by the HPGe detectors. Blue indicates the spectrum 
detected during one half-life and brown indicates the spectrum detected during three 
half-lives so that gamma events associated with the parent nucleus can be identified. 
The i-β-γ histogram for the 162 keV γ-peak, shown in panel D, was fitted by an 
exponential function to derive the half-life. See the text for details.
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of the subsequent decay series members, the number of implantations, 
and the Pn values, the decay constant of the parent nucleus can be 
determined. Random β-decay events were derived from the backward 
time distributions. For more details on the analysis method see (Tolo-
sa-Delgado et al., 2019).

β-delayed neutron emission occurs when the decay of a neutron-rich 
isotope leads to a level in the daughter above the neutron separation 
energy (Sn) and thus the decay can be followed by the emission of neu-
tron(s). The phenomenon is characterized by the emission probability, 
known as the Pn value. 

To derive the Pn values, the number of the neutron-gated β-decay 
events was derived by fitting an exponential function to the back-
ground subtracted time distribution of implant-β-neutron (i-β-n) cor-
relations. The studied isotopes can be divided into three groups from 
the evaluation point of view. In the case of the lightest isotopes where 
Qβn-values are small or even negative (so this decay channel is closed) 
the number of implantation-beta-neutron (i-β-n) events were derived 
by numerical integration and the Pn values were found to be consistent 
with zero. Similarly, only a conservative upper limit for the P1n value 
was determined, and numerical integration was applied for the most 
neutron-rich isotopes with less than 50 neutron events. Furthermore, 
in numerous cases there were sufficient statistics to fit the i-β-n his-
togram with exponential functions to determine the number of i-β-n 
correlation events (panel B of Fig. 1). Since the half-life determination 
is influenced by the Pn value (it is the branching ratio in the Bateman 
equation) and vice versa, the fitting procedure described above was per-
formed using an iterative approach.

An independent method to derive the half-life values and to validate 
the results based on the Bateman fits is to measure the time evolution of 
yield of the γ-ray transitions emitted during the decay of the implanted 
isotope. However, to use this approach at first the γ-transitions asso-
ciated with the decay must be identified. This was done by examining 
the time evolution of the gamma spectrum (1 half-life and 3 half-lives 
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shown in panel C) and the time distribution of the implantation-be-
ta-gamma (i-β-γ) correlation events was fitted by the combination of 
an exponential function and a linear background (panel D). 

Using the above methods, the following results were obtained for 
the 162Pm isotope: T1/2 = 467 +38 -18 ms from i-β fitting (Kiss et al., 2022), 
which is in good agreement with the T1/2 = 465 +63 -58 ms preliminary re-
sult found from the i-β-γ method. The half-life of this isotope has been 
measured previously: T1/2 = 630 + 180 ms (Wu et al., 2017). Our re-
sult agrees with the literature data, but its uncertainty is significantly 
lower and thus already suitable for use in astrophysical calculations. 
The P1n-value was determined experimentally for the first time for this 
isotope and was found to be 1,79 ± 0,11 % by exponential fitting (Kiss 
et al., 2022).

Outlook

The high-precision experimental data was used in nuclear reaction net-
work calculations for the r-process employing a neutron-star merger and 
a hot wind scenario. To identify the nuclear physics inputs of importance 
within the current experimental uncertainties, a new variance-based sen-
sitivity analysis method was used (Kiss et al., 2022). The results of the 
analysis indicate that only a handful of variables account for nearly all the 
uncertainty (variance) of the abundance pattern. To better constrain these 
uncertainties further measurements are needed and thus experimental 
proposals were submitted to the Program Advisory Committee at RIKEN. 
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Cosmology from the weak lensing
of gravitational waves

Charlie Mpetha1, Giuseppe Congedo1, Andy Taylor1 

Abstract 
Planned and proposed future gravitational wave detectors will observe 
huge numbers of binary mergers. It is timely to explore cosmologi-
cal tests that can be performed with this upcoming plethora of data. 
We forecast a combined standard siren + weak lensing analysis, where 
perturbations in the propagation of gravitational waves by interven-
ing matter allows their use to probe large scale structure. We find that 
3rd generation detectors, combining sources with and without an elec-
tromagnetic counterpart, could outperform future galaxy/intensity 
mapping surveys in constraining dark energy using this joint analysis 
method. We also demonstrate for the first time how merging binaries 
could constrain the sum of neutrino masses independently from other 
probes, should DeciHz detectors be launched. 
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Introduction 

In Schutz (1986) the author investigates how Gravitational Waves 
(GWs) from Binary Neutron Star (BNS) mergers could be used to infer 
the value of the expansion rate H0. The first detection of GWs in 2015 
(The LIGO Scientific collaboration et al. 2016) led to an increased 
effort in exploring their use for cosmology. The multimessenger BNS 
merger event GW170817, where an electromagnetic (EM) transient 
counterpart was observed along with the GW, allowed this single event 
to give a constraint of H0 = 70.0+12.0 

-8.0 kms−1 Mpc−1 (The LIGO Sci-
entific Collaboration and The Virgo Collaboration et al., 2017). This 
is the Standard Siren measurement, using the relationship between the 
wave amplitude and the distance to the source, and a redshift obtained 
through the EM counterpart, to probe cosmology. Independent meas-
urements of H0 are important due to the apparent tension between late 
and early universe measurements (Wong et al., 2019; Aghanim et al., 
2020; Brout et al., 2022). As the Advanced LIGO-Virgo-Kagra (LVK) 
network will observe enough sources to inform on this tension in the 
near future (Chen et al., 2018), it is important to explore the other 
uses of GWs for cosmology, beyond a standard siren measurement of 
H0. This is especially the case when considering the powerful detectors 
planned for the future, including the space-based LISA (The eLISA 
Consortium et al., 2013), and 3rd generation (3G) ground based detec-
tors Cosmic Explorer (Reitze et al., 2019) and the Einstein Telescope 
(Maggiore et al., 2020). From 3G detectors we can expect O(105 −107) 
sources observed by the end of the 2040’s, and comparable numbers 
with much improved sky localisation in the second half of the century 
should space-based DeciHz detectors such as DECIGO (Kawamura et 
al., 2020) and the Big Bang Observer (Harry et al., 2006) be launched. 

In this work we investigate how the weak lensing of gravitational 
waves, combined with the standard siren measurement, can be a pow-
erful probe of both geometry and large scale structure. Using the weak 
lensing of GWs (GW-WL) as a cosmological probe was first speculat-
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ed in Cutler & Holz (2009) and developed in Camera & Nishizawa 
(2013). Forecasting a joint analysis of GWs, using both the standard 
siren measurement and GW- WL, was performed in Congedo & Tay-
lor (2019) (henceforth CT19). The authors demonstrated how com-
bining these two measurements breaks key degeneracies. Similar work 
was performed in Balaudo et al. (2022) where the authors look at the 
weak-lensing signal alone, in the context of cross-correlations with oth-
er probes to constrain modified gravity. Here we build upon the work 
of CT19 and provide a short review of the main results of Mpetha et al. 
(2022), using a range of assumptions on source properties and extend-
ing the analysis to varying models of dark energy and neutrino mass 
- parameters presently of interest. Tomographic weak lensing is used to 
exploit all available cosmological information. We also include sources 
without an associated EM counterpart, which will comprise the bulk 
of future GW detections. 

Gravitational wave cosmology 

Standard Sirens 
An observed gravitational wave is the linear combination of the two 
polarisations h+and h×, combined with their respective antenna pat-
terns F+ and F× which describe the detector response to a passing grav-
itational wave, h = F+h+ +F×h×, in the long-wavelength regime. Here 
both h+ and h× are ∝ 1/dL. The wave amplitude informs on the luminos-
ity distance dL, though there is degeneracy with the inclination angle. 
This luminosity distance depends on the expansion rate H(z) 

where
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H0 is the present universe expansion rate, Ωm and ΩDE are the mat-
ter and dark energy density parameters at present, while we assume 
the widely used CPL parameterisation (Chevallier & Polarski, 2001; 
Linder, 2003) of a time-varying dark energy equation of state (EoS) 
wDE = w0 +waz/(1+z). w0 is the dark energy EoS today, and wa is its 
growth rate with the scale factor a. Ωm contains the baryonic, cold 
dark matter and neutrino density components, Ωm = Ωb +ΩCDM +Ων. 
In ΛCDM most of the matter in the universe is Cold Dark Matter 
(CDM), dark energy is a cosmological constant Λ (ΩDE = ΩΛ) with a 
constant EoS of wΛ = −1 (w0 = −1 and wa = 0). In these proceedings we 
assume zero curvature, but in Mpetha et al. (2022) we extend to mod-
els including curvature. To probe the cosmological parameters above, 
as well as measuring dL, a source redshift is required - hence the huge 
benefit of a multimessenger approach to observing gravitational waves. 
For the vast majority of sources the redshift can not be derived from the 
gravitational wave alone due to the mass-redshift degeneracy (Schutz, 
1986). If an EM counterpart is observed, either from detecting a co-
incident transient or localising to a host galaxy, the source is a Bright 
Standard Siren (BSS). This can be a binary neutron star, supermassive 
black hole binary, and in some cases a black hole neutron star binary 
(Fragione, 2021). If no EM counterpart is observed, it is a Dark Stand-
ard Siren (DSS). This will be mostly binary black holes, and there are 
several methods of inferring a redshift in this case (Schutz, 1986; Ma-
cLeod & Hogan, 2008; Messenger et al., 2014; Mukherjee & Wandelt, 
2018; Farr et al., 2019; Mukherjee et al., 2020; You et al., 2021; Ye & 
Fishbach, 2021; Ezquiaga & Holz, 2022). 

Weak lensing of gravitational waves 
As gravitational waves travel through the universe from a distant emit-
ting source to our detector, they are weakly lensed by the gravitational 
potential of the intervening large-scale structure. The magnification 
effect on both electromagnetic (Bartelmann & Schneider, 2001; Sch-
neider, 2003) and gravitational (Takahashi et al., 2005) radiation in the 
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geometric optics regime is given by 
			 
			         µ ≈ 1+2κ,

where kappa is the lensing convergence, a weighted projection of den-
sity perturbations along the line-of-sight. In the weak lensing regime, 
the observed, lensed luminosity distance dLobs is given by 

so a matter overdensity increases the wave amplitude, leading to a 
smaller inferred distance.

The weak lensing of each source is a source of statistical noise on the 
distance measurement of ∼1−5%. A noisy estimate of the convergence 
field at the location in the sky where the source originated from can 
be found from its deviation from the best fit dL(z). We can bin these 
κ estimates into tomographic redshift bins (denoted by i and j), then 
perform a two-point correlation function of the Fourier transformed 
convergence field in each bin to find the convergence power spectrum, 

where

is the Window function, containing the normalised observed source 
distribution p(z) and the effect of the lens on this source due to their 
separation. r is the comoving distance. The Limber approximation for 
k-modes, k = (ℓ + 1/2)/r, is shown in the matter power spectrum, and is 
used for large values of the multipole ℓ. A common parameter to nor-
malise the matter power spectrum, Pδ (k,z), is the linear normalisation 
of its amplitude in spheres of 8h−1 Mpc, σ8 (Peebles, 1980). 
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Results 

The standard siren measurement and corresponding weak lensing anal-
ysis of GWs are combined for a joint analysis, the Bayesian frame-
work of which is outlined in CT19. We find the Cramér-Rao lower 
bound on physical parameters using a Fisher matrix formalism. These 
physical parameter uncertainties are then mapped to observable param-
eter uncertainties using Monte Carlo methods, ensuring we capture 
the non-linear relationship between some parameters. We use Class to 
compute σ8 values and auto- and cross- convergence power spectra for 
six redshift bins. We assume DSS are observed up to redshift 3.5, and 
their redshift is determined by a statistical average of galaxies in the line 
of sight. This leads to photometric-like redshift uncertainty at low-z 
which rapidly dilutes as we go to higher redshifts with fewer galaxy 
and GW sources. BSS have spectroscopic like redshifts, observed up to 
redshift 2 due to limits of GW detector sensitivity and spectroscopic 
redshift limits. Other sources of uncertainty considered are peculiar 
velocities, weak lensing, and GW detector instrumental uncertainty. 

Fig. 1a shows forecasts for 3G gravitational wave detectors, using 
expected numbers of BSS and DSS (Reitze et al., 2019; Maggiore 
et al., 2020; Yu et al., 2021). We see how combining the two breaks 
parameter degeneracies, most notably in the Ωm-S8 plane where S8 = 
√(Ωm/0.3). This is because DSS events can be observed up to a higher 
redshift. The constraints on dark energy are better than forecasts for 
Euclid (Euclid Collaboration et al. 2020) and future intensity mapping 
surveys (Karkare et al. 2022).

Fig. 1b shows forecast for DeciHz detectors,and is the first demon-
stration of how gravitational waves can be used to independently 
constrain the sum of neutrino masses. In the best case we see a 1σ 
preference for the normal neutrino mass hierarchy (NH). While these 
constraints are not competitive with future CMB and intensity map-
ping experiments, GWs are a very clean signal and so could be a valua-
ble source of extra information.
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Conclusions 

We find GW weak lensing tomography is set to be a valuable cos-
mological tool for 3G detectors. Bright Standard Sirens found from 
multimessenger gravitational wave and electromagnetic observations 
could constrain the dark energy equation of state parameters w0 and 
wa with comparable precision to Euclid, depending on the number 
of sources and their uncertainty. In the case where we combine a 
population of BSS with realistic numbers of Dark Standard Sirens 
coming from binary black hole mergers, constraints on w0 and wa 
improve upon Euclid, and give comparable or better constraints to 
forecasts for a CMB-S4-like experiment with 109 spectrometer hours 
(Karkare et al., 2022), and a 1024 dish HIRAX experiment which 
expects a precision ∼ few percent (Karagiannis et al., 2022). There-
fore it is vital the tools necessary for statistical inference of DSS red-
shifts are developed. 

For space-based DeciHz GW detectors, many more BSS obser-
vations are expected due to the incredible sky localisation of these 
detectors, including DECIGO and the Big Bang Observatory. There 
will be exquisite precision on geometry parameters due to very large 
number of dL − z data points with small dL errors. These detectors 
could achieve a 1σ preference for the neutrino normal mass hierarchy. 
While not significant enough as a single probe to determine the neu-
trino mass hierarchy, these results demonstrate for the first time how 
the weak lensing of GWs could provide valuable extra information on 
the sum of neutrino masses when combined with future CMB exper-
iments (Aiola et al., 2022) and HI intensity mapping surveys (Ferraro 
et al., 2022). For these results to be possible, the substantial challenge 
to overcome is building and deploying the space-based DeciHz GW 
detectors into their heliocentric orbits. Another recently explored 
possibility is a Lunar-based DeciHz GW detector, which would be 
easier to maintain and have comparable sensitivity to the proposed 
space-based DeciHz detectors (Jani & Loeb, 2021).
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A limitation of this study is using single values for uncertainties for 
the whole population of GW sources. A natural extension to this work 
is to produce a realistic set of GW measurements through a Fisher fore-
cast of their parameter uncertainties, then perform the dL −z and power 
spectrum fitting on this realistic set of measurements. 
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Abstract 
Euclid is mission of the European Space Agency (ESA), designed to 
investigate the structure and the evolution of the Universe. To achieve 
the required accuracy on the redshift measure, calibrations must be 
performed both on the ground and in-flight. After launch, dust pitting, 
radiation damage, and material outgassing will degrade the transmis-
sion of light trough the instruments over time: an in-flight calibration 
procedure has been developed to determine and monitor the responses. 
Realistic simulations of different systematic effects are needed to vali-
date and optimize the in-flight self-calibration procedure. We present 
the framework to study the in-flight self-calibration in the spectro-
scopic channel. The procedure includes the simulations of the entire 
calibration survey, the extraction of the spectra of the sources, and the 
reconstruction of the response function with a χ2 minimization.
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Introduction 

Euclid is a mission of the European Space Agency (ESA), scheduled to 
be launched in 2023, designed to investigate the nature and evolution 
of dark energy and dark matter. Euclid will observe the extragalactic 
sky from the Lagrangian point L2 for six years: the survey will cover an 
area of about 15 000 deg2 up to redshift ~ 2.

In order to constrain the cosmological parameters, two main 
probes will be used: Weak Lensing (WL) and Galaxy Clustering (GC) 
(Laureijs et al., 2011). WL will be measured by using the shapes and 
the photometric redshift of ~ 1,5 billion galaxies; GC will be meas-
ured by using the spectroscopic redshift of ~ 35 million galaxies. To 
carry out these measurements, Euclid mounts two instruments on-
board: a visible imager (VIS) and a Near-Infrared Spectrometer and 
Photometer (NISP). VIS performs imaging with high resolution and 
it will provide the shapes of the galaxies. NISP will measure the red-
shift of the sources observed by VIS with an accuracy of 0.02(1 + 
z) and 0.001(1 + z) in the photometric and spectroscopic channel 
respectively (Laureijs et al., 2011; Euclid Collaboration: Schirmer et 
al., 2022).

After launch, dust pitting, radiation damage, and material outgas-
sing will degrade the response of the instruments, leading to an at-
tenuation of the measured flux (Euclid Collaboration: Schirmer et al., 
2022). Thus, to determine and monitor the evolution of the response 
of the instrument with great accuracy, an in-flight self-calibration pro-
gram has been designed. 

Realistic simulations allow the validation and optimization of the 
self-calibration procedure. We focus on the simulations of the self-cali-
bration procedure for the spectroscopic channel of the NISP instru-
ment: we simulate several systematic effects, extract the spectra of the 
sources, and finally reconstruct the response function of NISP spectro-
scopic channel.



Spectroscopic simulations for the Euclidmission

99

The Self-Calibration

To monitor the response of the instruments over time, Euclid will ob-
serve each month the same sky area, called Self-Calibration Field. This 
area consists in a ~ 3.2 deg2 circular field, located near the North Eclip-
tic Pole, which provides both a sufficient number of stars and a low 
background level from the Galactic disk.

The self-calibration strategy exploits the multiple observations of the 
same astrophysical sources in different positions on the focal plane. Be-
cause of the distortions of the signal introduced by the instrument, the 
same object observed at different positions on the focal plane provides 
different count rates. The relative response of the instrument, i.e. the 
response up to a multiplicative global scale factor, can be inferred by 
the requirement that each source is reconstructed with statistically con-
sistent count rates, within the whole focal plane (Davini et al., 2021).

In the scientific survey, each observation will be made up of four 
frames acquired with a dithering strategy, in order to compensate for 
gaps between detectors, to discriminate cosmic ray hits, and to dis-
entangle the spectra overlapping. The Euclid Self-Calibration survey 
will be made up of 60 pointings covering the entire self-calibration 
field, which are shown in Figure 1.a. In order to provide a complete 
and reliable reconstruction of the response of the instrument over the 
entire focal plane, it is crucial to use an optimized pointing sequence 
to ensure that every spatial scale of interest is sampled during the cali-
bration. The 60 pointings were obtained with a Monte Carlo approach 
and properly sample all the spatial scales that will be observed in the 
survey: from a minimum dither scale (10") to the Field of View size 
(0.7 deg2) (Risso et al., in prep.). 

Simulations Configuration

It is necessary to consider the effect of different systematics to study 
and test the self-calibration procedure. For this purpose, we simulate 
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the images acquired by NISP detectors with the Euclid official spectro-
scopic simulator. The simulator takes as input the instrumental features 
(readout noise, bad pixels, non-linearity) and the environmental (back-
ground light level and cosmic ray hits) configuration. 

Cross-contamination, i.e. the overlapping of the signal form dif-
ferent sources is shown in Figure 1.b and it strongly affects the spectra 
reconstruction. We consider this systematic effect in the simulations 
by using a catalog of sources containing the number of sources that 
are expected to be observed by Euclid Self-Calibration Field, based on 
both theoretical models and observations. 

Since the instrumental response will not be known and will vary 
over time, it is necessary to simulate and reconstruct several functions 
to validate the method used. The response function is given by the 
combination of large-scale and small-scale effects. At large scales the 
optics introduce an attenuation of the signal at the edge of the focal 
plane, while dust and ice structures cause variation at small scales. So 
far, we have been simulating a uniform response and a Gaussian profile 
with the peak located at the center of the focal plane.

Reconstruction of the Response Function 

The method we adopt for the reconstruction of the response (Davini 
et al., 2021) requires the measurement of the position and the signal of 
the sources on the focal plane. In photometry these two quantities are 
clearly identified, while in spectroscopy they must be re-defined: we set 
the reconstruction for a specific wavelength and repeat the process at 
different values. 

We use Euclid official code to extract the counts of the 1D un-cali-
brated spectra from the simulated images. The code performs a pre-pro-
cessing on the raw images to correct NISP detector artefacts: bad pixels 
and cosmic rays’ hits are identified; non-linearity and dark current are 
corrected. The 1D un-calibrated spectra are extracted after flat-fielding, 
background subtraction, and decontamination of overlapping spectra.
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For each source we consider the position of a specific wavelength 
and we integrate the signal in a range of about ~ 400 Å in order to 
reduce the relative error on the measurement of the counts. Figure 1.c 
illustrates the extracted spectra (in A.U.) with three integration ranges 
represented in different colors.

We reconstruct the response function with a χ2 minimization meth-
od (Davini et al., 2021) where the extracted counts from simulated 
data are compared to the expected ones, which are computed as the 
product of the theoretical rates, the exposure time, and the response 

Figure 1. Simulation of the self-calibration procedure (Passalacqua, 2022).
a) shows the optimize sequence of pointings; b) shows the simulation of the images 
detected by NISP detectors; c) shows the extracted 1D counts from the raw images. 
The regions in different colors represent the integration range for each selected 
wavelength. 
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function. Since the theoretical rates are unknown, there is a global scale 
factor and the minimization returns the response of the instrument 
relative to a reference point of the focal plane.

Repeating the described procedure at different wavelength and in-
terpolating the relative response functions will allow the correction of 
the spectra extracted during the scientific survey.

Conclusion

As a preliminary test, we simulated and reconstructed a uniform re-
sponse function. So far, we are increasing the precision in the extraction 
of the counts in order to reconstruct non-uniform responses of the 
instrument. 

After the validation is completed, we could study the optimization 
of the procedure by changing parameters such as the wavelength range 
of the signal integration. 
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Towards experimental study of compact binary 
ejecta opacity relevant for kilnovae

Angelo Pidatella1 on behalf of the PANDORA collaboration

Abstract
Joint observations of gravitational-wave (GW) event to compact binary 
objects mergers, and of their electromagnetic counterpart, known as 
kilonova (KN) lead to a new avenue in the multi-messenger astronomy 
era to constrain the astrophysical origin of the r-process elements and 
the equation of state of dense nuclear matter. Coalescence of double 
neutron star releases n-rich ejecta which undergoes r-process nucleo-
synthesis, driving the quick evolution of the KN transient powered by 
freshly synthesized decaying radionuclides. KNe act as spectral probes 
to explore the merger environment, hence of fundamental relevance 
for future detection and for providing sounder nucleosynthetic yields. 
However, heterogeneous post-merging ejecta composition strongly 
impacts on the KN light-curve prediction through the ejecta opacity, 
which is yet hard to be fully captured via theoretical models. We pres-
ent some peculiar features of the KN studies, focusing on the opacity 
issue, from the atomic and plasma physics perspectives. We report on 
the paradigm of blue-KN emission timescale peaked at optical wave-
lengths, presenting the work carried out in the framework of the PAN-
DORA collaboration to support planned experimental measurements 
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of opacity with in-laboratory plasmas close to the KN-stage conditions. 
In this view, we refer to results of experiments recently performed at 
the INFN-LNS on the Flexible Plasma Trap to reproduce suitable ear-
ly-stage ejecta plasmas, presenting a possible conceptual design of a 
multi-diagnostic setup for the future opacity measurements.

Key Words
Plasma Physics, Nuclear Astrophysics, Multi-messenger Astronomy, 
Plasma Spectroscopy, Kilonovae.

Introduction

Recent detection of gravitational-wave (GW) events, such as GW170817 
(Abbott, 2017), along with their radioactively powered thermal tran-
sients, known as kilonovae (KNe), represented first direct evidence of 
on-going rapid neutron capture nucleosynthesis process (r-process) 
hosted in the environment led by the coalescence of binary neutron 
stars (Li et al, 1998; Metzger et al., 2010; Korobkin et al., 2012). Stud-
ying the KNe light-curve timescale and dynamics could help in advanc-
ing knowledge on the post-merging ejecta dynamics, on the equation 
of state of nuclear dense matter, and on the r-process yield of elements 
heavier than iron. In particular, the observation (Arcavi, 2017) of the 
optical KNe spectrum (AT2017gfo) evinced a multi-component ejecta, 
made of both light- and heavy-r process elements (Kasen et al., 2017), 
which puts some constraints in modelling the photospheric phase of 
KNe synthetic light-curve from the dynamical ejecta: on the one hand 
on the nucleosynthesis calculations, fixing the heating rate, and on the 
other hand on radiation transport, which relies on the ejecta plasma 
opacity, the latter strongly dependent on the time-evolving composi-
tion. Spectral signatures of some r-process elements have been recently 
found (Watson et al., 2019), with other to be further investigated. One 
of the main uncertainties remains in fixing the opacity of such systems 
(Tanaka et al., 2020), where theoretical predictions could not be thor-
ough due to the complexity of blended d- and f-shell atomic lines from 
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freshly synthesized nuclei. Experimental surveys have been carried out 
in the last decade on opacity models for stellar interior, inertial fusion, 
and high energy density plasmas (Bailey et al., 2009), looking at the 
opacity of metallic elements, measuring spectral transmission in the 
X-ray range, with plasma conditions however out of the range of in-
terest for the KNe study. Within the PANDORA (Plasmas for Astro-
physics Nuclear Decays Observation and Radiation for Archaeometry) 
project (Mascali et al., 2022), we intend to provide, in the forthcoming 
years, critical new nuclear and atomic physics inputs from advanced 
theoretical models and experiments. In particular, the in-plasma atomic 
physics knowledge on the opacity of several metallic nuclei from r-pro-
cess will allow to extend the understanding on the microphysics of KNe. 
We have recently performed a feasibility study about typical electron cy-
clotron resonance (ECR) magneto-plasmas conceived in PANDORA, 
which confirms – in terms of thermodynamical properties of the plasma 
– the possibility to study early-stage timescale KNe emission expected 
at optical wavelengths from light r-process ejecta component (Pidatella 
et al., 2021). We present the work carried out in the framework of the 
PANDORA collaboration to support first-of-its-kind measurements of 
opacity with in-laboratory plasmas resembling these KNe-stage condi-
tions. In this view, we have recently performed experiments at the IN-
FN-LNS to reproduce stable early-stage ejecta thermodynamical condi-
tions (Pidatella et al., 2022). Promising results of this campaign pushed 
us to present a conceptual design of a multi-diagnostic experimental 
setup for opacity measurements employing not only spectroscopic tech-
niques. We also discuss about challenges and critical aspects of these 
envisaged experimental activities led by our experimental setup.

Methods and experimental setup

Retrieving information on the frequency-integrated plasma opacity of 
metallic species along a certain line-of-sight bases on the following re-
lation between the transmission spectrum and the opacity:
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where T(v) is the transmission spectrum (also known as transmittance), 
given as the ratio of the exiting, Ia(v), and of the incident intensity 
spectrum, Ib(v), which is related to the optical depth, τ(v) = ρκl, of the 
plasma mean. The latter needs a particular treatment in the case the 
mean is not uniform in space along the line-of-sight of detection, since 
both the linear plasma density ρ(x) [g cm-3], and the opacity κ(v;x)[cm2 

g-1], can strongly vary as a function of the depth. The opacity depend-
ency on the depth is deeply influenced by the space-dependent electron 
density number, ne(x) [cm-3], and electron temperature, Te(x), and the 
integral spectral information in Eq. (1) needs to be deconvolved. A 
numerical study on such impact for ECR plasmas has been performed 
in (Pidatella et al., 2022), stressing the necessity of devoted diagnos-
tics to independently measure plasma temperature and density. Among 
main requirements for experimental measurements there are: (i) plas-
ma sample uniform in time, (ii) accurate transmission measurements 
(taking care e.g., of spectral calibration, spectrometer resolution), and 
(iii) high-quality and stability of the light source, having broad and 
featureless spectrum, as well as high intensity overcoming self-emitted 
plasma light (Bailey et al., 2009). Many challenges are opened by com-
bining the kinds of techniques with the ECR cavity effects. Transmis-
sion measurements occur through an active medium, i.e., self-emitting 
in the visible range of the electromagnetic spectrum, superimposing 
spectral feature arising from the radiation-matter interaction to the 
plasma de-excitation light emission, both from plasma gas buffer (e.g., 
H2, Ar) and vaporized metal in plasma, which need to be disentan-
gled. Moreover, spurious contributions come from light reflection at 
the trap chamber wall, and from the impact of the cavity on the wave 
propagation. Despite such difficulties, we designed a potential experi-
mental setup to make some progress. Since the PANDORA facility is 
still on-construction, we propose a conceptual design for the opacity 
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measurements adapted on the already operative Flexible Plasma Trap 
(FPT) at the INFN-LNS (Gammino et al., 2017) as shown in Figure 
1, to be then extended in the incoming PANDORA trap. The setup is 
based on the simultaneous use of an (a) optical spectrometer to carry 
optical emission spectroscopy (OES) analysis of the plasma emission, 
and (b) microwave interferometry to perform independent plasma 
density measurements. The OES will allow to measure transmission 
of a calibrated light source external to the chamber, facing on two in-
dependent lines: the first, crossing a collinear sight inside the plasma 
chamber, exiting into a fiber-connected light detector (i.e., a spectrom-
eter coupled to a CCD detector working in the visible range). The 
second one, external to the chamber and used to guide the light directly 
to the detection system, unbiased by any effects due to the plasma or 
the chamber. Independent measurements on the two lines, with and 
without igniting the plasma, including or not in the plasma the metal 
of interest, will allow to disentangle the different contributions to T(v). 
OES can be also used to characterize plasma parameters (density, tem-
perature) via the known line ratio method (Fantz, 2006; Pidatella et al., 
2022), applied to the hydrogen (buffer gas) Balmer’s lines ratios. The 
second diagnostics, based on the microwave interferometry, will allow 
to independently measure the plasma density along an OES-close line-
of-sight, helpful in cross-checking OES data, and to better assess the 
deconvolution of the r.h.s. of the Eq. (1). The technique is based on the 
study of the phase-shift of the travelling microwave (f ~ tens of GHz) 
through two branches, an external one and another one crossing the 
plasma. The refractive index of the latter will induce such phase shift 
in a way proportional to the plasma density. For further references on 
the method, see (Mascali et al., 2016) and reference therein. To support 
this experimental activity, we have recently performed an OES plasma 
characterization for several plasma trap configurations as a function of 
the confining magnetic field, microwave frequency, gas pressure, and 
microwave power provided in the FPT. The outcome of this character-
ization highlighted a set of best experimental configurations suitable 
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for reproducing blue-KN conditions (ne ~ 1011 cm-3, Te ~ eV ), i.e., 
high-pressure, and low-power ones, as reported in the bottom-right 
plot of Figure 1. More details on the experimental setup and data can 
be found in (Pidatella et al., 2022).

Conclusion

We reported on experimental activities on ECR laboratory plasmas in the 
framework of the PANDORA collaboration, aiming at performing first-
of-its-kind opacity measurements relevant to assess plasma ejecta opacity 

Figure 1. Conceptual design of the multi-diagnostic system on the Flexible 
Plasma Trap (FPT) devoted to opacity measurements. Two line-of-sights for the 
optical spectrometer are identified: the first, crossing a collinear sight inside the 
plasma chamber, between the light source and the exit optical fiber, collecting the 
transmitted spectrum; the second, guiding the reference light spectrum of the source 
through an optical guide system to the spectrometer. A typical buffer gas spectrum 
in the optical range (bottom left) and the range of measured density and temperature 
(bottom right) suitable with the KN scenario, as collected from experimental runs 
on FPT (pgas = 1e-2 mbar, RF power 40 ÷140 W, with and w/o gas mixing of H2 and 
Ar), are shown – see more in (Pidatella et al., 2022). An external reference branch 
for interferometric measurements of plasma density (as an independent diagnostic) 
is shown, along with a typical electron density measurement as a function of the 
refractive index and microwave phase shift – see more in (Mascali et al., 2016).
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typical of binary neutron star post-merging event, and of fundamental 
importance in the study of the KNe signals. Based on a previous feasibility 
study, we presented some of the challenges and critical aspects introduced 
by transmittance measurements of light source through a trapped plasma, 
in the context of the ECR plasma trap, as possible technique for opacity 
measurements. A conceptual design of the experimental setup to step for-
ward on these aspects, designed for the FPT trap at the INFN-LNS and 
thus for the incoming PANDORA trap, has been presented. The power 
of the setup is encoded in the multi-diagnostic approach which is one of 
the qualities featured and boasted by the PANDORA trap as well. This 
will allow to cross-check variable data and to perform independent and 
simultaneous measurements. Several independent acquisitions of spectral 
data must be performed to disentangle the many contributions to the 
transmission spectrum and thus to retrieve accurately the plasma opacity. 
This is made possible by the in-time stability and reproducibility of mag-
neto-plasma conditions, which is one of the experimental requirements. 
The ECR plasmas produced in FPT have been tested on this side, check-
ing for stability and for suitable plasma conditions to reproduce the as-
trophysical scenario. Promising results have been obtained, satisfying all 
the mentioned requirements. Especially the in-time reproducibility rep-
resents a big advantage with respect other explored plasma environments 
and laboratory facilities, where instead time-gated measurements must 
be performed due to strong time dependency of plasma structure. In per-
spective, PANDORA will host many further diagnostics lines which will 
help in extending the plasma parameters analysis, for instance providing 
local information on density and temperature, and possibly profilometric 
investigations, based both on microwave (Torrisi et al., 2022) and X-ray 
imaging techniques (Naselli et al., 2021).
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Extreme TeV BL Lacs:
a self-consistent stochastic acceleration model

Alberto Sciaccaluga1,2, Fabrizio Tavecchio1

Abstract
Lately, a specific kind of blazar drew the attention of the gamma-ray as-
tronomy community: the extreme TeV BL Lacs, blazars that present an 
extremely energetic and hard emission at very high-energy. Explaining 
their features is still an open challenge, in fact the most used phenome-
nological models have difficulties to satisfactorily reproduce their Spec-
tral Energy Distributions (SED). Based on a scenario we have recently 
proposed, we suppose that the non-thermal particles are firstly acceler-
ated by a jet recollimation shock, which induces turbulence in the rest 
of the jet. Non-thermal particles are further accelerated by the turbu-
lence, which hardens the particle spectra and accordingly the radiative 
emission. Given the physical properties of the plasma, as inferred by 
emission models, we expect a strong impact of the accelerating particles 
on the turbulence. Assuming isotropy and homogeneity, the interac-
tion between non-thermal particles and turbulence and their spectra 
is modeled solving a system of two non-linear, coupled Fokker-Planck 
equations, while the radiative emission is calculated through the Syn-
chrotron Self Compton model. The emission predicted by our model 
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is then compared with the prototype extreme TeV BL Lac object 1ES 
0229+200 and the parameters obtained to reproduce its SED are in 
line with the expectations.

Key Words
AGN, Blazars, Shocks, Turbulence, Radiative models.

Introduction

Blazars are active galactic nuclei with a relativistic jet (produced in the 
supermassive black hole vicinity and propagating far outside the host 
galaxy) pointing toward the Earth (Blandford et al., 2019). Thanks 
to the relativistic beaming their emission is dominated by the jet 
non-thermal component, characterized by an emission ranging from 
radio to gamma-ray. The SED displays two broad peaks, attributed to 
synchrotron and inverse Compton mechanisms (but the high-energy 
peak is also interpreted in terms of hadronic processes). Generally, the 
variability of the blazar emission is extreme, both in amplitude and 
timescale (Sol & Zech 2022).

Among blazars, extreme highly peaked BL Lac objects (EHBLs) are 
a peculiar class which recently emerged because of their unique features 
(Biteau et al., 2020). In particular we focus on the extreme TeV BL 
Lacs, a subclass of the EHBLs which displays extreme properties: i) the 
second SED peak beyond; ii) a hard sub-TeV intrinsic spectrum; iii) in 
most cases, the TeV emission is stable over years. These characteristics 
are hardly reproducible by a phenomenological model based only on 
diffusive shock acceleration by a single shock. In fact the sub-TeV spec-
trum hardness requires the particle spectrum to have spectral index p ˂ 
2 (supposing dN /dγ ∝ γ-p), but with a single shock acceleration p ≥ 2 
(Biteau et al., 2020).

Leptonic models which leave the acceleration process unspecified 
show that the magnetization of extreme TeV BL Lacs is low, therefore 
the diffusive shock acceleration should work efficiently. Zech & Lem-
oine (2021) proposed a model based on diffusive shock acceleration by 
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multiple shocks. In this scenario non-thermal particles are accelerated 
multiple times and they can reproduce the hard spectra observed for 
the extreme TeV BL Lacs. However Matsumoto et al. (2021) show that 
if the magnetization is below a critical value, after the first shock the jet 
becomes unstable and turbulent due to the development of instabili-
ties, preventing the formation of additional shocks. Based on this new 
evidence, we have proposed a different scenario.

Model

Here we describe an extension of the simple treatment in Tavecchio et 
al. 2022, introducing a self-consistent model capable of describing the 
interplay between the turbulence damping and the non-thermal parti-
cles acceleration (Sciaccaluga & Tavecchio, 2022).

We suppose that the non-thermal particles are first accelerated by 
a recollimation shock, formed in the jet when the external pressure is 
greater than the jet pressure. As already explained, the shock acceler-
ation process is a deterministic process and the output spectra of the 
non-thermal particles is a power law, with spectral index p ≥ 2.

The non-thermal particles injected by the recollimation shock can 
be further energized interacting with the turbulence, hardening the dis-
tribution and therefore the emitted spectrum. Non-thermal particles 
are supposed to be accelerated mostly through gyroresonant interac-
tion with the weakly turbulent Alfvén waves. This acceleration pro-
cess is stochastic and in order to study the equilibrium spectra of both 
the non-thermal particle spectra and the turbulence it is necessary to 
consider the time evolution of their phase-space densities through two 
momentum diffusion equations.

Assuming isotropy and homogeneity, the momentum diffu-
sion equation can be highly simplified, obtaining the classical Fok-
ker-Planck equation. Therefore our goal is to solve a system of two 
coupled non-linear Fokker-Planck equations, which describe both the 
interaction and the spectra of the non-thermal particles and of tur-
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bulence (Kakuwa, 2016). The emission recorded by the observer is 
produced in the shock downstream region and comprises non-thermal 
particles at different stages of acceleration, from the shock to the top 
of the emitting region, which is modelled as a cylinder of radius R and 
length 10 R. We can be relatively confident that within such a distance, 
the magnetic field decay and the adiabatic losses effectively quench the 
emission. All quantities appearing in equations below are expressed in 
the downstream jet frame, we will move to the observer frame only for 
the quantities linked to the radiative emission.

The first equation describes the time evolution of f (p), the momen-
tum distribution of the non-thermal particles, from here on supposed 
to be relativistic electrons, since we are considering a leptonic model:

where p is the particle momentum, Dp the momentum diffusion coef-
ficient, (∂p/∂t)rad the cooling coefficient due to radiative emission and 
If is the particle injection rate. Starting from momentum distribution, 
it is possible to calculate the electron energy density, in fact n(γ) = 4πp-
2f(p)mec, where me is the electron mass.

The second equation we have to consider describes, in a phenom-
enological way, the time evolution of W (k), the wavenumber energy 
distribution of the turbulence, i.e. the energy density of waves with 
wavenumber between k and k + dk. Defining Z (k) = W (k)/k2, in order 
to obtain a Fokker-Planck equation in its canonical form, the equation 
can be written as:

where Dk is the wavenumber diffusion coefficient (which depends on 
W (k) itself, making the equation non linear), tdam the damping time 
and IW the turbulence injection rate. Spatial effects (such as wave prop-
agation outside the downstream region) are negligible with respect to 
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the damping of non-thermal electrons, while dissipation mechanisms 
(such as Landau or cyclotron damping) can be ignored because of the 
low density of jet thermal plasma.

The radiative emission is calculated through the Synchrotron Self 
Compton model, see Chiaberge & Ghisellini (1999) for the synchro-
tron emission and Blumenthal & Gould (1970) for the inverse Comp-
ton emission, while for the beaming we use the standard formula, see 
discussion in Zech & Lemoine (2021).

Results

Our model depends on five free parameters: the downstream region 
radius R, the Alfvén velocity va, the mean magnetic field B, the injected 
powers of the electrons and the turbulence in the jet frame, respectively 
P'n and P'W.

We apply our model to the prototypical extreme TeV BL Lac object, 
i.e. 1ES 0229+200 (z = 0.1396).

Figure 1: SED of 1ES 0229+200 (points with error bars, from Costamante et al. 
2018) reproduced with the model presented in the paper (red solid line).
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Figure 1 shows a model realization (R = 1.2 X 1016 cm, va = 2 X 109 
cm/s, B = 15.9 mG, P'n = 7 X 1039 erg/s, P'W = 7 X 1039 erg/s). In this 
first illustration of the model, the relativistic Doppler factor is fixed for 
simplicity to δ = 25. In applying the model to a full sample of sources, 
the relativistic Doppler factor could be included in the set of the free 
parameters. The realization shown in Figure 1 is in good agreement 
with the data: in fact the X-ray peak is well reproduced and the model 
realization presents a hard sub TeV spectrum with a gamma peak be-
yond 1 TeV.

The free parameters are consistent with what we expect from the 
theory. Since the emission is due to the post-reconfinement flow, R is 
much smaller than the ordinary jet radius (Bodo & Tavecchio, 2018), 
whereas the Alfvén velocity is large with respect to the usual values in 
order to make the stochastic acceleration energy gain relevant for the 
non-thermal particles. Moreover the magnetic field is in the order of 
the values obtained by the phenomenological models that leave the ac-
celeration process unspecified (Biteau et al., 2020). Finally the injected 
power of the non-thermal particle in the jet frame is in agreement with 
the theory predictions (Ghisellini & Tavecchio, 2010).

Conclusions

We have presented a self-consistent model for extreme TeV BL Lac 
objects, improving the simple version of Tavecchio et al. (2022). In 
particular, the inclusion of damping for the turbulence results in 
an electron distribution with an excess of particles below the peak, 
around γ ≃ 104 - 105, which produces a softer SSC component in 
the VHE band, in better agreement with the data with respect to the 
simple model without wave damping.

Our model is able to reproduce the SED of the prototypical ex-
treme TeV BL Lac object 1ES 0229+200, but there are several ca-
veats. First of all it will be necessary to compare our model with the 
data of other extreme TeV BL Lacs in order to check if this hybrid 
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emission scenario can be generalized to the entire population. Since 
the classification of this type of sources is still unclear, a different 
emission scenario could trigger a new way to categorize these ob-
jects. Moreover the parameters obtained by the comparison between 
SEDs and the model have to be checked with the results of MHD 
simulation. The papers already published shows that the low mag-
netization scenario favors the development of turbulence after the 
recollimation shock instead of the formation of multiple shocks. A 
better characterization of the emission region and turbulence based 
on dedicated MHD simulations will be presented in the near future 
(Costa et al., in prep).

Considering the model in this paper, there are some possible im-
provements. Firstly the Inverse Compton (i.e. SSC) cooling term 
could be added in the diffusion equation of non-thermal electrons, 
which would make the equation [eq:fp_part] non-linear too. More-
over the computational scheme used to solve the system in this pa-
per could be replaced with more complex and accurate algorithms.

In the following years the number of extreme TeV BL Lacs will 
probably increase and their SED measurements will improve. In fact 
many data are going to be collected, since these sources are already 
studied by several telescopes and they will also be objects of interest 
for future gamma-ray facilities, such as CTA, because of their ex-
treme high energy emission. Finally, another observational feature 
useful to test our model will be the polarization properties of the 
extreme TeV BL Lacs. Polarimetric measures in the optical band 
are extremely difficult for this type of sources because of the weak 
emission of the jet in this band, dominated by the emission of the 
host galaxy. Instead in the X-ray band the emission is mainly due to 
the synchrotron cooling of the jet particles emitting in a highly tur-
bulent field, therefore we expect a low degree of polarization. This 
prediction could be proved by the IXPE mission, the first satellite 
able to measure the polarization in the X-ray band, launched at the 
end of 2021.
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Stability of hypermassive neutron stars
against a prompt collapse
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Abstract
Differentially rotating neutron stars, which can be produced in 
core-collapse supernova explosions or binary neutron star mergers, 
may be significantly more massive than rigidly rotating neutron stars. 
Even for a modest degree of differential rotation, there exist equilibri-
um solutions with masses up to 4 times larger than the maximum mass 
of non-rotating neutron star (TOV limit). The immediate fate of the 
hypermassive remnant may have an impact on the gravitational wave 
and electromagnetic emission from a core-collapse supernova or bina-
ry neutron star merger. We investigate the dynamical stability against 
quasi-radial perturbations of differentially rotating neutron stars. We 
perform a series of hydrodynamical simulations of hypermassive neu-
tron stars. We check whether the object undergoes a prompt collapse or 
stays stable on dynamical timescales. We present the preliminary results 
of our stability studies for masses up to 2 times larger than TOV limit. 
The threshold to collapse that we find is close to the limit estimated by 
the turning-point criterion. 
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Introduction 

Simultaneous detection of the binary neutron stars (BNS) merger 
GW170817 (Abbott et al., 2017) in both gravitational waves (GW) 
and electromagnetic domain marked the beginning of a new era in 
astronomy. A broad range of astrophysical scenarios may lead to 
detectable GW emission in the predictable future. Some of them 
involve the formation of a compact object – either a black hole or a 
neutron star. One of those scenarios is a merger of two neutron stars, 
already detected in 2017. Another one is a core-collapse supernova, 
which is yet to be detected by GW observatories. A significantly dif-
ferential rotation is expected in the compact remnant in both cases 
(Komatsu, Eriguchi, & Hachisu, 1989; Kastaun & Galeazzi, 2015).

For non-rotating neutron stars, a maximum gravitational mass 
can be easily found for a given equation of state (EOS) of dense 
matter. We call this value TOV limit (MT OV ). Rigid rotation allows 
for masses larger by 15-20% depending on EOS. A detailed study of 
the solution space of differentially rotating neutron stars has shown 
that significantly larger masses can be supported with differential ro-
tation than with rigid rotation. Such objects that exist only because 
of their differential rotation are often called hypermassive neutron 
stars. It was first shown by Baumgarte, Stuart L. Shapiro, and Shi-
bata (2000) that dynamically stable hypermassive neutron stars may 
exist. Four types of solutions of differentially rotating neutron stars 
were discovered by Ansorg, Gondek-Rosińska, and Villain (2008). 
With all solution types included, independently of the equation of 
state, a set of equilibrium configurations as massive as 3-4MTOV was 
found (Gondek-Rosińska et al., 2017; Studzińska et al., 2016; Espi-
no and Paschalidis, 2019; Szkudlarek et al., 2019). Similar features 
were discovered for a novel rotation profile, resembling the BNS 
merger remnant, by Iosif and N. Stergioulas (2021). Most impor-
tantly, the maximum mass occurs not for the extreme degrees of 
differential rotation, but for modest ones.
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The mass of a BNS merger remnant is of course limited by the 
total mass of the system, which cannot be more than twice as mas-
sive as the most massive secularly stable neutron star. The core-col-
lapse supernovae do not have such limitations and even more mass 
can be accumulated in the remnant.

The dynamical stability of hypermassive neutron stars was re-
cently studied by Pedro L. Espino et al. (2019). Some of the most 
massive configurations in the solution space were found to be 
dynamically unstable and undergo a prompt collapse to a black 
hole. Meanwhile, some stable configurations of masses larger than 
1.4MTOV were found by Weih, Most, and Rezzolla (2018). A more 
thorough study of the stability properties of hypermassive neutron 
stars is needed to find the actual threshold to a prompt collapse and 
the mass limit for dynamically stable configurations.

In this paper, we study the dynamical stability of hypermassive 
neutron stars by means of numerical simulations of their evolution 
in time. We choose a rotation profile consistent with the properties 
of core- collapse remnants and a polytropic equation of state with 
Γ = 2.

Methods 

Equilibrium configurations 
To model equilibrium configurations of neutron stars, we consider a 
perfect barotropic self-gravitating fluid. We use the well-established 
J-const rotation law (Komatsu, Eriguchi, and Hachisu, 1989), which 
was shown to be consistent with the rotation profiles in compact 
core-collapse supernova remnants (Villain et al., 2004). The steepness 
of our rotation profiles is characterized by one dimensionless param-
eter Ã, which we call a degree of differential rotation. For the value Ã 
= 0 the rotation becomes uniform (rigid). Larger values mean a larger 
difference in angular velocity between the inner and the outer layers of 
the configuration. 
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To describe the properties of matter in the neutron stars we assume 
a polytropic equation of state with Γ = 2. If not stated otherwise, we 
use natural units where c = 1 and G = 1. For simplicity, we set the poly-
tropic constant to K = 1, but the resulting parameters of a configura-
tion can be easily scaled with different K (see e.g. Cook, S. L. Shapiro, 
and Teukolsky, 1994). To provide masses in units of the solar mass, we 
rescale our results with K = 100. 

We construct a series of equilibrium configurations using the highly 
accurate and stable FlatStar code (Ansorg, Kleinwa ̈chter, & Meinel, 
2003; Ansorg, Gondek-Rosińska, and Villain, 2008). It has proven 
to be a numerically challenging task and many well-established tools 
failed to construct highly flattened configurations in the past (e.g. 
Baumgarte, Stuart L. Shapiro, and Shibata (2000), Lyford, Baumgarte, 
and Stuart L. Shapiro, 2003). The FlatStar code was previously success-
fully used to construct equilibrium solutions in the whole parameter 
space for differentially rotating neutron stars (Gondek-Rosińska et al., 
2017; Studzińska et al., 2016) and strange quark stars (Szkudlarek et 
al., 2019). 

A classification into four distinct types of solutions was introduced 
by Ansorg, Gondek-Rosińska, and Villain (2008). In this paper, we 
considered solutions of types A and C only. 

For the selected values of the degree of differential rotation Ã, we 
construct sequences of constant rest mass M0, which can be para-
metrized by the value of maximal density ρmax or maximal relativistic 
enthalpy Hmax. We inspect the values of gravitational mass M along 
those sequences and find the point of minimal value (a turning point). 
Turning points can be used in the rigid rotation case to estimate the 
dynamical stability (they mark the onset of quasi-radial instabilities). 
This criterion was already used for the differential rotation case by e.g. 
Bozzola and A. Stergioulas N. B. (2018) and Weih, Most, and Rezzol-
la, 2018. For differential rotation, we use it as a first estimation of the 
stability limit and select configurations close to it for further studies. 
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Hydrodynamical evolution 
To test the stability of selected configurations we perform a series of 
hydrodynamical simulations. We use the well-established CoCoNuT 
code (Cerdá-Durán et al., 2008) which allows us to perform hydrody-
namical simulations with dynamical timespace evolution. 

For each considered value of Ã we select a sample of equilibrium 
configurations near the estimated threshold of stability. For each con-
figuration we perform a simulation of its time evolution. In theory, a 
small perturbation resulting from numerical approximations is enough 
to initiate a prompt collapse in an unstable configuration. However, 
the configurations that are close to the stability limit tend to migrate 
to the stable branch, shifting the apparent stability limit. This issue was 
previously discussed by Weih, Most, and Rezzolla (2018).

To prevent this migration, to each configuration we introduce an 
additional radial velocity perturbation. 

We gauge the amplitude of this perturbation to the value, for which 
the mean value of ρmax matches its initial value. This method has proven 
to reproduce results known from Takami, Rezzolla, and Yoshida (2011) 
for rigid rotation and from Weih, Most, and Rezzolla (2018) for dif-
ferential rotation. 

By inspecting the behavior of ρmax, the metric components, and oth-
er parameters we recognize the immediate start of a collapse in some 
configurations, which we mark as unstable. For configurations marked 
as stable, we observe an oscillation of those parameters. 

Results 

We have inspected the stability properties of more than a hundred 
differentially rotating configurations and found a threshold to imme-
diate collapse for a wide range of parameters. 

For Ã = 0.2 and Ã = 0.77 we have compared our results with Weih, 
Most, and Rezzolla (2018) and found them to be in agreement. We 
have also compared the stability threshold found by our methods for 
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Ã = 0 (rigid rotation) with the results of Takami, Rezzolla, and Yoshida 
(2011), which was consistent with each other. 

We have extended the parameter space studied by Weih, Most, and 
Rezzolla (2018) for Ã = 0.77 to the region of quasi-toroidal configura-
tions – i.e. those configurations for which the maximal density occurs 
not in the center, but off the rotation axis. 

In the case of Ã = 0.77 models, we found that going into the qua-
si-toroidal regime does not immediately impact the stability of differ-
entially rotating neutron stars. We found a large region of dynamically 
stable solutions with large masses and a clear boundary between stable 
and unstable solutions. We stopped our analysis at the gravitational 
mass M=2MTOV due to numerical limitations. 

For this study, we have chosen several sequences of configurations 
with Ã = 0.77, each characterized by a constant rest mass. We selected 
32 configurations distributed along those sequences and close to the 
stability limit and performed a hydrodynamical simulation for each of 
them. On each sequence, we have estimated the boundary between the 
stable and unstable solutions. Table 1 shows the parameters of those 
marginally stable configurations for each sequence and the location of 
the turning point (point of minimal mass) along that sequence. The 
value of gravitational mass is presented in the relation to the maximum 
mass of non-rotating configuration MTOV . 

Table 1: Parameters of the stability threshold on each studied sequence of constant 
M0 for Ã = 0.77. M* is the gravitational mass and H*max is the relativistic enthalpy for 
the marginally stable configuration on each sequence. HTP

max marks the turning-point 
on given sequence. Values of mass are also presented in units of M

⊙
 for the polytropic 

constant K = 100.
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We found that the turning-point line is a close estimation of the dy-
namical stability even for large masses – the stability limit lies within 8% 
relative error in Hmax. For the largest masses we studied, the turning point 
occurs before the threshold of stability that we found (for lower Hmax).

Summary and discussion

For a wide range of parameters, we found a limit of dynamical sta-
bility against quasi-radial oscillations. A series of stable solutions was 
found in the previously poorly explored quasi-toroidal regime. We have 
shown that configurations as massive as 2MTOV can be stabilized, giving 
interesting prospects for studying massive remnants of core-collapse 
supernovae.

Our results, however, do not take into account any non-axisymmet-
rical effects. A series of 3D simulations are needed to establish more 
realistic stability limit.

References

Abbott, B.P., et al. 2017. Phys. Rev. Lett. 119 (16 2017), p. 161101. 
DOI:10.1103/PhysRevLett.119. 161101. URL: https://link.aps.org/
doi/10.1103/PhysRevLett.119.161101.

Ansorg, M., Gondek-Rosińska, D. and Villain, L. 2008. Monthly Notices 
of the Royal Astronomical Society 396 (2008). DOI: 10.1111/j.1365-
2966.2009.14904.x.

Ansorg, M., Kleinwächter, A. and Meinel, R. 2003. A&A 405 (2003), pp. 
711-721. DOI: 10.1051/ 0004-6361:20030618. arXiv: astroph/0301173 
[astro-ph].

Baumgarte, T.W., Shapiro, S.L. and Shibata M. 2000. ApJ 528.1 (2000), pp. 
L29-L32. DOI: 10.1086/312425. arXiv: astroph/9910565 [astro-ph].

Bozzola G., Stergioulas A. and Bauswein, N. 2018. MNRAS 474.3 (2018), 
pp. 3557-3564. DOI: 10.1093/mnras/stx3002. arXiv: 1709.02787 [grqc].



PROBING THE UNIVERSE WITH MULTIMESSENGER ASTRONOMY

128

Cerda-Duran P. et al. 2008. A&A 492.3 (2008), pp. 937-953. 
DOI:10.1051/0004-6361:200810086. arXiv: 0804.4572 [astro-ph].

Cook, G.B., Shapiro, S.L. and Teukolsky S.A. 1994. ApJ 424 (1994), pp. 
823-845. DOI: 10.1086/ 173934.

Espino, P.L. and Paschalidis, V. 2019. Phys. Rev. D 99.8, 083017 (2019), 
p. 083017. DOI: 10.1103/ PhysRevD.99.083017. arXiv: 1901.05479 
[astro-ph.HE].

Espino, P.L. et al. 2019. Phys. Rev. D 100.4, 043014 (2019), p. 043014. 
DOI: 10.1103/PhysRevD. 100.043014. arXiv: 1906.08786 [astro-ph.HE].

Gondek-Rosińska, D. et al. 2017. ApJ 837, 58 (2017), p. 58. DOI: 
10.3847/1538-4357/aa56c1. arXiv: 1609.02336 [astro-ph.HE].

Iosif, P. and Stergioulas, N. 2021. MNRAS 503.1 (2021), pp. 850-866. 
DOI: 10.1093/ mnras/stab392. arXiv: 2011.10612 [gr-qc].

Kastaun, W. and Galeazzi, F. 2015. Phys. Rev. D 91 (6 2015), p. 064027. 
DOI: 10.1103/ PhysRevD.91.064027. URL: https://link.aps.org/
doi/10.1103/PhysRevD.91.064027.

Komatsu, H., Eriguchi, Y. and Hachisu, I. 1989. MNRAS 237 (1989), pp. 
355-379. DOI: 10.1093/ mnras/237.2.355.

Lyford, N.D., Baumgarte, T.W. and Shapiro S.L. 2003. ApJ 583.1 (2003), 
pp. 410-415. DOI: 10.1086/345350. arXiv: grqc/0210012 [gr-qc].

Studzińska, A.M. et al. 2016. MNRAS 463 (2016), pp. 2667–2679. 
DOI:10.1093/mnras/stw2152.

Szkudlarek, M. et al. 2019. ApJ 879, 44 (2019), p. 44. DOI: 10.3847/1538-
4357/ab1752. arXiv: 1904.03759 [astro-ph.HE].

Takami, K. Rezzolla, L. and Yoshida, S. 2011. Monthly Notices of the 
Royal Astronomical Society: Letters 416.1 (2011), pp. L1–L5. ISSN: 
1745-3925. DOI: 10.1111/j.1745-3933.2011.01085.x. eprint: http://
oup.prod.sis.lan/mnrasl/article-pdf/416/1/L1/6140636/416-1- L1.pdf. 
URL:https://doi.org/10.1111/j.1745-3933.2011.01085.x.

Villain, L. et al. 2004. A&A 418 (2004), pp. 283-294. DOI: 10.1051/0004-
6361:20035619. arXiv: astro-ph/0310875 [astro-ph].

Weih, L.R. Most, E.R. and Rezzolla, L. 2018. MNRAS 473.1 (2018), 
pp.128 L126–L130. DOI: 10.1093/ mnrasl/slx178. arXiv: 1709.06058 
[gr-qc].



Collana Scienze Fisiche

1.	 Probing the universe with multi-messenger astrophysics, Silvano Tosi, 2023 
(ISBN: 978-88-3618-218-3)



RICERCA

In copertina:
Galassia M64

The conference, jointly organized by the Department of Physics of the Uni-
versity of Genova and by INFN-Sezione di Genova, aims at gathering an over-
view of the status and future prospects of astrophysics and cosmology with a 
multimessenger approach. The sessions deal with astrophysics with electro-
magnetic waves, astrophysics with gravitational waves, astroparticle physics 
and neutrino astrophysics, nuclear astrophysics, cosmology. The sessions and 
the talks are organised according to astrophysical sources and phenomena: 
compact objects, neutron star mergers, supernovae, active galactic nuclei, 
CMB, etc highlighting the current status of the knowledge and the benefit of 
a multimessenger approach.

Silvano Tosi is a professor at the University of Genoa, with scientific associa-
tion to INFN and INAF. He carries out research in high-energy physics and 
astrophysics: he was a member of the BABAR experiment, until 2008 and 
of CMS, at the LHC accelerator of CERN, since 2008; since 2019 he is a 
member of Euclid, an ESA mission. He is also involved in optical astronomy. 
He is a professor of General Physics and Fundamentals of Astrophysics and 
Cosmology. He also carries out dissemination activities.

ISBN: 978-88-3618-218-3

9 788836 182183


	Table of Contents
	The moon: a frontier for gravitational waves astrophysics with LGWA
	Looking for orphan gamma-ray burst in the Rubin LSST data with the Fink Albert Broker
	New 3D white dwarf deflagration models for type Iax supernovae
	Simulating the recollimation shocks, instabilities and particle acceleration in relativistic jets 
	Physics prospects of KM3NeT
	Characterizing the galaxy shape effect omn the Euclid slitless spectroscopy using simulations
	Quantum noise reduction in gravitational wave interfermometers 
	GWFAST: a tool to explore the capabilities of third-generation gravitational-wave interferometers
	Meaasuring the β-decay properties for exotic rare-earth isotopes
	Cosmology from the weak lensing of gravitational waves
	Spectroscopic simulations for the Euclidmission
	Towards experimental study of compact binary ejecta opacity relevant for kilnovae
	Extreme TeV BL Lacs: a self-consistent stochastic acceleration model
	Stability of hypermassive neutron stars against a prompt collapse 




