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A B S T R A C T

In recent years, transformer-based models have emerged as powerful tools for natural language processing
tasks, demonstrating remarkable performance in several domains. However, they still present significant
limitations. These shortcomings become more noticeable when dealing with highly specific and complex
concepts, particularly within the scientific domain. For example, transformer models have particular difficulties
when processing scientific articles due to the domain-specific terminologies and sophisticated ideas often
encountered in scientific literature. To overcome these challenges and further enhance the effectiveness of
transformers in specific fields, researchers have turned their attention to the concept of knowledge injection.
Knowledge injection is the process of incorporating outside knowledge into transformer models to improve their
performance on certain tasks. In this paper, we present a comprehensive study of knowledge injection strategies
for transformers within the scientific domain. Specifically, we provide a detailed overview and comparative
assessment of four primary methodologies, evaluating their efficacy in the task of classifying scientific articles.
For this purpose, we constructed a new benchmark including both 24K labelled papers and a knowledge graph
of 9.2K triples describing pertinent research topics. We also developed a full codebase to easily re-implement
all knowledge injection strategies in different domains. A formal evaluation indicates that the majority of the
proposed knowledge injection methodologies significantly outperform the baseline established by Bidirectional
Encoder Representations from Transformers.
1. Introduction

In recent years, transformer-based models have emerged as power-
ful tools for natural language processing tasks, demonstrating remark-
able performance in several domains. For instance, BERT (Bidirectional
Encoder Representations from Transformers) introduced a revolution-
ary approach that leveraged bidirectional context, significantly improv-
ing the state of the art in several tasks, such as text classification, named
entity recognition, sentiment analysis, and question answering (Devlin
et al., 2019). More recently, GPT-4 (OpenAI, 2023) has demonstrated
remarkable proficiency in generating coherent text and facilitating
more sophisticated interactions between humans and machines (Kung
et al., 2023).

However, transformers still suffer from some limitations. These
shortcomings become particularly apparent when dealing with highly
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specific and complex concepts, particularly within the scientific do-
main (Gao et al., 2021; Kumar, 2023). One crucial task in this space
is to efficiently and accurately classify scientific articles (Kim and Gil,
2019). A good quality classification plays a crucial role in organising
and retrieving knowledge, aiding researchers in staying up-to-date with
the latest advancements and facilitating the dissemination of informa-
tion within the scientific community (Salatino et al., 2019a). However,
scientific article classification poses unique challenges for transformer
models due to the intricate language and nuanced domain-specific con-
cepts prevalent in scientific literature. Consequently, transformers can
struggle to differentiate between concepts that are quite dissimilar for
domain experts, and in some cases, they may even generate completely
fictional information, a phenomenon known as hallucination (Alkaissi
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and McFarlane, 2023). Further pre-training of existing transformers on
specialised documents is a common technique to extend a model with
domain-specific knowledge (Caselli et al., 2020; Barbieri et al., 2020;
Lee et al., 2019; Leivaditi et al., 2020). However, this approach is
quite demanding since it requires processing a large volume of domain-
specific unlabelled text to adapt the model parameters in an effective
way (Kalyan et al., 2021). It also has limitations in domains that utilise
very specific terminologies (Kalyan et al., 2021).

To overcome these challenges and improve the effectiveness of
transformers in specific fields, researchers have turned their attention
to the concept of knowledge injection (Yang et al., 2021). Knowl-
edge injection involves integrating external knowledge sources into the
transformer models to augment their understanding and consequently
their performance in relevant tasks. Knowledge injection methodologies
can handle many types of structured information. Notably, knowledge
graphs (KGs) have gained prominence as powerful tools for represent-
ing and organising structured data in a semantically meaningful man-
ner (Peng et al., 2023). KGs adeptly capture the intricate relationships
that exist between entities and attributes, offering a machine-readable
representation of the domain for the benefit of various intelligent ser-
vices (Dessí et al., 2022b; Chessa et al., 2023). They typically structure
information based on a domain ontology, which serves as a formal
description of entity types and their relationships while supporting
reasoning processes (Hitzler, 2021).

This paper presents a comprehensive study of knowledge injection
approaches for transformers within the scientific domain. Specifically,
we provide a detailed overview and comparative assessment of four pri-
mary methodologies, evaluating their efficacy in the task of classifying
scientific articles. We also develop and share a full codebase to easily
re-implement all knowledge injection strategies in different domains.

In order to perform this study, we constructed AIDA24k, a new pub-
ic benchmark for scientific article classification based on 24k scientific
rticles extracted from the Academia/Industry DynAmics Knowledge
raph (AIDA KG)1 (Angioni et al., 2021). As external knowledge for the
nowledge injection methodologies, we adopted the Computer Science
ntology (CSO) (Salatino et al., 2018a). CSO is a large-scale ontology
f research areas in the field of Computer Science. Compared to other
olutions in this space (e.g., the ACM Computing Classification System),
t offers a much more granular representation of research concepts. For
his reason, CSO was adopted by Springer Nature to automatically an-
otate proceeding books in Computer Science (Salatino et al., 2019a)
nd it is routinely used by a large number of tools to explore and
nalyse the scholarly domain (Löffler et al., 2020; Zhang et al., 2021;
ergoulis et al., 2020; Beck et al., 2020; Chatzopoulos et al., 2020).

We report several insightful findings about the impact of knowl-
dge injection strategies on scientific text classification. Interestingly,
ven a straightforward method based on directly appending domain
nowledge to the text showed a notable improvement in performance.
-BERT (Liu et al., 2019b), a more sophisticated version of this strategy,
hich controls the visibility of the injected knowledge to affect only

elevant tokens, achieved significantly better results on the smaller
raining sets (𝑝 < 0.0001). The most effective strategy employed a
ybrid architecture, integrating BERT with a multilayer perceptron
MLP) to merge textual data with external knowledge (Ostendorff et al.,
019). This approach significantly outperformed all the other strategies
or the larger training sets (𝑝 < 0.0001). For instance, it achieved a

3.3% F1-score enhancement over the BERT baseline when considering
a training set of 21K papers.

In summary, the main contributions of this paper are the following:

• We present a comparative analysis of different strategies for
injecting knowledge into transformers, specifically for the task of
scientific article classification.

1 Academia/Industry DynAmics Knowledge Graph — http://w3id.org/
ida/.
2

• We provide AIDA24k, a new benchmark composed of 24K re-
search articles, evenly categorised into three research fields: Ar-
tificial Intelligence (AI), Software Engineering (SE), and Human-
Computer Interaction (HCI). The benchmark also includes a
knowledge graph of pertinent research topics and other additional
information to support the knowledge injection methodologies.

• We release the complete codebase for implementing the four
knowledge injection strategies under analysis.2 This provision
aims to facilitate researchers in assessing the efficacy of these
strategies across diverse domains and enables developers to seam-
lessly integrate them into their projects.

The remainder of this paper is organised as follows. Section 2 pro-
vides a review of knowledge injection strategies. Section 3 defines the
classification task under study and provides an overview of the BERT
transformer, the AIDA Knowledge Graph, and the Computer Science
Ontology. Section 4 describes in detail the new benchmark. Section 5
illustrates four general methodologies for knowledge injection. In Sec-
tion 6, we report and discuss the results of the comparative evaluation.
Section 7 highlights the limitations of the study and outlines poten-
tial directions for future research. It also includes some preliminary
results for other tasks and domains. Finally, Section 8 discusses the
implications of our findings and ends the paper.

2. Related work

Since the introduction of transformers, the scientific community has
been aware of their limitations and thus started working on Knowledge-
Enhanced Pre-trained Transformers (KEPTs). For instance, Xu et al.
(2023) developed a novel approach that injects entity-related knowl-
edge into encoder–decoder large pre-trained language models. This
is achieved via a generative knowledge infilling objective through
continued pre-training. Emelin et al. (2022) proposed to inject domain-
specific knowledge prior to fine-tuning task-oriented dialogue tasks
via lightweight adapters that can be integrated with language models
and serve as a repository for facts learned from different knowledge
bases. Moiseev et al. (2022a) described a method to infuse structured
knowledge into LLMs, by directly training T5 models on factual triples
of knowledge graphs. Wang et al. (2021b) proposed a method that
keeps the original parameters of the pre-trained model fixed and sup-
ports continuous knowledge infusion via a neural adapter for each type
of infused knowledge, as a plug-in connected to the language model.

Given the recent explosion of works about KEPTs, authors in Yang
et al. (2021) have proposed a classification according to three prop-
erties: (i) the granularity of knowledge, (ii) the method of knowledge
injection, and (iii) the degree of symbolic knowledge parameterisation.
Regarding the first property, KEPTs integrate knowledge at different
levels of granularity depending on the underlying task. For example,
tasks of sentimental analysis mainly rely on word features and thus
require more information about individual entities whereas tasks of
text generation rely on commonsense knowledge. Regarding the second
property, the method of knowledge injection plays an essential role
in the effectiveness and efficiency of the integration between Pre-
Trained Models (PTM) and infused knowledge, as well as with respect
to knowledge management and storage. Indeed, the method used to
inject knowledge determines what knowledge can be integrated and
the form of that knowledge. Regarding the third property KEPTs are
based on the concept that knowledge can be harnessed by PTMs in
the form of symbols or semantic embeddings. To bridge the symbolic
knowledge and neural networks, the former is projected into a dense,
low-dimensional semantic space and presented by distributed vectors
through knowledge representation learning.

2 https://github.com/vincenzodeleo/kims-bert
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Yang et al. (2021) discusses six different strategies for injecting
knowledge within pre-trained models. Feature-fused KEPTs (e.g., Sen-
tiLARE (Ke et al., 2020) and Ernie (Zhang et al., 2019)), Embedding-
combined KEPTs (e.g., Luke (Yamada et al., 2020), Cokebert (Su et al.,
2021)), Data-structure-unified KEPTs (e.g., K-BERT (Liu et al., 2019b),
K-LM (Kumar et al., 2022), Colake (Sun et al., 2020), Comet (Bosse-
lut et al., 2019)), Knowledge-supervised KEPTs (e.g., Kepler (Wang
et al., 2021a) and ERICA (Qin et al., 2021)), Retrieval-based KEPTs
(e.g., Realm (Guu et al., 2020; Joshi et al., 2021)), Rule-guided KEPTs
(e.g., Gangopadhyay et al. (2021), Amizadeh et al. (2020)). However,
many of the approaches mentioned are unsuitable for this study’s use
case. This is due to their requirements for pre-training the transformer
on sizeable textual data, establishing domain-specific rules, or querying
external sources of knowledge.

Here we focus our attention on methods that do not require exten-
sive pre-training and can be easily generalised for multiple domains.
We set this requirement to explore knowledge injection in a low-
budget/low-computation resource setting. In particular, we consider
three general methods of knowledge injection.

The first strategy can be mapped to the data-structure-unified KEPTs
as discussed in Yang et al. (2021). It aims to convert the relational
triplets from the knowledge graph into token sequences that are incor-
porated in the input text (Sun et al., 2020; Bosselut et al., 2019). The
main advantage of this approach is that the same encoder can be used
to learn embeddings for both the text and the injected knowledge. Thus,
this solution bypasses the structural incompatibility hurdle between the
pre-trained models and knowledge-injected data. However, it is worth
mentioning that the creation of this unified data structure depends on
which heuristic to choose for knowledge injection. A basic implemen-
tation of this approach may simply add specific triples to the text.
In contrast, a more advanced method like K-BERT (Liu et al., 2019b)
strategically places triples within the text and regulates their visibility,
ensuring only relevant tokens are influenced. A possible drawback of
this approach is that the transformation process discards the struc-
tural information inherent in the knowledge graph. This may limit
the amount of context and relational data available for understanding
complex relationships in the data.

The second method involves conducting a lightweight pre-training
(Liu et al., 2019a) on a version of the knowledge base that has been
converted to text (Sun et al., 2020; Moiseev et al., 2022b). The effec-
tiveness of this method largely depends on the nature and size of the
knowledge base.

The third strategy involves incorporating the knowledge as addi-
tional feature data during the classifier’s training. These features may
be quantitative, such as the number of authors of a document (Os-
tendorff et al., 2019), or encoded as the embeddings of specific enti-
ties (Yamada et al., 2020; Su et al., 2021). In this framework, the em-
bedding vectors produced by the pre-trained model are combined with
integrative features representing the additional symbolic knowledge to
enhance its ability to resolve specific tasks.

3. Background

In this study, we evaluate various knowledge injection strategies for
transformers, assessing their impact on enhancing the performance of
text classifiers. More specifically, we focus on enhancing a BERT-based
model for the classification of research papers. In fact, BERT (Devlin
et al., 2019) is one of the most widely used Transformer-equipped pre-
trained language models to determine the contextualised representation
of input text. The classification of research papers is crucial for the ef-
fective dissemination of scientific literature and is commonly executed
by digital libraries, publishers, and analytical platforms (Kim and Gil,
2019; Salatino et al., 2022).

Specifically, this task involves training a classifier to solve a single-
label multi-class classification problem where, given the research pa-
pers’ title and abstract, the classifier assigns each paper its main rele-
3

vant research field. More formally, given an array 𝑥 of 𝑛 input samples,
and a number of labels 𝑙, the model’s objective 𝑓 is to assign each 𝑥[𝑖] to
one of the labels 𝑙. That is, computing 𝑓 (𝑥[𝑖]) = 𝑐, where 𝑐 = 0,… , 𝑙−1
and for 𝑖 = 0,… , 𝑛 − 1.

To train and evaluate relevant classifiers, we constructed a bench-
mark of 24K research papers, equally split into three research areas:
Artificial Intelligence (AI), Software Engineering (SE), and Human-
Computer Interaction (HCI). This benchmark also includes a knowledge
graph of relevant research topics extracted from CSO. The underly-
ing premise of this resource revolves around utilising the knowledge
graph as a means to integrate additional knowledge into the classi-
fication process, with the ultimate objective of enhancing the overall
performance.

In the following, we will describe BERT and the background data
used for building the benchmark: the AIDA Knowledge Graph and CSO.

3.1. BERT

BERT (Devlin et al., 2019) is a pre-trained language model built
on the Transformer architecture, achieving top-tier results across mul-
tiple natural language processing (NLP) tasks. As a ‘‘masked language
model’’, BERT’s pre-training process involves predicting masked words
in sentences. Unlike many other models that only used left-to-right or
right-to-left context, BERT uses bidirectional training, enabling it to
capture more comprehensive language representations. BERT can be
fine-tuned for a wide range of NLP tasks, including Sentence Classifica-
tion, Named Entity Recognition, Part-of-Speech Tagging, Question An-
swering, Text Summarisation, Text Classification, and Semantic Textual
Similarity.

To fine-tune BERT for a classification task, a classification layer is
added to the pre-trained model. This layer processes the final hidden
state from the transformer network, mapping it to the required number
of classes with a fully connected layer followed by a Softmax layer.
During the fine-tuning process, the text is first tokenised, and special
tokens [CLS] and [SEP] are incorporated at the appropriate positions.
Each token is then assigned segment and position embeddings. Finally,
the entire model, including the pre-trained BERT weights, is fine-tuned
on the specific classification task utilising the labelled data.

3.2. The AIDA knowledge graph

The AIDA Knowledge Graph (AIDA KG) (Angioni et al., 2021) is
a large-scale knowledge base that describes 21M publications and 8M
patents. These entries are characterised using an extensive range of
metadata, including authors, organisations, countries, and venues. Fur-
thermore, they are linked with research topics from the Computer Sci-
ence Ontology (CSO) (Salatino et al., 2018b) and the relevant industrial
sectors from the Industrial Sectors Ontology (INDUSO).3

AIDA KG was generated by an automatic pipeline that integrates
data from several sources, such as OpenAlex, DBLP, the Research
Organisation Registry (ROR), DBpedia and Wikidata. It is publicly
available under CC BY 4.0 and can be downloaded as a dump or queried
via a triplestore https://aida.kmi.open.ac.uk/sparql/.

This knowledge graph is structured according to the Resource De-
scription Framework (RDF), which is a World Wide Web Consortium
(W3C) standard.4 Specifically, the information is stored through triples
(or statements), such as <subject, predicate, object>, in which the subject
represents an entity, the object can also represent an entity or simply
a general text (e.g., author name), and the predicate describes the
relationship between the subject and object. For instance, the triple
<Prof Yoshua Bengio, affiliation, University of Montreal> states that the
ntity associated to Prof Yoshua Bengio is affiliated with the University
f Montreal organisation entity.

3 INDUSO — https://aida.kmi.open.ac.uk/downloads/induso.ttl.
4 RDF Standard — https://www.w3.org/TR/rdf-concepts/.

https://aida.kmi.open.ac.uk/sparql/
https://aida.kmi.open.ac.uk/downloads/induso.ttl
https://www.w3.org/TR/rdf-concepts/


Engineering Applications of Artificial Intelligence 133 (2024) 108166A. Cadeddu et al.
AIDA KG describes eight types of entities: papers, patents, authors,
affiliations, journals, conferences, topics, and industrial sectors. These
entities are connected by 22 relations, such as: (i) hasAffiliation,
which specifies the affiliations of the authors, (ii) hasGridType,
which identifies the type of the affiliation according to the GRID
classification (e.g., Education, Company, Government, Non-profit, and
other), (iii) schema:creator, which indicates the author of a paper.
The full list of relationships in AIDA KG is available at https://w3id.
org/aida.

3.3. The computer science ontology

The Computer Science Ontology (CSO) is a large-scale, automat-
ically generated ontology of research areas. It includes about 14K
research topics and 159K statements, making it a comprehensive tax-
onomy of research areas in Computer Science. It was produced by
applying the Klink-2 algorithm (Osborne and Motta, 2015) on a dataset
of 16M scientific articles.

CSO structures research topics poly-hierarchically. While ‘Computer
Science’ is the primary root of this hierarchy, it also encompasses
several other foundational categories, including Linguistics, Geometry,
Semantics, among others.

CSO is also structured according to RDF, like AIDA KG, and it
includes three main semantic relationships:

1. superTopicOf: indicating that a topic is a super-area of an-
other topic. It represents a hierarchical relationship where a
broader concept encompasses a narrower concept. For instance,
‘‘software engineering’’ is a supertopic of ‘‘software design’’.

2. relatedEquivalent: indicating that two topics can be
treated as equivalent for the purpose of exploring research data.
For instance, ‘‘haptic device’’ is equivalent to ‘‘haptic interface’’.

3. preferentialEquivalent: indicating the main label for
topics belonging to a group of relatedEquivalent. For instance,
‘‘ontology’’ and ‘‘ontologies’’ will both have ‘‘ontology’’ as
preferentialEquivalent.

Other relationships available in CSO include contributesTo,
indicating that the research output of one topic contributes to another
topic, and sameAs mapping research topics to similar entities in other
knowledge graphs such as DBpedia,5 Wikidata,6 YAGO,7 and Cyc.8

CSO is openly available and can be downloaded in various RDF
formats (NT, TTL, XML) from the CSO Portal.9

Unlike other existing approaches (such as the ACM Computing Clas-
sification System), the CSO covers a much larger number of research
topics, which can enable a fine-grained description of the content
of research papers. Indeed, CSO has been proven to be eclectic as
it effectively supports a wide range of tasks, such as exploring and
analysing scholarly data (e.g., ConceptScope (Zhang et al., 2021),
ScholarLensViz (Löffler et al., 2020), Rexplore (Osborne et al., 2013)),
inspecting scholarly data with conversational agents (e.g., AIDA-Bot
(Meloni et al., 2023)), detecting research communities (e.g., ACE (Rizvi
et al., 2023),), improved retrieval of research documents
(e.g., CDSS (Mardiah et al., 2023)), identifying domain experts
(e.g., VeTo (Vergoulis et al., 2020)), refining the selection of keywords
(e.g., R-Classify (Aggarwal et al., 2022), ASM (Chamorro-Padial and
Rodríguez-Sánchez, 2023)), recommending articles (Thanapalasingam
et al., 2018) and video lessons (Borges and dos Reis, 2019), ex-
panding existing ontology models (Han, 2023; Chari et al., 2023),
generating knowledge graphs (e.g., Temporal KG (Rossanez et al.,

5 https://www.dbpedia.org/
6 https://www.wikidata.org
7 https://yago-knowledge.org/
8 https://cyc.com/
9

4

Download CSO from https://w3id.org/cso.
Table 1
Distribution of venues according to the three disciplines.
Venues/Discipline AI SE HCI Total

Conferences 90 62 79 231
Journal 9 8 19 36

Total 99 70 98 267

2020), AIDA KG (Angioni et al., 2021), CS KG (Dessí et al., 2022b),
KGs for education (Li et al., 2023)), knowledge graph embeddings
(e.g., Trans4E (Nayyeri et al., 2021)), topic models (e.g., CoCoNoW
(Beck et al., 2020)), and analysing the impact of research teams (e.g.,
(Salatino et al., 2023)).

Finally, Springer Nature, one of the leading global academic pub-
lishers, has also integrated CSO into several of its innovative appli-
cations, such as (i) Smart Topic Miner (Salatino et al., 2019a), a tool
that helps the Springer Nature editorial team to categorise proceedings,
(ii) Smart Book Recommender (Thanapalasingam et al., 2018), an
ontology-driven recommender system for choosing books to promote
at academic events, and (iii) the AIDA Dashboard (Angioni et al.,
2020), a web application for exploring and analysing scientific venues,
countries, and research topics.

4. The AIDA24k benchmark

In this section, we describe AIDA24k, the new benchmark we con-
structed to compare different strategies for knowledge injections in the
context of scientific paper classification. This dataset includes three
primary components: (i) a collection of 24K labelled papers (title and
abstract), (ii) a knowledge graph describing pertinent research topics,
and (iii) the supplementary material to support the knowledge injection
methodologies.

4.1. The scientific articles

The process of attributing a specific research field to a given paper
poses a challenging task, even for domain experts. In light of this,
we opted to employ a labelling approach based on the publication
venue. To facilitate this, we carefully curated a selection of 35 jour-
nal and 231 conference papers for three chosen disciplines: Artificial
Intelligence (AI), Software Engineering (SE), and Human-Computer
Interaction (HCI). As an example, for the field of AI, we included arti-
cles published at the Neural Information Processing Systems (NeurIPS)
conference and the Nature Machine Intelligence journal. Whereas, for
the field of Software Engineering we included papers coming from the
ACM’s Model-Driven Engineering Languages and Systems (MODELS)
conference and the IEEE Transactions On Software Engineering journal.
Finally, for HCI we included articles from the Human Factors in Com-
puting Systems (CHI) conference and Elsevier’s International Journal
Of Human-Computer Studies. Table 1 shows the number of conferences
and journals distributed for each discipline, whereas, within the online
repository, we reported the full list of venues.

We extracted the set of articles from the AIDA Knowledge Graph
that were published in these designated venues after the year 2010 and
received at least 3 citations. In order to obtain a balanced dataset, we
then selected a random subset of 8k papers for each category, for a
total of 24k articles. Each article in AIDA24k is represented by an ID,
alongside its corresponding title and abstract.

4.2. The knowledge graph

To support our knowledge injection process, we constructed a
knowledge graph that includes 4629 topics and 9258 statements,
relevant to the fields of AI, SE, and HCI, which are drawn from the
CSO ontology. In particular, we first identified the unique set of CSO
topics that the AIDA24k papers are annotated with. Then, for each

https://w3id.org/aida
https://w3id.org/aida
https://w3id.org/aida
https://www.dbpedia.org/
https://www.wikidata.org
https://yago-knowledge.org/
https://cyc.com/
https://w3id.org/cso
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topic, we selected the top two statements, with the topic as their
subject, by ranking all triples based on their predicates. The ranking
followed the order of ‘subTopicOf’ (the inverse of ‘superTopicOf’,
materialised for this purpose), ‘superTopicOf’, ‘preferentialEquivalent’,
and ‘relatedEquivalent’.

As an example, the following is the description of the concept image
retrieval, as derived from CSO:

<image retrieval, subTopicOf, pattern recogni-
tion>

<image retrieval, superTopicOf, color and tex-
ture features>

4.3. Supplementary material

The supplementary material enables the knowledge injection
methodologies to select the KG portions pertinent to a specific article.
We included them with the purpose of ensuring a fair and consistent
comparison of various methodologies. By doing so, we guarantee that
all methodologies involved in the evaluation receive the same set
of information, eliminating potential variations arising from diverse
implementations. Specifically, we provide (i) a mapping between each
paper and the CSO topics, and (ii) a specificity score for each topic.

4.3.1. Mapping between scientific articles and CSO
The mapping was included since knowledge injection strategies

frequently rely on entity-linking techniques to select the most pertinent
portions of knowledge that are relevant to the item under consider-
ation (Liu et al., 2019b). Entity-linking techniques serve the purpose
of connecting segments of text to the corresponding entities within a
knowledge base (Al-Moslmi et al., 2020). Therefore, we applied the
CSO Classifier (Salatino et al., 2019b) to all the abstracts to identify
which terms corresponded to research topics in CSO. The CSO Classifier
is an unsupervised entity linking approach that uses a combination
of string and word embeddings similarity for identifying concepts
described in CSO. For instance, the paper with ID 4,10 is associated with
six topics, such as natural language processing online learning environment,
and recurrent neural networks. This information will be leveraged by the
knowledge injection methodologies described in the following section
to select the concepts and triples most relevant to a specific article.

4.3.2. Specificity scores of topics
The second part of supplementary material consists of the specificity

score. This is essential in optimising the knowledge injection process,
taking into account various constraints that limit the amount of infor-
mation that can be incorporated when classifying a specific document.
Such constraints are influenced by factors such as the 512-token input
limitation inherent to the BERT model, as well as specific restrictions
of the methodology itself. For example, the standard implementation
of K-BERT incorporates only two triples for each entity recognised in
the text.

In the AIDA24k dataset, papers are associated with an average of 14
topics, varying from a minimum of 1 topic to a maximum of 92 topics.
Most of the injection methods discussed in this work cannot handle the
full range of topics associated with a paper. Therefore, they require
the adoption of prioritisation criteria to determine which topics are the
most significant and, thus, should be considered for injection and which
ones should be omitted.

In order to assist this process and align all the methodologies,
we compute the specificity score 𝑠𝑠𝑖 of topic 𝑖, which indicates its
discriminative power with respect to the classification task. For this,
we employed Eq. (1), which takes the maximum number of times a
given entity 𝑒𝑖 is found within the abstract of the papers associated with

10 https://aclanthology.org/2020.bea-1.13.pdf
5

different research fields 𝑒𝐹𝑖 , with 𝐹 = {𝐴𝐼, 𝑆𝐸,𝐻𝐶𝐼}, and divides it by
the number of times the same entity has been found within the whole
AIDA24k train benchmark 𝑒𝐴𝐼𝑖 + 𝑒𝑆𝐸𝑖 + 𝑒𝐻𝐶𝐼

𝑖 .

𝑠𝑠𝑖 =
max

{

𝑒𝐴𝐼𝑖 , 𝑒𝑆𝐸𝑖 , 𝑒𝐻𝐶𝐼
𝑖

}

𝑒𝐴𝐼𝑖 + 𝑒𝑆𝐸𝑖 + 𝑒𝐻𝐶𝐼
𝑖

(1)

For example, if 𝑠𝑠𝑖 = 0.9, the topic 𝑖 is frequently associated with
ust one research field and is thus highly specific. On the other hand,
f 𝑠𝑠𝑖 = 0.33, the topic 𝑖 is associated with an equal probability with all
he research fields and thus is unspecific.

. Knowledge injection methodologies

This section describes the four general knowledge injection ap-
roaches that were chosen for the comparative analysis. For each
pproach, we first outline the general methodology and then discuss
ow it was adapted for the classification of the scientific text we
ackled. We also briefly touch upon significant aspects of the imple-
entation. All the code for implementing the following methodology

s included in the GitHub repository previously mentioned.

.1. Direct text injection

A first simple strategy for knowledge integration is to directly
ugment the input texts with additional knowledge, leveraging the
rinciple of prompt extension (Liu et al., 2023). This enriched text is
mployed during both the fine-tuning phase and the later classification
rocedure.

The most straightforward implementation of this solution involves
onverting all pertinent information from the knowledge graph into a
tring, which is then appended to the end of the original text. Given
he limited context size of current transformers, it is crucial to develop
strategy to select only the most relevant information for the task at

and.

.1.1. Adaptation to scientific article classification
We developed from scratch a method that implements this strategy

y injecting triples from CSO at the end of the text to classify. We
ssign to each entity detected in the text two pertinent triples from CSO.
ext, we employ a series of heuristics to translate the RDF triple into
nglish sentences. For instance, the ‘subTopicOf’ relation is converted
o the phrase ‘‘is a narrower concept than’’. The resulting strings
re then appended to the end of the text. To illustrate, the sentence
‘User comfort-oriented residential power scheduling in smart homes’’
ould be extended with: ‘‘Smart homes is a narrower concept than
mbient intelligence and a broader concept than smart manufacturing’’
s depicted in Fig. 1. Note that the entity ‘‘smart homes’’ is recognised
s the surface form of ‘‘smart environment’’, which is a topic of the
SO.

.2. K-BERT

K-BERT (Liu et al., 2019b) is a well-established approach for inte-
rating knowledge into BERT. Similarly to the first strategy, the core
dea is augmenting the textual data through the direct injection of
riples selectively picked from the knowledge graph. However, K-BERT
akes a more refined approach by appending triples only after specific
ntities and ensuring that the introduced knowledge only affects the
elevant tokens (see Fig. 2).

In K-BERT, the input text is first passed to the Knowledge Layer,
hich identifies the surface form of the entities in the knowledge graph
ithin the text.11 A surface form is the exact literal representation of an

11 K-BERT employs a string match approach to identify entity labels in the
text.

https://aclanthology.org/2020.bea-1.13.pdf


Engineering Applications of Artificial Intelligence 133 (2024) 108166A. Cadeddu et al.
Fig. 1. Direct text injection.
Fig. 2. K-BERT architecture.
entity as it appears in the text, and it may vary from the canonical label
assigned to the entity within the knowledge graph. This distinction
allows for flexibility in recognising entities as they naturally occur in
the text, accommodating variations in spelling, abbreviation, or other
forms of textual representation. For instance, the surface form of the
entity peer-to-peer can be p2p networks or peer-to-peer systems. Next, K-
BERT concatenates to the surface form the predicate and object of a
selection of pertinent triples (typically two) from the knowledge graph.
This results in the ‘‘sentence tree’’ data structure exemplified in Fig. 3.

The sentence tree is processed by two layers: the Embedding Layer
and the Seeing Layer. The Embedding Layer assigns to each token in
the sentence tree two types of positional embeddings according to their
soft-position and hard-position indexes. The soft-position index of a
token represents its distance from other tokens that should be con-
sidered pertinent during attention calculation, while the hard-position
index represents the actual position of the token in the sequence from
left to right. The Seeing Layer addresses the potential noise issue
that may arise when appending triples within the text by introducing
the visible matrix. The visible matrix governs the visibility of injected
predicates and objects, ensuring they solely influence the embedding
of relevant surface forms. As a result, this mechanism enables the
acquisition of more comprehensive embeddings for knowledge graph
entities without introducing excessive noise to the representation of
other text components.
6

Finally, the output of the Embedding and the Seeing layers is
fed to the Mask-Transformer. This component, composed of a stack
of mask-self-attention blocks, implements a modified version of the
self-attention mechanism in BERT that considers the visible matrix.

To better illustrate how K-BERT operates, we can consider the sen-
tence ‘‘Real-time recognition of dynamic hand gestures from video streams is
a challenging task’’. In the first phase of the knowledge injection, K-BERT
recognises two surface forms: real-time recognition and hand gestures. It
then concatenates to them the predicate and object of two triples each.
Therefore, the sentence becomes ‘‘Real-time recognition is a narrower
concept than action recognition is a broader concept than motion
history images of dynamic hand gestures is a narrower concept than
gesture recognition is a broader concept than hand posture from video
streams is a challenging task’’. As discussed before, the tuples <predicate,
object> injected in the sentence will be only visible when computing
the embedding of real-time recognition and hand gestures. Therefore, they
will not introduce noise when considering the other tokens.

Fig. 3 demonstrates the application of soft position indexes in this
example. While hard position indexes measure the actual distance
between two tokens, soft position indexes represent the distance when
considering it as a sentence tree. For instance, in the augmented
sentence, the distance between ‘‘real-time recognition’’ and ‘‘motion
history image’’ is larger than the one between ‘‘real-time recognition’’
and ‘‘action recognition’’. However, when using soft indexes, both have
an identical distance of six tokens from ‘‘real-time recognition’’.
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Fig. 3. Basic principle of indexing in sentence trees.
Fig. 4. Integration of additional features using a multilayer perceptron.

Previous work (Liu et al., 2019b) shows that K-BERT can signifi-
cantly increase the performance of BERT on a range of tasks, especially
when applied to specific domains like finance, medicine, and law.

5.2.1. Adaptation to scientific article classification
Applying the implementation of K-BERT12 to our use case required

two main adaptations of the original code. First, we extended K-BERT
so that it could also process English texts. The original code, in fact, was
developed to handle only Chinese. Second, we modified the Knowledge
Layer to use the knowledge graph described in Section 4. Specifically,
the Knowledge Layer identifies the surface form of the topics from CSO
in each sentence and concatenates to them the relevant triples from the
ontology. In accordance with the original K-BERT implementation, we
assign two triples to each entity in the texts.

5.3. Integration of additional features using a multilayer perceptron

Rather than directly injecting the knowledge into the text, it is
possible to incorporate it as additional feature data during the classifi-
cation process. As a representative example of this concept, we consider
the method for enhancing BERT with additional metadata presented
in Ostendorff et al. (2019). The proposed neural network architec-
ture extends BERT by combining text with additional features using a
multilayer perceptron (MLP). Fig. 4 displays the general architecture.

12 The code is freely accessible on GitHub https://github.com/autoliuweijie/
K-BERT.
7

To derive contextualised representations from textual features,
BERT processes the text and returns the relevant embeddings. These
embeddings are then concatenated with additional features derived by
the representation of the item to classify in a knowledge base. This
augmented representation is fed to the MLP. The MLP uses a SoftMax
output layer that carries out a multi-class multi-label classification task,
producing the probability for each classification label.

The additional features in the original implementation, which ad-
dressed the classification of books, included both numeric features
(e.g., number of authors, length of the title) and the graph embedding
of relevant entities (Lerer et al., 2019) (the authors of the books).
However, this is a flexible strategy that can leverage many types of
features.

5.3.1. Adaptation to scientific article classification
Our implementation is based on an adapted version of the code

released by Ostendorff et al. (2019). To this purpose, we introduced a
few notable modifications. First, we switched to a standard BERT model
in English, while the original implementation adopted a BERT model
that was exclusively pre-trained on German text. Second, we introduced
a component that produces a vector of features from the knowledge
graph described in Section 4. For each article in the dataset, we select
the three topics with the highest specificity and concatenate them. For
instance, the paper with ID 313 has the following topics represented as
tuples where the number next to the topic is the specificity score of the
topic: (vocabulary, 0.425), (linkage analysis, 0.571),
(wordnet, 0.862), (lexical database, 0.925), (word
sense, 0.944), (synsets, 1.00).

We then concatenate the three selected topics and obtain the fol-
lowing string: ‘‘lexical database word sense synsets’’.

The resulting string is processed with Sentence BERT (Reimers and
Gurevych, 2019) to produce an embedding vector. Sentence BERT is a
technique for creating fixed-length sentence embeddings that capture
the semantic meaning of entire sentences. The embedding of the orig-
inal text and the embeddings of the topics are then concatenated and
fed to the MLP.

5.4. Additional pre-training on the KG

Another strategy involves further pre-training a model on a version
of the knowledge graph that has been converted to text (Sun et al.,
2020; Moiseev et al., 2022b). There are various methods to transform
knowledge bases into a textual format. A basic approach is to utilise
the complete set of triples, omitting the prefixes. For a more refined
conversion, a series of heuristics may be employed to render the triples

13 https://aclanthology.org/W18-0514/

https://github.com/autoliuweijie/K-BERT
https://github.com/autoliuweijie/K-BERT
https://aclanthology.org/W18-0514/
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Fig. 5. Knowledge Injection with random masking.
into more fluent textual expressions. Some systems even extend this ap-
proach by integrating the knowledge graph with additional information
obtained from a connected textual corpus, thereby incorporating details
related to the practical utilisation of the entities (Sun et al., 2020).
Nevertheless, this method demands substantial resources for processing
extensive textual data.

The pre-training process involves substituting selected input tokens
with a [MASK] token. The BERT model is then tasked with predicting
these obscured tokens, utilising the context provided by the adjacent,
unmasked tokens. Optimal performance is typically achieved when
approximately 15% of input tokens are randomly replaced with the
mask token. The resultant model, after this additional pre-training
phase, should exhibit enhanced suitability for the specific domain it
was trained for.

5.4.1. Application to scientific article classification
We selected as the base model the standard bert-base-uncased

model14 and applied the continual pre-train over the KG triples, as
shown in Fig. 5 . We conducted a domain-specific extension of the pre-
training of the model utilising a textual representation of all triples in
the CSO ontology. Each triple, denoted as (s, p, o), was transformed into
a string, following the pattern ‘‘s p o’’. This transformation involved the
removal of prefixes and substituting the underscore character (‘‘_’’) with
a space. For instance, the triple

s: <https://cso.kmi.open.ac.uk/topics/display
_devices>,

p: <http://cso.kmi.open.ac.uk/schema/cso
#superTopicOf>,

o: <https://cso.kmi.open.ac.uk/topics/3-d
_displays>

was modified to form the triple (display devices, is a
broader concept than, 3-d displays). All the resulting strings
were concatenated to form a single, continuous text (e.g., ‘‘display
devices is a broader concept than 3-d displays’’).

6. Evaluation

In this section, we provide a comparative evaluation of the standard
BERT against the BERT models that have been enhanced by using the
four knowledge injection methodologies we discussed in Section 5. The
models were assessed using the benchmark detailed in Section 4.

14 bert-base-uncased model — https://huggingface.co/bert-base-uncased.
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6.1. Experiment design

We considered the following five approaches:

1. BERT, the uncased BERT model trained on text features that we
adopted as a baseline, as described in Section 3.1.

2. BERT-DTI: Direct Text Injection, which appends additional
knowledge at the end of the input text, as described in Sec-
tion 5.1.

3. K-BERT: Knowledge BERT, which augments identified entities
with relevant predicates and objects from the knowledge graph,
as described in Section 5.2.

4. BERT-MLP: Integration of additional features using a Multilayer
Perceptron, the strategy that combines the BERT outputs with
symbolic features as described in Section 5.3.

5. BERT-PT Additional pre-training on the KG, which further pre-
train BERT on a text generated by concatenating all triples in the
KG, as described in Section 5.4.

For all the experiments reported in this manuscript, we employed
1500 documents for the development dataset and another 1500 docu-
ments for the test dataset. Each set comprises 500 documents for each
label (AI, SE, and HCI). By consistently using the same development and
test datasets across all approaches, we ensured that the performance
outcomes were comparable.

We varied the size of the training datasets to evaluate the effect
of different training sizes on model performance. Dataset sizes ranged
from 3000 to 21,000 articles, increasing in increments of 3000 articles.
In line with the findings reported in Dodge et al. (2020), we run each
configuration with ten different random seeds. The performances of
the proposed approaches have been measured by using the micro-
average of the F1-score. The standard deviations of the F1-scores were
consistently below 1%, as shown in Table 2, indicating robust and
reliable results.

In all experiments, BERT was fine-tuned over five epochs. The train-
ing learning rate was set at 2×10−5, the size of the sentence embedding
vector was configured to 384, and the batch size was set to 6. The
optimisation method used was Adam, and the dropout probability was
set at 0.1. The statistical tests followed the standard procedure for
constructing and comparing Receiver Operating Characteristic (ROC)
curves in a paired-sample scenario. The significance of the difference
between the two methods was assessed based on the difference in the
two Area Under the Curve (AUC) values, the relative standard devi-
ation, and the number of true positives and true negatives associated
with each curve. A 𝑝-value ≤ 0.05 was considered significant, following
standard practice.

https://huggingface.co/bert-base-uncased
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Table 2
Precision, Recall, and F1-scores obtained for the five models at different sizes of the training set. We highlight in bold the
best results.
Train size BERT BERT-DTI

PRECISION RECALL F1-SCORE PRECISION RECALL F1-SCORE
Avg Std Avg Std Avg Std Avg Std Avg Std Avg Std

3000 0.872 0.013 0.839 0.020 0.855 0.008 0.877 0.010 0.841 0.008 0.858 0.009
6000 0.885 0.008 0.836 0.015 0.860 0.010 0.885 0.010 0.843 0.004 0.863 0.003
9000 0.877 0.012 0.859 0.010 0.868 0.005 0.877 0.014 0.859 0.020 0.868 0.005

12000 0.882 0.007 0.845 0.016 0.863 0.006 0.881 0.012 0.854 0.013 0.867 0.005
15000 0.879 0.024 0.858 0.014 0.868 0.016 0.880 0.007 0.868 0.013 0.874 0.006
18000 0.894 0.012 0.852 0.010 0.872 0.007 0.878 0.005 0.865 0.006 0.871 0.001
21000 0.888 0.015 0.862 0.015 0.874 0.006 0.894 0.009 0.868 0.003 0.881 0.005

Train size K-BERT BERT-MLP

PRECISION RECALL F1-SCORE PRECISION RECALL F1-SCORE
Avg Std Avg Std Avg Std Avg Std Avg Std Avg Std

3000 0.892 0.010 0.850 0.012 0.869 0.009 0.879 0.013 0.824 0.015 0.850 0.010
6000 0.879 0.007 0.871 0.012 0.871 0.007 0.880 0.012 0.852 0.015 0.866 0.009
9000 0.877 0.005 0.864 0.005 0.870 0.006 0.902 0.011 0.860 0.032 0.880 0.019

12000 0.890 0.009 0.873 0.014 0.871 0.008 0.884 0.012 0.858 0.007 0.880 0.007
15000 0.891 0.008 0.874 0.016 0.879 0.005 0.914 0.005 0.875 0.016 0.894 0.008
18000 0.882 0.010 0.894 0.012 0.881 0.007 0.905 0.014 0.895 0.013 0.900 0.006
21000 0.884 0.005 0.881 0.005 0.880 0.004 0.905 0.016 0.910 0.011 0.907 0.007

Train size BERT-PT

PRECISION RECALL F1-SCORE
Avg Std Avg Std Avg Std

3000 0.874 0.016 0.828 0.013 0.850 0.002
6000 0.884 0.012 0.822 0.011 0.852 0.003
9000 0.883 0.006 0.848 0.007 0.865 0.005

12000 0.880 0.012 0.842 0.008 0.861 0.005
15000 0.884 0.016 0.853 0.023 0.868 0.005
18000 0.886 0.008 0.855 0.009 0.870 0.007
21000 0.870 0.006 0.870 0.007 0.870 0.006
6.2. Results

Fig. 6 reports the F1-score obtained by the different methods in
function of the size of the training set.

BERT-MLP outperformed all the other methods for the largest train-
ing sizes (9K, 12K, 15K, 18K, 21K). Overall, it demonstrated the most
substantial improvement over the BERT baseline, enhancing the F1-
score by 2.8% and 3.3% for the 18K and 21K training sets, respectively.
The statistical analysis revealed that the difference between BERT-
MLP and all other methods is statistically significant for training sizes
exceeding 12K (𝑝 < 0.0001). Furthermore, BERT-MLP appeared to
benefit from larger training sizes, steadily extending its lead over BERT
as the dataset size increased.

K-BERT demonstrated superior performance for smaller training
sizes (3k, 6k), notably achieving a 1.1% F1-score improvement over
BERT with the 6k dataset. The difference between K-BERT and all
other methods is significant for training sizes of 3K and 6K (𝑝 < 0.0001).
However, in contrast to BERT-MLP, K-BERT did not seem to benefit
from larger training sizes and gradually lost its advantage over BERT
as the dataset size grew.

BERT-DTI showed marginal enhancements over the standard BERT,
suggesting that even straightforward methods that add knowledge to
the text can be beneficial. However, more advanced approaches appear
to yield significantly better outcomes.

Finally, BERT-PT showed no significant improvement over the
ERT baseline. This is likely due to the limited size of the knowledge
ase used for pre-training. This result implies that for similar scenarios,
tandard knowledge injection techniques might be more beneficial than
retraining the model on domain-specific data.

In summary, both BERT-MLP and K-BERT emerge as suitable op-
ions for this task, though they display very distinct behaviours. K-BERT
xcels with smaller training sets but exhibits diminished performance
s the size of the training set increases. Conversely, BERT-MLP achieves
9

xcellent results with medium and large training sets.
7. Limitations and future works

The study presented in this manuscript is subject to certain limita-
tions which warrant discussion. These limitations will be a focus for
improvement in future research.

First, we exclusively adopt BERT as the foundational model for
all experiments. The choice of BERT was strategic, as it serves as a
consistent benchmark and remains a leading tool for many tasks in
the field. However, it is crucial to explore the potential outcomes
of applying the same knowledge injection methods to a variety of
other recent Large Language Models, such as LLaMA 2 (Touvron et al.,
2023). Broadening the scope to include these models in future work
would enhance our understanding of the effectiveness of knowledge
injection techniques across different LLMs. Second, we focus specifi-
cally on a classification task, while LLM can be used for a variety of
other tasks in the scholarly domain, such as question answering (Auer
et al., 2023), citation prediction (Gosangi et al., 2021), and information
extraction (Dessí et al., 2022a). Third, the research is confined to the
scholarly domain. It is conceivable that knowledge injection techniques
might yield varied results in other sectors characterised by different
styles, such as news articles, social media posts, and online reviews.

In the following, we discuss some preliminary experiments that
demonstrate the flexibility of the techniques we have analysed in this
paper. These experiments will also serve as a foundation for future
research.

As a first example, we are currently exploring the task of question-
answering over research data. Specifically, we are studying the appli-
cation of a fine-tuned LLM to convert scientific questions in natural
language into SPARQL queries, i.e., the de facto language to query
knowledge graphs. For these experiments, we are using the SciQA
benckhmark.15 Our approach involves harnessing prompt engineering
techniques for translation in two distinct ways.

15 https://huggingface.co/datasets/orkg/SciQA?row=9

https://huggingface.co/datasets/orkg/SciQA?row=9
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Fig. 6. Experimental evaluation of the five methods described in Section 5.
We first performed the translations using a one-shot learning ap-
proach. Subsequently, we enhanced the prompt by incorporating the
knowledge stored in AIDA. This entails the identification of entities
within the natural language text and then seeking triples in AIDA with
the subject corresponding to any of the identified entities. As an exam-
ple, let us consider the question ‘‘Indicate the model that performed best
in terms of Accuracy metric on the Kuzushiji-MNIST benchmark dataset?’’.
From AIDA, it is possible to extract several statements related to the
Kuzushiji-MNIST benchmark, among which there is the abstract of the
associated paper, which can be given as input with the prompt.

Our initial experiments produced notable results. When using GPT
3.5, we successfully translated 287 out of 500 queries, meaning that
the generated queries precisely matched the original ones. In further
experiments, we have obtained encouraging results that can potentially
beat this baseline. We are still investigating additional metrics and
techniques. Our goal is to demonstrate the benefits of knowledge
injection in tasks beyond classification.

With regard to the domain of application, we are currently assessing
the generalisability of the same strategies presented in this paper
also in the tourism domain. In particular, we conducted preliminary
experiments of knowledge injection for two classification tasks in the
tourism domain. The first task aims to predict the likelihood of an
accommodation being booked at a given time. The second task is a
review rating classification, which aims to predict whether an accom-
modation will be highly rated. To perform these tasks, we created
training datasets of different sizes from 3000 to 12000, with a step of
3000, containing descriptions of tourist accommodations. We extracted
these descriptions from the Tourism Knowledge Graph (Chessa et al.,
2023) (TKG), which is based on AirBnb and describes lodging structures
in London (UK). Additionally, we created fixed-size validation and
test datasets, each containing 1800 descriptions. In these datasets, we
described each accommodation according to a set of features. In partic-
ular, from TKG we extracted various numerical features such as number
of bedrooms and beds, number of bathrooms, minimum night says,
and so on. Then, we applied DBpedia Spotlight (Mendes et al., 2011)
to the accommodation descriptions to identify the relevant touristic
entities or amenities (e.g., air conditioning, wifi, parking space, etc.)
available within the tourism ontology (Chessa et al., 2023) (TAO).
DBpedia Spotlight is a cross-domain entity linking tool built upon the
DBpedia public knowledge graph. We encoded all these features into a
vector representation and employed it to test the BERT-MLP approach.
10
Preliminary results show that the BERT-MLP knowledge injection tech-
nique outperformed BERT with an average increase of 12.5% points in
F1 score (see Table 3).

These preliminary experiments provide further evidence of the gen-
eralisability and effectiveness of the knowledge injection strategies
analysed in this paper.

In future research, we aim to extensively investigate new strate-
gies across diverse domains and tasks. Our objective is to discern
the optimal approaches tailored for specific scopes. This analysis will
encompass the application of these techniques to pivotal areas, includ-
ing but not limited to scientific research, tourism, and news analysis.
Moreover, we intend to carry out a rigorous investigation regarding
the ideal representation of knowledge for injection, also weighing
the trade-offs between small and concise representations and more
expansive, potentially noise-prone ones. This will involve an in-depth
assessment of how these representations influence the performance
of LLMs, enabling a deeper understanding of the interplay between
knowledge formulation and model efficacy.

8. Conclusions

In this paper, we conducted a comprehensive examination of vari-
ous knowledge injection methods tailored for transformer architectures
in the context of scientific literature. This study offers a meticulous
overview and a comparative evaluation of four predominant tech-
niques, focusing on their effectiveness in the classification of scientific
articles.

For this purpose, we have developed AIDA24k, a novel open-access
benchmark encompassing 24,000 scientific papers sourced from the
AIDA Knowledge Graph. This benchmark also incorporates a knowl-
edge graph of 4629 research topics and 9258 statements, sourced from
the Computer Science Ontology, intended to serve as supplementary
knowledge for the classification tasks. The primary aim of this resource
is to evaluate the overarching effectiveness of the various knowledge
injection techniques.

The comparative evaluation on AIDA24k indicates that both BERT-
MLP and K-BERT are the best choices for classifying scientific articles.
However, BERT-MLP is better suited for larger training sets, while K-
BERT excels with smaller ones. Furthermore, the findings underscore
that even very simple knowledge injection techniques, like appending
metadata to the input text, can produce positive results.

To reproduce and further extend our work, we created a repository
on GitHub containing the AIDA24k benchmark and the full codebase
of the five approaches.
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Table 3
Preliminary experiment on the tourism domain — results on ‘‘Visit propensity’’ and ‘‘User review score’’
classification tasks: average values for F1-score, precision, and recall.
Visit propensity classification task

Train size BERT BERT-MLP

PRECISION RECALL F1-SCORE PRECISION RECALL F1-SCORE

3000 0.656 0.648 0.644 0.855 0.852 0.852
6000 0.668 0.681 0.673 0.859 0.857 0.857
9000 0.670 0.676 0.670 0.861 0.857 0.856
12000 0.676 0.685 0.679 0.863 0.861 0.860

User review score classification task

Train size BERT BERT-MLP

PRECISION RECALL F1-SCORE PRECISION RECALL F1-SCORE

3000 0.631 0.616 0.620 0.705 0.699 0.698
6000 0.639 0.646 0.639 0.708 0.697 0.694
9000 0.644 0.641 0.642 0.710 0.697 0.694
12000 0.648 0.647 0.645 0.715 0.702 0.698
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